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INTRODUCTION

Context

Human Visual System (HVS) process a wider range of color and light than traditional
standard dynamic range images. Various cues are used to understand the geometry and
depth of the scene. These processes take place at any given moment in our daily lives.
Thanks to the advancements in imaging and display technologies in the last decades, we
are now able to provide a more realistic viewing experience to the users. However, this is
still far from the hyper-realistic experience we experience on a daily basis. To this end,
various immersive multimedia formats emerged—each bringing us a few steps closer to
hyper-realism.

High Dynamic Range (HDR) imaging provides a wider color gamut and intensity
compared to traditional media. Light field represents a scene with a multi-dimensional
parallax providing geometric information. The volumetric video relies on 3D meshes or
point clouds to represent an object with geometry and color information across time.
One thing in common among all representations is the additional dimensionality of the
represented data. While providing a more realistic experience to the users, additional di-
mensionality often results in extra processing steps in the imaging pipeline. Image quality
may be altered in each processing step. Moreover, the additional dimensionality of these
multimedia formats results in specific impairments on the content. Consequently, quality
assessment of immersive multimedia content faces unique challenges based on the use
cases and content types.

To this end, this thesis focuses on some of the unique challenges in quality evaluation
of immersive multimedia content, including tone mapped HDR images, light fields, Vol-
umetric Videos (VV). More specifically, we explored the following points contributing to
subjective and objective quality assessment of immersive multimedia content:

1. Investigating challenges and motivation behind transferring laboratory
experiments to crowdsourcing. Proposing a set of tools for designing
crowdsourced experiments and post-processing subjective annotations.

2. Exploring just noticeable differences and their relation to image quality.
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Introduction

Proposing a quality metric that utilizes just noticeable distortion to
predict image quality on a continuous scale.

3. Studying the influencing factors and impairments for the quality as-
sessment of light field content and proposing a light field image quality
metric.

4. Investigating the impact of temporal sampling on the objective quality
assessment of volumetric video content.

Organization of the Thesis

Part I of the thesis is dedicated to subjective quality assessment in crowdsourcing.
More specifically, we investigate the advantages, disadvantages of crowdsourcing platforms
for subjective quality evaluation of tone mapped image quality assessment.

In Chapter 1, we provide an introductory picture of subjective image quality assess-
ment by dividing it into a number of stages. Furthermore, we introduce the high dynamic
range imaging and tone mapping operators and explore the existing work on subjective
quality evaluation of tone mapped images.

Chapter 2 discusses the effect of content selection on subjective quality assessment,
which has a higher impact on crowdsourcing experiments due to the large amount of data
used for evaluation. To this end, we propose a modular content selection strategy designed
for pairwise comparison of tone mapped images.

Chapter 3 investigates the possibility of using crowdsourcing platforms for subjective
quality evaluation of tone mapped images. Three subjective experiments were conducted
with controlled differences in laboratory conditions and crowdsourcing platforms to ana-
lyze the effect of uncontrolled experiment conditions and participant pools.

Based on the findings of the preceding chapters, in Chapter 4, we design and collect
the largest publicly available tone mapped image quality evaluation dataset (RV-TMO)
in the literature. Furthermore, we provide a benchmark of existing tone mapped image
quality metrics on the collected subjective preferences.

Chapter 5 investigates the observer screening methodologies for crowdsourced pair-
wise comparison experiments. Commonly used behavioral tools were used and analyzed
on the RV-TMO dataset introduced in Chapter 4. Moreover, we propose a novel outlier
detection methodology for pairwise comparison experiments.

12



Introduction

Part II focuses on objective quality evaluation of a number of multimedia types.
Based on the focus of the corresponding chapter, we provide an introduction to domain
specific problems and present our contributions regarding the subject.

Chapter 6 introduces the necessary concepts for understanding the proceeding chap-
ters. We introduce state of the art objective quality metrics regarding traditional image
quality assessment, light field quality assessment, and point cloud quality assessment.
Furthermore, we provide an introduction to objective quality performance measures.

Chapter 7 investigates the just noticeable differences and their relation to image
quality on a continuous scale. To this end, we also propose a learning-based image quality
metric that utilizes the first just noticeable difference step information.

Chapter 8 focuses on objective quality assessment of light field content. We first
investigate the epipolar plane images and visibility of light field specific distortions on
epipolar plane images. Based on the findings, we propose a no-reference objective quality
metric for light field content.

Chapter 9 analyzes the effect of temporal sampling on the objective quality metrics.
The impact of the sub-sampling rate and several pooling methods were investigated.

The thesis ends with a summary of the experimental efforts, our findings, and contri-
butions.

13
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Chapter 1

SUBJECTIVE IMAGE QUALITY

ASSESSMENT

Subjective assessment is the most reliable way to evaluate image quality. In subjective
experiments, a set of observers is asked to evaluate the presented stimuli according to the
designed procedure. Desired procedure and the set of observers may vary according to
the task, but often we want a composition of observers with balanced demographics and
a simple and reproducible experiment design.

To increase the reliability of the experiment, standards and recommendations are con-
stantly being updated, such as ITU-R recommendations [48] and ITU technical report [50]
on crowdsourcing experiments.

Conducting a subjective experiment often contains three stages: designing, data collec-
tion, processing. Many design choices need to be made before conducting the experiment.
One of the most important aspects is the experiment procedure, broadly categorized as
rating and ranking tasks. We introduce and compare these procedures in Section 1.1.
Experimental conditions also play a crucial role in subjective experiments. These are
often regulated by the ITU recommendations [48] in the literature. However, recent ad-
vancements in crowdsourced studies bring numerous challenges in controlling such envi-
ronmental factors. Although there are a several reports and recommendations [50, 31]
on conducting crowdsourced studies, they are not complete, and they don’t guarantee a
smooth transition from laboratory experiments to crowdsourcing.

With the increasing popularity of learning-based approaches in objective quality met-
rics, the need for large-scale image quality datasets also increased. Since conducting a
subjective experiment in a laboratory is often costly and time-consuming, researchers
showed great interest in crowdsourced subjective experiments. Although crowdsourced
studies allow researchers to reach a wide range of audiences at a lower cost, they also
bring challenges. We further discuss the details regarding crowdsourced subjective quality
experiments in Section 1.5.

17



Part I, Chapter 1 – Subjective Image Quality Assessment

Subjective experiments conducted in crowdsourcing platforms often utilize many stim-
uli to take full advantage of the modality. Choosing appropriate content for such exper-
iments was not a challenge for laboratory experiments. Often content selection was used
to ensure a representative set of images was used in the experiment. In order to provide
a challenging benchmark and a desirable baseline for developing learning-based objec-
tive quality metrics properties of a good dataset evolved. We further discuss the content
selection in Section 1.2.

Processing collected subjective annotations is necessary to interpret the outcome of
the experiment. Depending on the experiment procedure, processing may vary. Subjective
annotations acquired through rating tasks are often interpreted as MOS/DMOS along
with the confidence intervals. Subjective annotations acquired with ranking tasks can be
transformed into a quality scale, or direct interpretation can be made through PCM. We
explain some of the popular methodologies in Section 1.3.

Prior to processing collected subjective annotations, outliers need to be removed from
the experiment. Standards provide recommendations and tools for observer screening in
rating experiments. However, there is no well-established observer screening methodology
for ranking experiments other than a few attempts. We introduce the existing method-
ologies in Section 1.4.

The design of the experiment, processing tools, and observer screening may vary sig-
nificantly between QoE tasks. Therefore, decisions should be made considering the aim of
the subjective experiment. As it is the main QoE scenario in the first part of the thesis,
we discuss the quality assessment of tone mapped images in Section 1.6.

1.1 Rating & Ranking Methodologies

For the mainly used methodologies in subjective image quality assessment, ITU stan-
dards [48] provide a comprehensive summary. This section will categorize these methodolo-
gies as rating (direct) and ranking (indirect) tasks and introduce some popular alternatives
from each category.

There are specific differences between rating and ranking methodologies. The main
difference, in rating methodologies, observers are asked to rate the quality of stimuli
(in comparison to a pristine image, or not) directly on a predefined scale. In ranking
methodologies, observers are presented with at least two stimuli and asked to rank them
in terms of quality. As comically depicted in Figure 1.1, asking participants to rate the

18



1.1. Rating & Ranking Methodologies

Figure 1.1 – Pain rating comic from xkcd by Randall Munroe (comic id:883).

image quality may not mean the same thing from one to another. Therefore, ranking
methodologies often make the process simpler to interpret for participants (e.g., which
memory from these two is more painful?).

1.1.1 Rating methodologies

As mentioned earlier, rating methodologies collect subjective annotations from ob-
servers on a predefined scale. Scale values may be presented to observers as numerical
(e.g., 1,2,3,4,5) or categorical (e.g., bad, poor, fair, good, excellent). Collected annota-
tions later represented as mean opinion scores (MOS) or differential mean opinion scores
(DMOS). MOS values indicate the perceptual quality of the corresponding stimulus. For
DMOS, MOS of the reference stimulus is considered the highest possible quality, and the
difference between the distorted and pristine stimuli indicates the perceptual quality of the
corresponding distorted stimulus. Rating methodologies often require a training session
where the range of quality differences is shown to the observer prior to the experiment,
and this helps observers understand the expected quality range during the test.

Absolute Category Rating (ACR): methodology presents the stimuli to observers
one by one in random order. Often a natural gray color is displayed between each stimulus.
Pristine images can be displayed to observers depending on the evaluated QoE task. Gen-
erally, a five grade scale is utilized, i.e. 1 (bad), 2 (poor), 3 (fair), 4 (good), 5 (excellent).
MOS scores range between 1 and 5 with this scale.

This method is the simplest to collect subjective annotations since it requires the
least amount of time per stimuli. However, the accuracy of the collected scores may vary
depending on the evaluated QoE task[73].

Double Stimulus Impairment Scale (DSIS): is another popular alternative rating
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Part I, Chapter 1 – Subjective Image Quality Assessment

methodology. Observers are shown with pristine and distorted images, and the effect of the
degradation on the perceived quality is evaluated. The observers evaluate the degradation
on a predefined scale, such as 1 (very annoying), 2 (annoying), 3 (slightly annoying), 4
(perceptible but not annoying), 5 (imperceptible). Similarly, MOS scores collected with
this scale can range between 1 and 5. Due to displaying pristine stimulus with each
distorted stimuli increases the time spent per stimulus.

1.1.2 Ranking methodologies

As introduced earlier, ranking (indirect scaling) methodologies present multiple stimuli
and ask for the ordering of the presented stimuli in terms of quality. Especially when the
number of stimuli presented is low, HVS is quite efficient at ordinal tasks, increasing
the reliability of the collected annotations. The main drawback of the ranking tasks is
mapping the collected rankings into a quality scale. There are a number of particular
methodologies to compensate for this drawback, which will be briefly introduced below.

Pairwise Comparison (PC): is the most popular indirect scaling methodology uti-
lized in subjective image quality assessment. It breaks down the ranking task into small
chunks. Observers are presented with a pair of stimuli from the same source image(SRC)
and asked to choose which image in the pair has a higher quality. Although the observers
might be given the option to state the images in the pair have the same quality in some
instances, this is not allowed for two-alternative forced-choice (2AFC). The assumption
with 2AFC is that the distribution of preferences will be close to 50% − 50% for pairs
with the same quality.

Subjective annotations acquired with 2AFC experiments are represented in matrices
called Paired Comparison Matrix (PCM). PCM is a square matrix with size k × k where
k is the number of images generated from a given SRC. We can display each pair in a
cell in PCMSm for a given SRC Sm. For a given pair Pij, each cell (i, j) contains the
number of observers who prefers image i (IMGi) over image j (IMGj). Sum of cell (i, j)
and cell (j, i) is equal to the number of observers which evaluated the pair Pij. In order
to evaluate all pairs within an SRC, (k/2)(k− 1) comparisons are required. Note that the
order of the images in a pair is redundant. The number of required comparisons increases
exponentially with k (i.e., number of HRCs). Comparing all possible pairs is known as
Full PC design.

Adaptive Square Design (ASD): is one of the alternative designs developed for PC
experiments to reduce the number of required comparisons while preserving the reliability
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1.1. Rating & Ranking Methodologies

Figure 1.2 – Placement of stimuli on a spiral in square matrix

of the collected subjective annotations[65]. We can illustrate ASD with an example. For
a given SRC with 25 HRCs, we can position each HRC in a 5 × 5 square matrix as
shown in Figure 1.2. After placing the stimuli onto a square matrix as shown, we compare
each neighboring stimuli on each row and column of the square matrix. This procedure
significantly reduces the number of required comparisons.

The term adaptive in ASD comes from the fact that the placement of stimuli on
the spiral is updated (adapted). Ideally, after collecting subjective preferences from each
observer, the placement of the stimuli on the spiral is updated. According to the current
and previous observers ’ preferences, stimuli are rearranged from the highest quality to
the lowest. Since prior to the experiment, quality scores of the stimuli were not known,
initial placement of the stimuli on the square matrix is either done via previously known
information (estimated quality, pre-test, etc.) or just randomly.

Such adaptive design provides a set of pair comparisons with the potential to provide
the highest information. Most of the time, comparing the lowest quality image to the
highest quality does not provide any information. By omitting these comparisons from the
experiment, ASD provides an efficient pair comparison design while keeping the reliability
and discriminative power of pairwise comparisons[65].
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Part I, Chapter 1 – Subjective Image Quality Assessment

1.2 Content selection

Selecting source content for the subjective experiment is an integral part of the exper-
iment preparation, and it is crucial to use content that matters for the QoE scenario of
the experiment. In the literature handful of features have been frequently used. A brief
list of the commonly used features for content selection of 2D images is given below.

Spatial information (SI): is a feature based on the magnitude of edges in spatial
domain[120]. It is often used with Sobel kernels [104] and normalized in spatial resolution.
Extraction of edges is done on the luminance channel.

Colorfulness (CF): measures the variety and intensity of color information for a
given image content[120]. It is defined in RG (Red-Green) and YB (0.5(Red+Green)-Blue)
components of an image and relies on colorfulness estimation proposed by Hasler[43].

Image complexity (IC): is a feature based on the compression complexity[124]. It
is calculated as the inverse of the lossless compression ratio of an image. Variations are
also proposed in the same study.

Dynamic range (DR): is calculated on the pixel level based on the maximum and
minimum luminance values for a given image[47]. Prior to calculation, 1st and 99th per-
centiles of the luminance values are excluded.

DR = log10(Lmax − Lmin) (1.1)

Image key (IK): is a measure of the average image brightness where values range
between zero and one[47]. It is defined as follows:

IK = logLavg − logLmin
logLmax − logLmin

(1.2)

In addition to the features described above, there are many others used in a number
of datasets. For example, uniform distribution of descriptive categories (indoor, outdoor,
night, day, etc.) can be ensured to reduce bias towards certain categories.

Defining desired features for the subjective experiment became even more crucial in
the last decade with the increasing popularity of learning-based processing tools. Any
imbalance in the dataset can affect the performance of the developed models on the
dataset. For example, an objective quality metric developed on a dataset with super-
threshold distortions may perform poorly when evaluated on supra-threshold distortions.
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1.3 Processing subjective annotations

Interpretation of the subjective experiment requires a processing stage after collecting
subjective annotations from the observers. It is assumed that, with enough observers, we
can estimate the general population’s opinion on a stimulus by using a small subset of
observers.

For rating tasks, it is often done by simply taking the mean of the collected observer
ratings[48]. MOS and DMOS are also used with confidence intervals (CI) to reflect the
quality range of the stimuli. In the literature, generally, 95% CI is utilized. For a given
stimulus i, CIi is defined as follows:

CIi = [MOSi − σi,MOSi + σi] (1.3)

where σ is calculated as follows based on the standard deviation (STD) and the number
of observers who rated the stimuli i:

σi = 1.96STDi√
N

(1.4)

For a large enough number of observers, MOS sufficiently reflects the general opinion of
the target audience. However, it is often challenging to ensure that the number of observers
is large enough. For certain tasks, it is practically impossible to recruit large enough
participants for the experiment due to higher costs, experiment conditions, etc. A more
sophisticated approach, Estimated Population Mean Opinion Score (EPMOS), proposed
in recent years to overcome this assumption[84]. EPMOS shows a better estimate of the
target population’s average perception of the two video quality subjective experiments.

There are two main methods to interpret the PC results. One can directly use PC
results as represented with PCM and estimate the statistical significance of the pairwise
preferences with statistical tests such as Barnard’s [12] or Fisher’s [27] exact test. On
another front, quality scores of each stimulus can be estimated by mapping the PCM
into a continuous scale with models such as Thurston-Moesteller [78, 107] or Bradley-
Terry [14]. A detailed overview regarding the interpretation of PC data is given in [112].

Every pair in a PCM can be represented as a 2× 2 contingency table as below:

TA>B TB>A

TB>A TA>B
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where TA>B is the number of observers who prefers IMGA over IMGB and similarly
TB>A is the number of who prefers IMGB over IMGA.

It has been shown that Barnard’s exact test is more powerful than alternative statis-
tical tests on 2× 2 contingency tables [75]. Therefore, in the rest of this work, we rely on
Barnard’s exact test for determining statistical significance among the pairs.

1.4 Screening observers

Detecting and rejecting the outliers from the experiment results improves the reliability
of the collected subjective annotations. Observer screening for rating methodologies is well
covered in Section A1-2.3 in ITU-R BT500.14[48]. The procedure is explained for various
rating methodologies, and it is recommended to apply the outlier rejection procedure
only once to the collected results. In other words, consecutively applying the procedure
may falsely identify honest observers as outliers. It is also suggested that the procedure
be used in experiments with less than 20 naive observers. As outlier detection in rating
experiments is out of the scope of this thesis, we recommend interested readers to refer
to the original document [48] for details.

On another front, there is no well-established methodology in standardization docu-
ments for observer screening in PC experiments. Due to the binary nature of the pairwise
preferences, identifying outliers is more challenging. The commonly rated number of stim-
uli, number of observers, and the task’s subjectivity highly affect the discriminability of
the outliers. Only a few efforts are proposing an outlier rejection model for IQA with PC
to the best of our knowledge. Among other tools, PWCMP [89] Matlab package includes
an outlier rejection method. However, the authors recommend the proposed model to
support the experimenters and leave the outlier detection decisions to the experimenter
herself.

1.4.1 Inter-observer reliability measures

There are several metrics (sometimes called inter-rater reliability) to measure the
reliability of an observer based on the experiment procedure. While some methods provide
a reliability measurement for the whole experiment, some provide a measurement for each
observer, whereas some provide a similarity rating for each observer pair. We briefly
introduce some of the related methods for inter-observer reliability.
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Rank correlation coefficients: are the most commonly used method to determine
observer reliability in rating tasks. Correlation coefficients such as Spearman [105] or
Kendall [55] can be used to determine how similar an observer’s ratings are to the rest
of the observer. Generally, for a given observer, mean correlation with the rest of the
observers is used to determine the reliability. It is not possible to utilize these measures
in PC experiments (or ranking experiments in general).

Cohen’s kappa: is another popular choice for inter-observer reliability [19]. It is
designed for categorical rating experiments, and therefore, the usage is limited in image
quality assessment. It provides values in the [−1, 1] range where negative values indicate
no agreement and higher values indicate a greater agreement among observers. Although
it can be used for pairwise comparison experiments, its performance is questionable for
test scenarios with high subjectivity[7].

Krippendorff’s alpha: is a flexible metric that works with various data types (binary,
categorical, ordinal, etc.) without a sample bias[61]. It can also handle missing data. It
provides an agreement value for the tested population, and higher values indicate a greater
agreement among observers within the population. While it can be used as an indicator
of unreliable data collection, it is not a standalone outlier detection tool[7].

1.4.2 Reliability checks in crowdsourcing

Crowdsourcing experiments require additional attention for observer screening due the
to absence of moderation and uncontrolled experimental conditions. The anonymity of the
observers may lead lack of attention and cheating. Although screening observers by inter-
observer reliability measures (see Section 1.4.1) is one way to identify such behaviors,
reliability checks can be included in experiment design. Reliability check is a broad term
that covers many approaches such as consistency checks, content-based attention checks,
verification tests, golden units, vote patterns, and vote speed checks.

Verification tests: are basic captcha-like questions. It can include simple math prob-
lems as "what is 4 plus 4?" or simply an off-the-shelf captcha implementation can be used.
It helps to identify spammers who rely on automated software(bots) to do the task for
them.

Content based attention checks: are questions related to the content of the dis-
played image/video. Questions such as "What color was the building in the last image?"
can be used to check how attentive the user is to the experiment. Questions need to be
carefully selected and should be relatively simple in order to prevent false identifications.
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Consistency checks: aims to determine observers’ attention by repeating a few stim-
uli throughout the experiment. Observers are expected to give the same response to re-
peated questions at each time. However, familiarization with the stimuli/task may alter
observers’ opinions towards the end of the experiment.

Vote speed check: can be used to identify spammers who rapidly finish the task.
It requires the subjective annotations to be recorded with time stamps. The challenging
side of this check is to determine the threshold for a "too fast" annotation. Depending on
the task, this threshold may vary significantly.

Vote pattern check: measures how biased towards a particular vote each observer
is. In PC experiments, one can check if an observer is repeatedly voting for the same
position (e.g., left or right in left/right presentation) despite the stimuli. Similarly, finding
a threshold for unreliable behavior depends on the number of stimuli in the experiment.
Probabilistic approaches can be used to determine such thresholds[6].

Golden units: relies on stimuli with the answer known prior to the experiments. In a
pairwise comparison setup, a heavily distorted stimulus can be shown alongside a pristine
image, and incorrect answers may be used to identify spammers[6].

1.5 Crowdsourcing Subjective IQA

Crowdsourcing gained popularity over the last decade to outsource laboratory experi-
ments to a wide range of audiences via the internet. It allows to reach a diverse participant
pool and provides fast turnover of large-scale experiments for a reduced cost. However,
transferring IQA experiments to crowdsourcing platforms is not a straightforward pro-
cess[50, 31, 22]

In crowdsourcing, the attention span of the participants is much lower compared to
laboratory experiments. Due to uncontrolled environmental conditions and the absence of
moderation, participants are more likely to get distracted during the experiment. There-
fore, shorter test duration and simplification of the tasks are recommended to increase
the reliability.

The motivation of the participants also brings complexity for crowdsourcing exper-
iments[30]. Volunteers provide more reliable answers overall but are less likely to finish
the experiment. Participants may be motivated to maximize their profit and consequently
minimize their time and effort during the experiment[44].

Technical limitations of crowdsourcing are also an influencing factor for subjective
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experiments. Most crowdsourcing experiments are conducted on browsers. In fact, relying
on third-party applications or asking participants to download additional software is not
recommended[45]. One of the major technical limitations, however, is the uncontrolled
experimental conditions. For example, conducting contrast threshold experiments showed
that measured contrast thresholds were higher in crowdsourcing experiments than the
laboratory experiment[98].

Many limitations lead to unreliable data collection in crowdsourcing. Lower reliabil-
ity can be overcame by proper experiment design and observer screening[44]. Reliabil-
ity checks can be incorporated during the experiment design. Inter-observer reliability
methods can be used to analyze observer behaviors after the experiment. Experiment
parameters such as task length and monetary compensation can be optimized[18]. After
improving experiment design and incorporating analysis tools into the processing stage,
pilot studies shall be conducted to determine the possibility of transferring the experiment
from laboratory to crowd[33]. In the end, not all QoE tasks are the same, and each task
needs to be addressed individually. Methodologies and tools may increase the reliability
for one QoE task whereas harming some others.

1.6 Quality Assessment of Tone Mapped Images

Many aspects regarding experiment design, processing tools, and observer screening
methodologies heavily depend on the QoE scenario being tested. Since the first part
of this thesis focuses on subjective quality evaluation of tone mapped images as the
QoE scenario, we introduce the HDR images and tone-mapping operators to provide
the necessary background.

1.6.1 High dynamic range imaging

An image’s dynamic range(DR) is measured as the log of the difference between the
maximum and minimum lightness values. High Dynamic Range (HDR) images have higher
differences between their brightest and the darkest points than traditional 8-bit per chan-
nel images. The typical DR of a real-world scene is around 1:10000 (even higher for scenes
containing direct light source), whereas most of the imaging systems use a ratio of around
1:100 due to 8-bit limitations.

HDR images have gained popularity over the last decades, thanks to advancements in
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Figure 1.3 – HDR bracketing example from 5 images with varying exposure settings.

image acquisition methods and display devices. Improvement in DR capabilities of recent
cameras or exposure bracketing techniques allows us to capture HDR images represented
by 16-bit or 32-bit per pixel per channel values. Utilization of a higher bit rate for a
given pixel allows representing colors and luminance values in a much more realistic and
convincing way.

Acquisition of HDR images can be made in multiple ways. A decade ago, commercially
available camera sensors could not capture higher than 8 bits per pixel/channel. Captur-
ing HDR images was mainly done by stacking multiple images with incremental exposure
values. In other words, same scene is photographed several times and each capture uses
a different exposure setting, e.g. under-exposed(-1 EV), normal(0 EV), over-exposed(+1
EV). After capturing individually, we can merge the images into a single HDR image.
Under-exposed images can bring in details from bright regions of the scene, while over-
exposed images reveal the darker regions’ details. This procedure is also called bracketing
and an example of it is depicted in Figure 1.3. Five images with varying exposure levels
are merged into a single HDR image. The acquired HDR image is tone mapped for visu-
alization purposes. Recent advancements in acquisition technologies made it possible to
have camera sensors to capture HDR images in a single shot. Some of the new mobile
phone cameras have made 10-bit per-pixel per-channel capturing possible with a single
shot.
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Another critical step in the HDR imaging pipeline is the display. One needs a dis-
play device capable of reproducing brighter white and darker blacks to benefit from high
dynamic ranges fully. Although HDR displays are commercially available, their adoption
is still not widespread, mainly due to the lack of available content. Consequently, HDR
images are often converted into 8-bit images prior to display. The functions that allow
this conversion is called tone mapping operators, introduced in the next section.

1.6.2 Tone mapping operators

When the DR of the image is higher than the display’s DR, mapping the pixel values
to the lower DR is necessary. The mappings are done through sophisticated functions
called tone mapping operators(TMO). TMOs can be categorized into two main groups as
global and local. Global TMOs use the same function to map every pixel in the image
into the lower DR. Local TMOs adjust the mapping function based on each pixel and its
neighboring pixels. Although the list is not exhaustive, we introduce widely used TMOs
in the literature below based on their categories(global/local).

Global TMOs often require less computational power while struggling with challenging
scenes due to the loss of details on highlights or shadows. In other words, it maps the
HDR image into lower DR by preserving only the detectable contrast levels by the HVS.
Drago et al. later proposed a TMO (DragoTMO [21]), which adapts the simplest form of
tone mapping (logarithmic tone mapping) by adapting the logarithmic operation based on
the pixel luminance. ReinhardTMO [90] mimics the HVS by modeling the photoreceptors
with sigmoid different functions. WardTMO[63] is also another TMO that takes benefits
from the existing knowledge about HVS. It uses a downsampled version of the image to
create a histogram to guide the tone mapping. In another work, KimKautzTMO [56] is
proposed based on the log-luminance adaption of the human visual cortex.

To overcome the drawback of global TMOs, which lose details in highlights and shadow
areas, local TMOs were introduced. Unlike global TMOs, local TMOs adjust the mapping
function based on the pixel statistics of different regions in the image. KrawczykTMO [60]
uses a probabilistic model of the lightness perception of the HVS. SemTMO [35] divides
the image into a number of semantic regions and adjusts the mapping function based on
the statistics of the semantic category.

29



Part I, Chapter 1 – Subjective Image Quality Assessment

Figure 1.4 – Output of 6 TMOs for the same scene.

1.6.3 Quality evaluation of tone mapped images

Each TMO provides a relatively different output for the same scene. Some examples
are presented in Figure 1.4. Although some are significantly better than others in general,
choosing which TMO works better for a particular scene is not straightforward. Choosing
the most suitable TMO for a given image requires a thorough evaluation of the image
quality to decide. Although there are a number of objective quality metrics to assess tone
mapped image quality, their correlations with the subjective opinions are relatively low.

Subjective quality evaluation of tone mapped images may answer different questions
depending on the experiment design[58]. The presence of a reference HDR image in the
experiment allows measuring the accuracy of the TMO at preserving real-life cues. On
the other hand, the absence of reference HDR images provides a purely aesthetic image
quality evaluation.

A non-exhaustive list of datasets from the literature for subjective quality assessment
of tone mapped images are given in Table 1.1. A more comprehensive review for tone
mapped image quality evaluation datasets can be found in [83]. Existing datasets vary
significantly in terms of experimental methodologies, and one thing in common is the
small number of content used in the evaluation. Due to the expensive and time-consuming
nature of laboratory experiments, it is practically challenging to collect a larger dataset
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Table 1.1 – Selected tone mapped image quality evaluation datasets from the literature.
Study Reference Exp. Procedure Nb of SRC Nb of TMO
Krasula et al. [58] HDR & No Ref. PC 20 5
Ledda et al. [64] HDR PC 23 6
Yoshida et al. [123] Real World Rating 14 7
Petit et al. [83] No Ref. Rating & Ranking 7 4
Cadik et al. [131] Real World & No ref Rating & Ranking 3 14

unless the experiment is conducted via crowdsourcing.
To the best of our knowledge, there is only one work on subjective quality evaluation

of tone mapped images conducted via crowdsourcing. In their work [62], a subjective
experiment was conducted on Amazon Mechanical Turk (AMT [10]) with more than 5000
observers on 605 HDR images with rating methodology. Despite providing the highest
number of observations and stimuli in the literature, the dataset is not solely focused
on tone mapped image quality evaluation. 4 TMOs, five multi-exposure fusion (MEF)
algorithms, and two post-processing effects (Grunge and Surreal) is used to generate
the tested stimuli. Each HDR image was only tone mapped with one of the 4 TMOs
included in the experiment. Therefore, comparing TMO performances on the same content
is not possible from the collected subjective annotations that provide valuable insight
for benchmarking existing quality metrics and developing new quality metrics for tone
mapped image quality assessment.
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Chapter 2

CONTENT SELECTION STRATEGY FOR

SUBJECTIVE QUALITY ASSESSMENT OF

TONE MAPPING OPERATORS WITH

PAIRWISE COMPARISON

This chapter proposes a content selection strategy developed for tone mapping im-
age quality evaluation in pairwise comparison experiments. Proposed scheme was briefly
introduced in two peer reviewed publications [6, 34] as part of our collaboration with
Abhishek Goswami, Wolf Hauser from DxO and Frédéric Dufaux from CentraleSupélec.
As part of the same collaboration, a detailed explanation is also given in our recent work
which was submitted to IEEE Transaction on Multimedia (currently under review).

Content selection is one of the most crucial steps in developing a desirable dataset
for QoE scenarios. Although the methodology may vary according the experiment design
and QoE scenario, the ultimate goal is to acquire reliable subjective annotations for a
representative set of content. In this chapter, we focus on how to select a representative
set of content for tone mapping quality evaluation for pairwise comparison experiments.
Challenges and motivation related to content selection are discussed in Section 2.1. Section
2.2 introduces the publicly available HDR image collections. Main contribution of the
chapter explained in detail in Section 2.3. Validation of the approach is done in Section
2.4 before concluding the chapter in Section 2.5.

2.1 Challenges & Motivation

Datasets have always played a crucial role in developing image processing tools. In the
QoE domain, datasets are often used to develop new objective metrics and benchmark
existing approaches for numerous problems. In order to maximize the benefit acquired
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from subjective experiments, researchers go through a careful experiment design stage. It
is crucial to justify how representative the collected data for the QoE scenario being tested.
For subjective assessment of image quality, we do not want to evaluate the quality of any
image found online. Instead, a desired set of features are defined to select a representative
set of images for evaluation.

Furthermore, the last decades brought a surge in the popularity of machine learn-
ing models for various computer vision tasks, including objective quality assessment of
multimedia content. Training machine learning models often require a large amount of
reliable and representative data. For example, a model trained on computer-generated
images may perform poorly when used on natural images. This trend towards data-driven
models further increased the impact of datasets on the performance of image processing
tools.

Like the rest of the subjective experiment design, content selection is also task-dependent.
Whereas selecting content for evaluation of compressed algorithms might be done based
on uniformly distributed QP levels, it is not straightforward for aesthetic quality eval-
uation of tone mapped images. Therefore, just like the rest of the experiment design,
content selection should be made regarding the targeted use case. Before we discuss the
more specific challenges, we will summarize the targeted use case in this work.

This chapter aims to provide a content selection solution for the aesthetic quality
evaluation of tone mapped images. Subjective experiment is planned to be conducted
on Prolific [88] crowdsourcing platform with pairwise comparison methodology. 4 TMOs
(KimKautzTMO [56], KrawczykTMO [60], ReinhardTMO [90] and SemTMO [35]) have
been selected for generating tone mapped stimuli from 250 source images (SRCs). The
required resolution for each tone mapped image is 640 × 480 px to allow a side-by-side
presentation on a 1080p display device. Publicly available HDR image collections (in-
troduced in Section 2.2) provide 3840 × 2160 px spatial resolution. Therefore, cropping
and/or down-scaling is necessary to acquire the desired resolution. With this subjective
experiment, we aim to collect a large number of annotations to provide sufficient data
for developing learning-based objective quality metrics for TMO quality evaluation and
providing a challenging benchmark for existing quality metrics. More detail regarding the
subjective experiment and collected subjective annotations is provided in Chapter 4.

To the best of our knowledge, publicly available HDR images are limited in the litera-
ture. We used two datasets containing 229 HDR images to generate desirable content for
the subjective experiment. As discussed in the summary of the experiment details above,
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desired spatial resolution for the stimuli used in the pairwise comparison is 640× 480 px.
Most of the collected HDR images have the spatial resolution of 3840 × 2160 px. The
mismatch between the original HDR image resolution and targeted resolution poses both
an opportunity and a few challenges. It provides an opportunity to increase the number
of SRCs by cropping high-resolution HDR images into target resolution. We can gener-
ate thousands of HDR crops from a single HDR image with the given spatial resolutions
with a sliding window. The problem arises with the selection of crops from the thousands
generated. With small stride values for the sliding window, we generate exponentially
more crops; however, we end up with highly similar crops. In some instances, small shifts
in composition affect the quality of the tone mapped image considerably. Moreover, due
to the significant difference between the original and target image resolution, crops may
have a composition containing only a sky patch, grass field, or a building facade. Such
unnatural composition neither provides a challenging scene for tone mapping operators
nor reflects real-life scenarios. Inevitably, we ask the following question:

"Which HDR crop is better?"
We expect HDR crops to be framed naturally and look like whole images rather than

a crop of another image as it helps to create an aesthetic expectation for the observers.
HDR crops should also provide challenging scenes for tone mapping. When compared as
a pair of tone mapped images, the answer should not be evident for all the pairs. The
ambiguity of the tone mapped image pairs should vary. In other words, whereas some
pairs are easy to compare (one image in the pair is highly preferable), the dataset should
contain also contain difficult pairs (both images in the pair are preferable more or less
equally). Moreover, the overall image quality of the tone mapped images acquired from the
HDR crops should be above a certain level. Images with heavy distortions are not suitable
for aesthetic quality evaluation. Based on these observations, the rest of the chapter aims
to formulate our expectations and provide a modular content selection pipeline for the
given use case.

2.2 HDR Image Collection

As previously discussed, publicly available HDR image datasets in the literature are
limited in number. Fairchild [24] (105) and Artusi [11] (124) datasets have a total of 229
high resolution HDR images. HDR images are generated with seven exposure brackets
with 4300× 2800 px spatial resolution. Each exposure bracket is shot individually with a
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Figure 2.1 – Sample HDR images collected for cropping.

DSLR camera. Figure 2.1 presents a sample set of HDR images (tone mapped manually
for visualization purposes) from the two datasets. Since the resolution of images required
for the subjective experiment is much smaller than the resolution of the original HDR
images, multiple crops were generated from the collected 229 HDR images.

2.3 Content Selection Modules

The proposed content selection strategy contains three sequential modules. A general
diagram of the proposed scheme is depicted in Figure 2.2. First, collected high-resolution
HDR images were cropped with a sliding window to generate candidate crops. Secondly,
defined features were extracted from all candidate crops and combined into a cumulative
score. Multiple crops with less than %60 overlap were selected from each original HDR
based on the cumulative score. Finally, selected HDR crops were clustered in a three-
dimensional space where each one of the three axes represents the TMQI score of a tone
mapped version. Details regarding each module are given below in their corresponding
subsections.
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Figure 2.2 – General diagram of the content selection strategy.

Figure 2.3 – Cropping with a sliding window (100 px stride) on 3 different scales.

2.3.1 Scale down & crop

Original HDR images were scaled down two times, and crops were generated with a
sliding window of 100 px stride across all three scales. Scaling down the original HDR
images at various rates helps generate diversity on the crops’ framing. An example of
three scales and sample crops from each scale is depicted in Figure 2.3. Since the target
resolution of the crops is 640× 480 px, over 1000 candidate crops can be extracted from
each original HDR image. We end up collecting 167100 candidate crops in total from 229
original HDR images.
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2.3.2 Feature extraction

A non-exhaustive list of image features commonly used for content selection in im-
age quality assessment datasets was previously introduced in Section 1.2. A subset of
these features was used for the proposed content selection. Below we provide a detailed
explanation of each feature and the motivation behind their usage.

Adaptive Dynamic Range(r) and Standard Deviation(d)
Adaptive Dynamic Range (ADR) is defined as the ratio of the brightest point’s pixel
value to the darkest point’s pixel value, and greater difference results in high ADR values.
Similarly, the Standard Deviation (SD) of luminance map pixel values quantifies the
variation on the crops. 10 and 90 percentile of the pixel values were used for the calculation
of both features. Both features help to filter-out crops with dominantly flat textures such
as grass, sky, or building facades.

Multi Level Entropy of the Saliency Map(m)
Saliency maps can provide intuition about how interesting and informative an image is.
Multi-Level Entropy(MLE) [130] of the saliency maps generated by minimum barrier
saliency detection algorithm [128] was used for quantification. Crops with salient regions,
i.e., without a uniformly distributed saliency map were given a higher preference.

Mean(µO) and Variance(σO) of Objective Quality Scores
In order to promote crops with higher image quality, three state-of-the-art TMOs were
used on candidate crops. Specifically, each HDR crop was tone mapped withKimKautzTMO [56],
KrawczykTMO [60] and ReinhardTMO [90]. TMQI [122] was used to calculate the quality
score of each tone mapped image version.

Extreme distortions on tone mapped images can be inevitable on certain crops for
TMOs without manual tweaking. The arithmetic mean of the TMQI scores was used
to promote HDR crops with the higher quality tone mapped images, and this allows to
filter-out crops with the highly distorted tone mapped images.

Additionally, the difference between TMQI scores of each tone mapped image is calcu-
lated for each HDR crop. This promotes HDR crops, which are difficult for certain TMOs
while easy to handle for the rest. This is also a good indication of a challenging to tone
map HDR image. Thus, we promote a greater variety in tone mapped image quality while
keeping the overall quality of the tone mapped images high.

Calculating Crop Scores
Extracted features do not have the same range. Thus, after extracting features from
all 167100 candidate crops, each feature is normalized into the [0, 1] range. Normalized
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Algorithm 1: Crop selection based on Qc and overlap ratio
1 Sort N candidate crops from an HDR image by their crop score Qc;
2 Start looping over all crops starting from the one with the highest Qc;
3 Initialize S, an empty list of selected crops;
4 while i<N do
5 if Overlap ratio is lower than %60 with other selected crops in S then
6 Add candidate crop to selection;
7 else
8 if Overlapping crops has the same scale then
9 Skip the crop;

10 else
11 Add lower scale crop to the selection and remove higher scale crop

with lowest score among the overlapping crops in S;
12 end
13 end
14 end

Result: Return selected crop list

features then linearly combined into a crop score (Qc) as follows:

Qc = r̂ + d̂− m̂+ µ̂O + σ̂O, (2.1)

Calculated crop scores are stored to be used in the following module.

2.3.3 Selecting crops based on custom score and overlap ratio

Crops obtained from similar locations in an HDR image may have similar crop scores
(obtained by equation 2.1). Consequently, selecting crops based solely on the crops score
may end up with selected crops with great overlap due to low stride value (100 px).
Therefore an empiric threshold of %60 is set to reject any two crops from the same HDR
to reduce redundancy. In other words, any two selected crops from the same HDR content
are not allowed to have more than %60 overlap. The procedure of eliminating crops based
on their Qc and overlap ratio is summarized in Algorithm 14. This procedure allows us
to select candidate crops with minimal redundancy between them. In total, 19540 crops
were selected among 167100 candidate crops acquired from 229 HDR images.
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2.3.4 Clustering based on objective quality score

Selecting 19540 crops based on the crop score and overlap ratio provides a set of crops
with desired quality and no redundancy. 250 SRC images are required for the subjective
experiment. Therefore, at this stage, selected crops will be further narrowed down to 250
while promoting pairs with variety in ambiguity. Certain HDR images may be favorable
for certain TMOs, and acquired tone mapped image pairs from these SRCs may have low
ambiguity (trivial pairwise comparisons). Similarly, certain HDR images may be challeng-
ing or easy to tone map. Tone mapped image pairs acquired from these types of SRCs
provide high ambiguity (difficult pairwise comparisons). Based on this intuition, we can
generate pairs with varying ambiguity if we can classify SRCs into different categories
regarding the pair difficulty of the resulting tone mapped images.

To do so, we rely on TMQI [122] scores of tone mapped images. We use the pre-
dicted image quality of the tone mapped images to understand HDR difficulty. We tone
map each selected HDR crop with three tone mapping operators; ReinhardTMO [90],
KimKautzTMO [56], KrawczykTMO [60]. TMQI scores of each tone mapped image were
calculated. Then, HDR images can be represented in a 3D space where TMQI scores of
the three tone mapped images are each indicated on one of the three axes. It allows us to
cluster each SRC into one of the five categories as follows:

— Easy to tone map: TMQI scores of all three tone mapped image is high.
— Difficult to tone map: TMQI scores of all three tone mapped image is low.
— Easy to tone map for ReinhardTMO, difficult for the rest
— Easy to tone map for KimKautzTMO, difficult for the rest
— Easy to tone map for KrawczykTMO, difficult for the rest
After clustering the HDR image crops into described categories, we randomly pick an

equal number of crops (50) from each category. This ensures a balanced dataset in terms
of TMO performances and a nearly uniform distribution in pairwise comparison difficulty.

2.4 Validation of the proposed strategy

We can validate the initial modules by subjectively inspecting selected crops. Most
crops provide a natural framing and a high variety in local brightness within the crop.
8 sample crops among the final selection of 250 is presented in Figure 2.4. In order to
evaluate the variety of pair ambiguity, the distribution of pairwise preference’ percentages
is plotted in Figure 2.5. The vertical axis represents the number of pairs for each bar. The

40



2.4. Validation of the proposed strategy

Figure 2.4 – Sample crops selected with the suggested content selection strategy

Figure 2.5 – Distribution of pairwise preferences.
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horizontal axis represents the pairwise preference percentages. %100 represents the pairs
in which every observer preferred the same image while %50 is the pairs where half of
the observers prefer one tone mapped image while the other half prefers the opposite. In
other words, the ambiguity of the pairs increases from left to right on the horizontal axis.
We can observe that a balanced distribution of ambiguity exists in the dataset despite
being not perfectly uniform.

2.5 Discussion

The proposed content selection strategy aims to generate HDR crops with 480p resolu-
tion from collected HDR images with roughly 4k resolution. Initially, we generated crops
with a sliding window on the collected 229 HDR images. This allowed us to generate
over 167100 crops. Since no consideration has been made on the quality of the collected
crops, most of them were not usable. We implemented two modules that are dedicated to
generating natural-looking crops with minimal redundancy in between. A set of features
was collected and normalized to generate crop scores. Crop scores were assumed to handle
the problem of cropping images with natural framing and content while preserving HDR
images, which are challenging for tone mapping. 19540 crops were filtered by maximizing
crop scores and minimizing the spatial overlap between crops. Next, we hypothesize that
we can select crops with varying difficulty by clustering selected HDR crops in three-
dimensional space with TMQI scores laying on the axes. High variance in the ambiguity
of pairs is beneficial for developing new objective quality metrics, especially for data-
dependent learning-based models. We validated the approach via the pairwise preference
distributions.
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Chapter 3

RELIABILITY OF CROWDSOURCING FOR

SUBJECTIVE QUALITY EVALUATION OF

TONE MAPPED IMAGES

This chapter is dedicated to understanding the challenges involved in using crowd-
sourcing platforms for the subjective assessment of image quality. Specifically, we will fo-
cus on quality evaluation of tone mapped images. We conducted three experiments with
varying experimental conditions to understand the impact of the experiment platform
and participant recruitment methodologies. The results of this chapter were previously
published [34] mainly at IEEE 23rd International Workshop on Multimedia Signal Pro-
cessing (MMSP 2021, Best Paper Runner-Up) and partially [6] at the Image Quality and
System Performance conference in Electronic Imaging Symposium 2020 (EI-IQSP 2020)
as part of our collaboration with Abhishek Goswami, Wolf Hauser from DxO and Frédéric
Dufaux from CentraleSupélec.

We discuss the challenges of subjective assessment of image quality on crowdsourcing
platforms and the motivation behind our work in Section 3.1. Details regarding to subjec-
tive experiments are given in Section 3.2. The result of our extensive analysis are shared
in Section 3.3 before the concluding the chapter in Section 3.4.

3.1 Challenges & Motivation

As described in Chapter 1, crowdsourcing brings a new set of challenges while providing
many advantages. Previous works such as ITU [50] and Qualinet [44] technical reports
address many of the challenges and provide recommendations towards transferring QoE
experiments conducted in laboratory environments to crowdsourcing.

Some of the challenges introduced with crowdsourcing can be dealt with at the ex-
periment design stage. The experiment can be split into shorter chunks (i.e., playlists)
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to overcome the lack of attention due to the lack of moderation during the experiment.
The subjective task can be simplified by using more straightforward methodologies such
as pairwise comparison. A certain set of data can be collected during the experiment to
identify suspicious behaviors such as observers who are too fast (Section 5.2.1), observers
vote by following a specific pattern (Section 5.2.2) or observers with lack of attention
(golden units, Section 5.2.3). Although such efforts increase the reliability of the collected
subjective annotations, ensuring the experiment will provide a desirable output is neces-
sary.

A straightforward way to determine the significance of the difference between crowd-
sourced and laboratory experiments is by conducting the same experiment with minimal
changes at both platforms. Comparing the subjective annotations collected from two
platforms can reveal the effect of crowdsourcing platforms. Therefore, we designed three
experiments with minimal differences on subjective quality assessment of tone mapped
images. All experiments share the same stimuli, and the only difference between the ex-
periments is the experiment platform and participant pool.

The first experiment(Exp-Lab) was conducted in laboratory conditions at IPI, Univer-
sity of Nantes. Participants were recruited through the IPI mailing list of naive users. The
second experiment (Exp-Online) was conducted online via a browser on participants’ own
devices and desired environments. Participants were recruited through the IPI mailing list.
Finally, the last experiment (Exp-Prolific) was conducted on Prolific [88] crowdsourcing
platform with platforms’ participant pool. By comparing the Exp-Lab with Exp-Online,
we can determine the effect of uncontrolled experiment conditions, whereas comparing
the Exp-Online vs. Exp-Prolific results can inform us on the reliability of the Prolific
participant pool. Moreover, a conclusion can be drawn from the comparison between
Exp-Lab and Exp-Prolific regarding the reliability of Prolific crowdsourcing platform in
tone mapped image quality assessment scenario.

By comparing the three experiments, we seek an answer to the following questions:

— What are the effects of experimental conditions and participant recruitment meth-
ods on subjective preferences?

— Can crowdsourcing platforms be used for TMO evaluation without compromising
on the gathered data?

— What is the required number of observers on Prolific to achieve the same level of
certainty with laboratory experiment
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Figure 3.1 – Screenshot of the test screen.

3.2 Subjective Experiments’ Design

In this section, we will introduce the three experiments designed for comparison of
crowdsourcing and in-lab experiments. All three experiments share the same stimuli and
subjective task whereas the recruitment and experiment platforms differ between the
experiments. QoE task of the experiments are tone mapped IQA. Three experiments are
named as Exp-Lab, Exp-Online and Exp-Prolific.

3.2.1 Experiment setup & procedure

For all three experiments, a no-reference pairwise comparison of tone mapped images
is used. In other words, two tone mapped images were presented to observers side by side
on a single display. Participants were asked to choose the preferred one among the two.
An example test screen is presented on Figure 3.1.

Although they simplify the task for observers, pairwise comparison experiments require
a higher number of subjective annotations for the same number of content compared to
rating tasks. Cross content comparisons and a higher number of testing conditions increase
the required number of pairs exponentially. Adaptive designs (see Section 1.1.2 for more
details) can be used to reduce the number of required comparisons instead of full PC
design. Moreover, cross-content comparisons may not be relevant depending on the QoE
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Figure 3.2 – HDR images used for the experiments. Displayed images are tone mapped
for visualization purposes.

scenario. Since it is impossible to adopt adaptive designs on the Prolific platform due to
lack of API support and cross-content comparisons are irrelevant for tone mapped image
quality evaluations, we adopted a full PC design without cross-content comparisons for
all experiments. In other words, each possible pair of tone mapped images acquired from
the same HDR image are compared in all experiments.

3.2.2 Stimuli & database

20 HDR images were used to generate the tone mapped stimuli. HDR images are
generated from Fairchild’s HDR dataset [24]. Due to the high spatial resolution (around
4k) of the images in Fairchild’s HDR dataset, the cropping strategy described in Chapter 2
is utilized to acquire suitable crops for the experiments. Selected HDR images are shown
in Figure 3.2 and they have a spatial resolution of 640 × 480. It allows a side-by-side
presentation on 1080p display devices.

4 TMOs were chosen from the literature: KimKautzTMO [56], KrawczykTMO [60],
ReinhardTMO [90] and SemTMO [35]. 20 HDR images were tone mapped with each
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TMOs to create four tone mapped images from each. Tone mapped images generated from
an HDR image used to generate pairs: 6 unique pairs per SRC, 120 pairs in total. Cross
content comparisons (comparison of two tone mapped images generated from two different
HDR images) were not included in the experiment as it does not provide information
regarding aesthetic quality evaluation of TMOs.

3.2.3 Experiment Platforms

As previously stated, three subjective experiments differ only in terms of experiment
platform and recruitment methodology. Exp-Lab was conducted within a controlled labo-
ratory environment at the University of Nantes, and participants were recruited through
the local mailing list of naive observers. Experiment conditions were set as recommended
by ITU-R BT.500-14 standards [48]. Grundig Fine Arts 55 FLX 9492 SL is used to display
the image pairs side-by-side. In total, 40 participants, 22 female and 18 male, who are not
experts in the image quality domain were recruited. The average age of the participants
was 33.5 years. Each participant was checked for visual acuity with the Monoyer test
and color perception with the Ishihara test. Each participant submitted his/her pairwise
preferences for all 120 pairs in the dataset with a break after the 60th pair. The average
time taken per pair was 7.49 seconds for an observer.

The second experiment, Exp-Online, was conducted online with each participants’ own
display device in their desired viewing environments. The same mailing list used for the
Exp-Lab experiment is used for recruiting the participants. Display devices allowed in
the experiment were limited to devices with 1080p resolution and Windows operating
system. 50 observers, 28 female and 22 male, were recruited in total. The average age of
the participants was 22.6 years. Due to the lower attention span of participants in online
experiments [31], we split the initial dataset into four playlists with 30 comparisons in
each. Each participant was asked to complete all four playlists at their own pace without
limiting the breaks between the playlists. The average time taken for an observer was 4.33
seconds per comparison.

The third experiment, Exp-Prolific, was conducted on Prolific [88] crowdsourcing plat-
form. Unlike the first two experiments, observers were recruited through Prolific’s par-
ticipant pool. 400 participants, 116 female and 284 male, from more than 20 countries
were recruited with an average age of 28.5 years. Similar to the Exp-Online experiment,
four playlists of 30 pair comparisons were used for the experiment. 100 unique observers
evaluated each playlist. The average time spent per comparison was 3.64 seconds. Table
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Table 3.1 – Observer statistics

Number of
Unique Obs.

Mean Age
(Years)

Gender
Female / Male

Avg. Time
Per Comparison

(Seconds)
Exp-Lab 40 33.5 22 / 18 7.49
Exp-Online 50 22.6 28 / 22 4.33
Exp-Prolific 100 28.5 116 / 284 3.64

Table 3.2 – Summary of the platforms and recruitment details.

Platform Recruitment
Pool

Nb. of observers
per stimulus

Exp-Lab Laboratory (Controlled) IPI mailing list 40
Exp-Online Online (Uncontrolled) IPI mailing list 50
Exp-Prolific Online (Uncontrolled) Prolific 100

3.1 summarizes the demographics of conducted experiments.

3.3 Comparison of Crowdsourcing vs In-Lab

As introduced earlier, three experiments were conducted with the same design and
stimuli. The differences among the three experiments are the platforms used and the
recruitment methods. These differences are summarized in Table 3.2. By comparing Exp-
Lab with Exp-Online, we can analyze the effect of experimental conditions (i.e. controlled
vs uncontrolled) on the collected subjective preferences. Furthermore, by comparing Exp-
Prolific results with Exp-Lab and Exp-Online we can understand the effect of both recruit-
ment methods and the experiment platforms. To do so, we first evaluate the similarity
between the pairwise preferences among the three experiments. Then, we investigate the
inter-observer agreement for each experiment. Finally, we use the permutation test to
quantify the effect of the number of observers on the certainty of the collected pairwise
preferences. The following subsections go into details of these evaluations and discuss our
findings.
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Figure 3.3 – Scatter plot comparisons of pairwise preferences. Each point represents a pair
from the dataset. Axis values represent the percentage of votes for the same image in a
pair. MPD is the mean of the perpendicular distances of the points from the diagonal.

3.3.1 Pairwise preference similarity between experiments

In this section, the similarity between the experiments is analyzed in terms of collected
pairwise preferences. Pairwise preferences can be expressed in terms of percentages. For a
given image pair PAB, the percentage of observers who prefers image A (IA) over image B
(IB) can be used to quantify the quality of IA in comparison to IB. Furthermore, Barnard’s
exact test [12] can be used to determine the statistical significance of the differences
between IA and IB. For a given pair PAB, number of observers who prefer IA and IB, and
inversely IB and IA is arranged symmetrically on diagonals of a 2× 2 matrix as an input
to Barnard’s exact test. Consequently, we can estimate the statistical significance of the
quality difference between IA and IB with 95% confidence. This allows us to represent
the statistical significance of the difference of a pair as a binary value, i.e., there is a
significant difference or not. For pairs with a significant difference, we can also identify
the better and worse image.

Relative comparison of pairwise preferences:
Initially, we analyze the similarity between the pairwise preferences in terms of per-

centage of preferences over the same image in a pair, i.e., the percentage of observers who
choose IA over IB for a given PAB . Figure 3.3 presents the result of the analysis. Each
plot compares the percentage of observer preferences between two experiments indicated
on the axes. Points in each plot correspond to one of the image pairs among the 120 in
the dataset. In the case of a perfect agreement between the two experiments’ results, each
pair should lie on the diagonal. With this intuition, we calculate the Mean Perpendicular
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Figure 3.4 – Pairwise preference baseline acquired through 1000 permutations of randomly
split halves from the Exp-Lab experiment. MPD value represents the mean perpendicular
distance across all permutations.

Distance (MPD) of each point as the mean value of the distances of all points to the
diagonal between two experiments. As a result, we quantify the similarity of the collected
pairwise preferences between the two experiments. Smaller MPD values indicate a better
agreement between the corresponding experiments. MPD values between each experiment
are also reported on the plots.

Based on the described criteria for the evaluation, we observe that the distribution
between Exp-Lab and Exp-Prolific experiments are scattered closer to the diagonal in
comparison to the Exp-Lab and Exp-Online plot, which indicates a higher similarity for
the former. Similarly, MPD values provide the same conclusion with a lower MPD of
0.0746 between Exp-Lab and Exp-Prolific compared to MPD of 0.0927 between Exp-Lab
and Exp-Online. Interestingly, we observe even higher similarity between Exp-Online and
Exp-Prolific results. This indicates the lesser effect of recruitment methodology on the
pairwise preferences in comparison to experiment platforms.

Creating a baseline for pairwise preference comparison:
Although relative comparison of the experiments provides an insight into the effect of

experiment platform and recruitment methods, we use a permutation test to determine an
expected MPD value. To do so, we split the observers from Exp-Lab experiment into two
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Table 3.3 – Similarity of the pairwise preferences between experiments with respect to
statistically significant differences.

Agreement Disagreement Contradiction
Exp-Lab vs Exp-Online 73 38 9
Exp-Lab vs Exp-Prolific 89 27 4
Exp-Online vs Exp-Prolific 89 31 0

disjoint halves and compare the pairwise preferences between halves. This step is repeated
for 1000 iterations, and the average MPD value is calculated as 0.0740. Distribution of
the pairwise preferences plotted as a heat map on Figure 3.4. Darker color indicates a
higher occurrence. As reported earlier, MPD value between Exp-Lab and Exp-Prolific is
computed as 0.0746, suggesting a desirable similarity of the pairwise preferences between
Exp-Lab and Exp-Prolific when compared to the calculated baseline.

Agreement on the significance of the statistical differences:

For each experiment, the statistical significance of the difference between the two im-
ages in each pair is calculated with Barnard’s exact test. For each pair, statistical signifi-
cance results from the three experiments were compared. Table 3.3 presents the findings of
this comparison. Each row compares the result of indicated experiments. Agreement col-
umn represents the number of pairs where both experiments provide the same Barnard’s
test results, in other words, where both experiment results indicate (or both experiments
do not) a statistically significant difference for the pairwise preference of the image pair.
Conversely, disagreement value represents the number of pairs (PAB) where one experi-
ment finds IA significantly better over IB, whereas the other experiment shows the exact
opposite, i.e., IB significantly better over IA. Disagreement value shows the number of
pairs where only one of the two experiments indicates a statistically significant differ-
ence. Predictably, we observe a similar outcome with the previous analyses. Similarity of
Exp-Lab and Exp-Prolific results is higher than the similarity of Exp-Lab and Exp-Prolific
results.

To sum up, we evaluated the agreement among the experiments in terms of pairwise
preference similarities. Relative comparison of pairwise preferences with scatter plots pro-
vided insight regarding the effect of the recruitment procedure on the collected data. We
also calculate an expected baseline MPD value between disjoint halves of the Exp-Lab
pairwise preferences across 1000 permutations. This analysis indicates that the similarity
between Exp-Lab and Exp-Prolific results are as high as two different laboratory experi-
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ments. Finally, we further analyze the agreement of the statistical significance of the pairs’
differences between the experiments. This further confirmed our previous observations. We
can conclude that the Prolific [88] can be used as a platform for subjective quality evalua-
tion of tone mapped images. Further research might be required to generalize our findings
to other QoE tasks.

3.3.2 Inter-observer agreement

Another essential factor in understanding the reliability of the collected data is inter-
observer agreement. Due to the higher subjectivity of the aesthetic quality evaluation
task, disagreement among observers does not necessarily correlate with these observers’
reliability. Nevertheless, comparing the three experiments with the same QoE task and
stimuli provides valuable insight regarding the effect of experimental conditions and re-
cruitment procedures. To analyze the inter-observer agreements, we rely on two different
measurements: Rogers-Tanimoto dissimilarity [91] and Krippendorff’s Alpha [61].

Rogers-Tanimoto Dissimilarity: As previously discussed in the previous section,
pairwise preferences are represented in a binary format, i.e., image A (IA) is better (1) or
worse (0) than image B (IB). Traditional correlation analyses fail to capture the agree-
ment among observers in pairwise comparisons. Alternatively, metrics that measure dis-
tances between binary vectors can be used [91, 53]. Among the existing binary distances,
Rogers-Tanimoto (RT) dissimilarity provides desirable features for observer agreements.
RT dissimilarity not only measures the distance between two binary vectors but also al-
lows to weight each to prioritize each observation. It is robust to sample size differences
but cannot handle missing entries. RT dissimilarity can be defined as follows:

RTAB = 2× (vo)
vk + 2× (vo)

(3.1)

where vo is the number of stimuli for which two participants disagree on their pairwise
preference, i.e., one select A over B while other selects B over A. Conversely, vk is the
number of stimuli where both participants agree on their preference. Additionally, the
weight of each pair can be calculated with the following equation to emphasize the effect
of pairs with higher agreement on the RT dissimilarity calculation:

wAB = |rAB − rBA|
N

(3.2)

where N is the number of observers ranked the pair PAB. rAB is the number of ob-
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Figure 3.5 – Mean RT dissimilarity distributions of observers for each experiment. Each
sample represents the mean RT dissimilarity between an observer and the rest of the
observers in corresponding experiment.

servers who prefer image A over image B in pair comparison. Similarly, rBA is the number
of observers who prefer image B over image A in pair comparison. This weight calculation
allows us to generate weights that are closer to 1 as more observers agree on their prefer-
ences for a given pair PAB. Conversely, it generates weights closer to 0 as the ambiguity
of the pair increases.

RT dissimilarities are calculated between each observer. In other words, for a given
observer, we calculate RT dissimilarity with every other observer who evaluates the same
stimuli. RT values range between 0 and 1, and lower values indicate a higher agreement
for the corresponding observers.

Figure 3.5 shows the mean RT dissimilarity distribution of observers for each exper-
iment. Each point represents an observer from the corresponding experiment. Note that
the number of observers is different in each experiment. Black horizontal lines indicate
the median observer dissimilarity for the corresponding experiments. As expected, we ob-
serve that the Exp-Lab experiment has the highest inter-observer agreement. This can be
explained by the controlled experimental conditions and more strict recruitment proce-
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Table 3.4 – Inter-observer agreements based on Krippendorff’s Alpha coefficient.
All Pairs Signf. Diff. Pairs

Plist-1 Plist-2 Plist-3 Plist-4 Plist-1 Plist-2 Plist-3 Plist-4
Exp-Lab 0.2244 0.2512 0.2020 0.3229 0.2856 0.3274 0.3214 0.3579
Exp-Online 0.1653 0.2420 0.1571 0.2496 0.2328 0.3157 0.2187 0.4420
Exp-Prolific 0.1576 0.1904 0.1424 0.2224 0.1871 0.2602 0.1958 0.3048

dure in the Exp-Lab experiment. On another front, although the distributions are similar,
Exp-Online has a higher inter-observer agreement than Exp-Prolific.

Krippendorff’s alpha:
Krippendorff’s alpha[61] is a generalized reliability measure that can be used in var-

ious scenarios. It works for any number of observers, any scale values (not just pairwise
comparisons), and can handle incomplete or missing data. It provides a single reliability
measure for a given population over a set of observations. Krippendorff’s alpha values
range between -1 and 1, where higher values indicate a higher inter-observer agreement.

Since Exp-Online and Exp-Prolific experiments were conducted with four smaller
playlists, we divided the Exp-Lab data into the same portions. Although Krippendorff’s
alpha can work with incomplete data, splitting the dataset into four playlists provides a
more fair judgment. Table 3.4 presents the Krippendorf’s alpha coefficients of each exper-
iment. The First four columns use all the pairs for calculation, whereas the last four only
rely on pairs with a statistically significant difference. For both sets of pairs, we observe a
similar outcome to RT dissimilarity. Exp-Lab has the highest agreement among observers,
Exp-Online comes second and Exp-Prolific follows with third highest agreement.

In conclusion, both measures indicate that the controlled experimental conditions
increase the inter-observer agreement. Furthermore, we observe that the recruitment
methodology may impact the inter-observer agreements. Although it provides insight into
the effect of isolated factors, inter-observer agreement and observer reliability can not be
used interchangeably. Higher variance in observer preferences (the main indication of a
low inter-observer agreement) can also occur with reliable observers.

3.3.3 Effect of number of observers

The lower cost of recruitment and wider participant pool makes crowdsourcing plat-
forms attractive for subjective experiments. Although one can recruit infinitely many
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Figure 3.6 – Effect of number of observers on the certainty of the acquired pairwise
preferences over 1000 permutations. Horizontal axis is the percentage of pairs which reach
to the final conclusion with corresponding number of observers at the vertical axis.

observers with unlimited resources, it is not feasible in the real world. Therefore, it is cru-
cial to determine the required number of observers prior to the subjective experiment. For
a given stimulus, there is a threshold that after reaching a certain number of observers,
further observations do not affect the evaluation outcome. A common way to estimate
such a threshold is by bootstrapping. It allows understanding the effect of the number of
observers on the collected subjective preferences.

To do so, we create subsets of observers with incremental sizes from a shuffled list of all
observers and evaluate the results of the experiments at each incremental. The evaluation
criterion is based on the certainty of the pairwise comparisons. Certainty for a subset
of observers was defined as the percentage of iterations which reach the same conclusion
with the maximum number of observers about the statistical significance of the difference
of image pairs. At each iteration of the bootstrapping, we start by picking five random
observers and compare the acquired result with the maximum number of observers. Later,
another five random observers are selected and added to the selection until the maximum
number of observers is reached. At each incremental, the certainty is calculated. This
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process is repeated for 1000 iterations. As a result, we acquire 1000 certainty values for
every 5n observers for a given experiment, where n = N/5 and N is the maximum number
of observers in the corresponding experiment. This allows us to evaluate the effect of the
number of observers robustly on the certainty of the pairwise preferences.

Figure 3.6 illustrates the result of this evaluation. Each line represents the mean cer-
tainty value across 1000 permutations. Bootstrapping is done separately with all 120 pairs
in the dataset and only with pairs showing statistically significant differences commonly in
all three experiments. 100% certainty indicates that, for all the pairs, across all iterations,
the number of observers indicated on the horizontal axis is enough to reach to the same
conclusion acquired with the maximum number of observers.

When all pairs are considered (solid lines in Figure 3.6), we observe that the Exp-
Lab requires the least number of observers to reach the same level of certainty (∼ 65%).
Considering the higher inter-observer agreement in Exp-Lab experiment, this result is
not surprising. On another front, when pairs commonly show a statistically significant
difference in all three experiments are considered, Exp-Online reaches a higher level of
certainty with less number of observers than the other two experiments.

To sum up, for all 120 pairs in the datasets, to reach the same level of certainty of
the Exp-Lab experiment (with 35 observers), Exp-Online requires 40 observers, and Exp-
Prolific requires 50 observers. Similarly, for the statistically significant pairs, in order to
reach the same level of certainty of the Exp-Lab with 35 observers, Exp-Online requires
25, and Exp-Prolific requires 60 observers.

3.4 Discussion

In this chapter, we conducted three different experiments with controlled differences
to determine the reliability of crowdsourcing platforms for aesthetic quality evaluation of
tone mapped images. First, we collected subjective annotations in a controlled laboratory
environment. The second experiment was conducted online with the same recruitment
channel to isolate the effect of uncontrolled experiment conditions. Finally, we conducted
the same experiment on Prolific with the participants pool available on the website to fully
investigate the effect of crowdsourcing platforms on the reliability of collected subjective
annotations.

Comparing the three experiments revealed that the online experiments have desirable
similarity with the laboratory experiment in terms of subjective preferences. Furthermore,
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effect of Prolific participants pool on the cumulative pairwise preferences is favorable and
brings a desirable degree of certainty with enough number of observations per stimuli.
We observe a higher variation among observers’ subjective preferences in Exp-Online and
Prolific. This is not a surprising outcome considering the uncontrolled environmental con-
ditions of the experiments. Finally, we compared the certainty of the collected subjective
preferences with varying number of observers. To reach the desired level of certainty, Pro-
lific requires higher number of observers overall when compared to other experiments.
Considering the lower cost of recruitment through Prolific and the availability of a wider
audience, we find Prolific advantageous in terms of certainty acquired per resource spent.

Hence, through extensive analysis we confirm that Prolific can be safely used to collect
subjective preferences on aesthetic evaluation of TMOs. We believe that this conclusion
can be generalized to other aesthetic image quality evaluation tasks which do not depend
highly on viewing conditions. Finally, we also observe that, depending on the expected
certainty compared to the in-lab experiment, the required number of observers to evaluate
each pair of stimuli lies between 50 to 60 for a full pair comparison design. We utilize our
findings in the large-scale dataset collections which is introduced in Chapter 4.
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Chapter 4

LARGE SCALE AESTHETIC TMO
QUALITY EVALUATION DATASET

Based on the findings of the work presented in the preceding chapters, we collect a
large-scale dataset for tone mapped image quality evaluation. To the best of our knowl-
edge, this is the largest publicly available dataset for tone mapped image quality evalua-
tion. An article including the content selection strategy (see Chapter 2), observer screening
methodologies (see Chapter 5) with the collected dataset is submitted to IEEE Trans-
action on Multimedia (TMM) journal and currently under review as part of our col-
laboration with Abhishek Goswami, Wolf Hauser from DxO and Frédéric Dufaux from
CentraleSupélec.

After discussing the challenges of the collecting a large-scale dataset and the motiva-
tion behind the work in Section ??, we present the stimuli collection stage in Section 4.1.
Details regarding the subjective experiment design is introduced in Section 4.2. Perfor-
mance of selected TMOs are analyzed in Section 4.3. Section 4.4 analyzes the performance
of tone mapped image quality metrics, and finally, the chapter is concluded with a dis-
cussion in Section 4.5.

4.1 Stimuli Generation

Content selection is an essential part of every dataset. The aim of the content selection
is to ensure the collection of a representative set of stimuli for the evaluated task, e.g.,
tone mapped image quality assessment. In order to do so, we relied on our previously
introduced content selection strategy in Chapter 2.
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4.1.1 Source content collection

HDR photography requires time-consuming processing steps and dedicated hardware.
It is especially challenging to achieve with moving targets in the frame. On another front,
publicly available HDR image datasets can be found in the literature. Therefore, we relied
on publicly available HDR images from Fairchild [24] and Artusi [11] HDR collections to
generate our stimuli. Both datasets provide HDR images (105 from Fairchild, 124 from
Artusi) with nearly 4k resolution by bracketing 5 to 7 exposure levels. However, our
subjective experiment design requires a side-by-side display of the image pair on a 1080p
display as explained in detail in Section 4.2. Consequently, by following our previously
proposed strategy in Section 2.3.1, we reduced the image resolution to the desired size.
It crops the original HDR images at various scales to a target resolution of 480p. In the
end, we collected 250 HDR images to be used in the final dataset as source images(SRC).

4.1.2 Tone mapping operators

There are many TMOs in literature for HDR images[17] and videos [23]. A brief
introduction of various TMOs is also given in Section 1.6.2. Although there is not a single
TMO that outperforms the rest in terms of tone mapped image quality for all possible
types of content, previous works indicate KimKautzTMO [56] and KrawczykTMO [60]
perform slightly better in general[17]. ReinhardTMO [90] is another popular option that is
widely adopted in the computer graphics domain and provides tone mapped images with
consistent quality over various scenarios. SemTMO [35] is one of the recent TMOs which
utilizes semantic information in the scene for tone mapping. Based on the performance
and the type of TMOs in the literature we chose 4 of them, namely: SemTMO [35],
KimKautzTMO [56], KrawczykTMO [60] and ReinhardTMO[90]. We briefly introduce
each TMO below:

SemTMO is a local TMO where segments the scene into various semantic categories
and tone maps each segment individually.

KimKautzTMO is a global TMO that follows a gaussian distribution around the
average log luminance of the scene for tone mapping.

KrawczykTMO is a local TMO that processes tine image by patches of consistent
luminance and calculates the lightness of each patch locally.

ReinhardTMO is a hybrid TMO that provides global and local options for tone
mapping. Global scaling of the dynamic range is followed by local operations of dodging
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and burning.
TMOs with adjustable parameters were optimized based on TMQI [122] scores by a

grid search. Each SRC (among 250 SRCs) is tone mapped with the 4 TMOs listed above.
We ended up with 1000 tone mapped images.

4.1.3 Final stimuli

The experiment is a pairwise comparison experiment that aims to assess the tone-
mapped images’ aesthetic quality. Motivation and justification of the design choices are
discussed in detail in Section 4.2. Since it is necessary to point out some details to introduce
the final stimuli, we will briefly discuss these details below.

The experiment is limited to participants with display devices of 1080p resolution so
that the two tone mapped images with 480p resolution can be displayed side by side
without down or upscaling. Each of the four tone mapped images for a given SRC is
compared to each other this way. We end up with six pair comparisons per SRC. There
are no cross-content comparisons, i.e., no comparison between tone mapped images of
different SRCs.

Conducting subjective experiments on crowdsourcing platforms requires additional
care and experimental design choices[31, 44]. One of the most straightforward implications
is the lower attention span of the participants in crowdsourced experiments. We can
overcome the issue by reducing the length of the experiment sessions. By providing a
smaller-sized playlist with approximately 5 minutes length, we can increase the attention
paid by participants on each stimulus which provides a more reliable data collection. In
our experiment, we divide the collected dataset into 50 smaller playlists with 5 SRCs, 30
pairs to compare in each. Figure 4.1 presents a sample playlist with 5 SRC in each row
and four tone mapped versions in each column. 4 tone mapped images at each column
are compared to each other in a side by side fashion.

Additionally, to identify participants who pay low attention to the stimuli, we included
golden units into each playlist. Golden units are explained in details in Section 5.2.3.
Figure 4.2 presents the images which are used as golden units in each playlist. Each
column in the figure represents an overexposed image in the first row and a preferable
version in the second row. We expected each participant to respond to these pairwise
comparisons with the choices in the second row. In the end, with the addition of 3 golden
units, we end up with 33 pairs to compare in each playlist.
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Figure 4.1 – Sample playlist from the experiment.

4.2 Subjective Experiment Design

This section will introduce the experimental design, information regarding participants
and crowdsourcing platforms, and strategies adopted to reject unreliable observers.

4.2.1 Experiment setup & Procedure

Subjective quality evaluation of tone mapped images can be categorized as full-reference(FR)
and no-reference(NR) based on the presence of HDR reference during the subjective exper-
iment. While FR comparison reveals information regarding the test image’s fidelity to the
HDR image, NR methodology reveals the overall aesthetic quality by the observer[58].
In this experiment, we focus on aesthetic preferences among the tone mapped images,
and consequently, we followed an NR scenario. It is also practically impossible to conduct
crowdsourcing experiments for FR quality evaluation of tone mapped images due to the
lack of participants with HDR screens available.

Another way to categorize the subjective quality assessment experiments is based on
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Figure 4.2 – Golden units included in each playlist.

the task presented to participants as rating and ranking tasks. Rating tasks ask the par-
ticipants to assign quality scores to displayed stimuli based on a predefined scale. This
can be achieved by displaying a single stimulus(absolute category rating(ACR)) or two
stimuli(double stimulus impairment scale(DSIS)). On the other hand, ranking methods
ask the observers to compare two or more stimuli and rank them based on their quality.
Pair comparison(PC) is the most commonly used ranking methodology in subjective im-
age quality assessment experiments. Two images are shown to participants each time, and
their preference among the two images is requested. PC methodology has the advantage
of simplifying the task for participants by eliminating the need to understand the quality
scale. Therefore it allows a more reliable quality evaluation compared to rating tasks. On
the other hand, the number of pair comparisons required for the experiment increases
exponentially with every additional SRC and HRC. The number of required comparisons
can be reduced by not comparing all possible pairs. Simple methodologies such as square
design(SD) or adaptive square design(ASD) may be used in this regard with minimal
loss of accuracy on the collected subjective preferences[66]. Additionally, the number of
required comparisons may be reduced if cross-content comparisons are omitted, i.e., only
comparing PVSs from the same SRC. Although this prevents mapping the ranked stimuli
into a global quality scale, it may not be necessary for many tasks such as quality evalua-
tion of tone mapping operators. Novel objective quality metrics proposed in the literature
in recent years can utilize pairwise comparison data directly without a need to map onto
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Figure 4.3 – Sample screenshot from the experiment.

a quality scale [86]. Consequently, considering that the aesthetic quality evaluation of the
tone mapped images can be significantly affected by the aesthetic quality of the SRCs,
we did not include the cross-content comparison. It does not provide a significant benefit
for our task. On another front, we followed a full PC design where each possible pair for
a given SRC is evaluated. Since there are only 4 HRC in the experiment and the task is
highly subjective, the gain from adaptive methodologies such as ASD is lower.

A sample screenshot from the experiment is presented in Figure 4.3. Side by side
display of two tone mapped stimuli is shown. After clicking on the preferred image, a con-
firmation window appears to prevent accidental submissions. Participants are informed
about the current pair number and the total number of pairs at each confirmation phase.
Additionally, a preferred image is indicated with a black border to decrease any confu-
sion regarding participants’ selection. A neutral gray background is used throughout the
experiment.

4.2.2 Experiment platform & Participants

We conducted the subjective experiment on Prolific [88] crowdsourcing platform. Par-
ticipants were recruited from the participant pool provided by Prolific. Prolific provides
a reliable participant pool that is governed by ethical concerns. Compared to alternative
crowdsourcing platforms, the overall reliability of participants in the Prolific platform is
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higher[82]. On the contrary, Prolific does not provide an Application Programming Inter-
face(API) which makes certain design implementations,e.g., SD, ASD, etc., practically
challenging. Considering the experiment design introduced in Section 4.2.1, this is not a
concern for our study.

70 unique observers evaluated each stimulus. The number of observers per stimuli
is decided based on the recommendations on the pilot study introduced in Chapter 3.
Specifically, in Section 3.3.3, we observe that the certainty achieved with 35 observers
in a controlled laboratory experiment for statistically significant pairs can be achieved
with 70 observers in Prolific. For 50 playlists in the experiment, 3500 participants were
recruited where each participant evaluated only 33 stimuli. The average time spent per
stimuli was 4.08 seconds in the experiment, indicating that the average time an observer
spent for the experiment was 2 minutes 15 seconds. Each participant (including the re-
jected participants) was compensated for their time based on Prolific standards. At the
beginning of their session, participants were informed that their data would be used in
research and signed a consent form which the local ethical committee approved. Partici-
pants were also informed that they could stop the experiment at any given point without
any consequences.

Participants were not limited based on demographics. The only limitations applied
in the recruitment process were the 95% acceptance rate in previous studies to increase
the reliability of the collected data and display device. We limited the experiment to
participants with display devices of 1080p resolution and windows operating system in
order to control the variety of the experimental conditions. Recruited participants were
from over 20 different countries. This was ensured by publishing playlists with 6 hours
intervals during the day. 2311 of the participants were male, with a mean age of 28.75 and
a standard deviation of 9.47. 1154 participants were female, with a mean age of 31.54 and
a standard deviation of 10.83. The remaining 35 observers preferred not to share their
demographics with us.

4.2.3 Rejecting unreliable observers

In this section, we will only share the number of people rejected based on each screening
methodology. Complete procedure of observer screening is explained in details in 5.3.3
and more details regarding the methodologies and their implementation can be found on
Chapter 5. We rejected 49 observers based on golden units, 13 on the voting pattern,
56 on the voting speed, and 96 on the RT dissimilarity approach. Participants rejected
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Figure 4.4 – Distribution of percentage of preferences for each pairwise comparison. Each
data point represents a unique image pair in the dataset. Black lines indicates the mean
values of the preference percentages represented on the horizontal axis.

based on golden units were identified during the experiment, and new participants were
recruited as a replacement. However, the rest of the rejection methodologies were applied
after conducting the experiment. Therefore the number of valid unique observers might
be less than 70 in some playlists, 67 unique obs per playlist on average.

4.3 TMO Performance Evaluation

Although the primary goal of the dataset is to provide a challenging dataset for the
benchmark of tone mapped IQA metrics and a representative dataset to develop new
metrics, it is also an invaluable opportunity to evaluate TMO performances.

As previously described in Section 4.1, 250 SRC were tone mapped with four different
TMOs, and each tone mapped image for a given SRC was compared in a pairwise fashion.
This results in 6 pairs of TMO comparisons for each 250 SRCs. Percentage of preferences
towards one of the tone mapped images in each pair can be used to assess the performance
of TMOs. Moreover, we can determine the statistical significance of subjective preferences
for each pair.

There are several ways to determine the statistical significance of the differences be-
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Table 4.1 – The table reports comparative results of TMOs in terms of percentages of
pairs where each TMO on the row is significantly better than the TMO on the column.

KimKautz Krawczyk Reinhard SemTMO
KimKautz - 60% 42% 62%
Krawczyk 19% - 19% 52%
Reinhard 24% 56% - 62%
SemTMO 19% 30% 20% -

tween different distributions[12, 27]. It has been shown that Barnard’s exact test is more
powerful than alternative statistical tests such as Fisher’s exact test [27] on 2 × 2 con-
tingency tables [75]. We use Barnard’s exact test since pair comparison results can be
represented by 2 × 2 matrices. For a given pair PAB, preference of IA and IB can be ar-
ranged diagonally as

(
IA IB
IB IA

)
and Barnard’s test can be used to determine the statistical

significance of subjective preference differences between IA and IB.

Figure 4.4 presents the TMO performances in terms of distribution of pairwise pref-
erence percentages. Unique pairs of TMO (6 in total) are divided into individual rows for
ease of reading. Each point in the plot represents a unique image pair from the dataset,
which is tone mapped with TMOs indicated on the left and right sides of the plot. The
figure displays the preference in terms of the percentage of observers on the horizontal
axis. Points close to one side of the horizontal axis indicate a higher preference towards the
corresponding TMO on that side. Additionally, the statistical significance of the pairwise
preferences is color-coded as labeled in the figure.

As Fig. 4.4 indicates, KimKautzTMO has a superior performance compared to the
rest of the TMOs evaluated in the experiment. Reinhard performs the second best, while
Krawczyk is slightly better than SemTMO as the third-best TMO. Additionally, we can
quantify the results based on the number of pairs where one TMO is better/worse than
another as summarized in Table 4.1. Each cell on the table indicates the percentage of pairs
that have a statistically significant preference towards the TMO on the row compared to
the TMO on the corresponding column. Note that, the sum of percentages between the
two TMO is not equal to 100% due to pairs with a statistically non-significant difference
(points with yellow color in Fig. 4.4).
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4.4 Objective Quality Metric Performance Evalua-
tion

We start the section by introducing the evaluated IQA metrics. Later we introduce
the evaluation scenario[59] followed by the pre-processing of the subjective preferences.
Finally, we present the result of our evaluation and discuss IQA metric performances.

4.4.1 Selected IQA metrics

We selected two full-reference and two no-reference metrics from the literature dedi-
cated to tone-mapped image quality assessment.

TMQI: is a full-reference image quality metric to assess the quality of tone mapped
images [122]. Structural and naturalness measures are combined to evaluate the tone-
mapped image’s quality with respect to the HDR image. It is the state-of-the-art quality
metric for tone mapped image quality assessment.

NIQMC: is a no-reference image quality metric that is developed to assess the quality
of contrast distorted images [38]. It combines the local and global features to generate
a quality score. Although it is not specifically developed for tone mapped image quality
assessment, it shows a relatively high correlation with subjective opinions in aesthetic
evaluation tasks.

BTMQI: is a no-reference image quality metric to assess the quality of tone mapped
image by combining 11 features related to information entropy, statistical naturalness,
and structural preservation[36].

FFTMI: is a full-reference tone mapped image quality metric[57]. It relies on struc-
tural similarity, feature naturalness, and feature similarity between the HDR and tone
mapped images.

4.4.2 Evaluation criteria

Traditional correlation measurements rely on ground truth Mean Opinion Scores (MOS)
obtained through rating experiments. Correlation between the MOS and predicted quality
scores are computed to evaluate the objective IQA metrics. Although there is a strong
linear correlation between pairwise preferences and MOS, it is not straightforward to map
pairwise preferences into a global quality scale [126]. Additional precautions in experi-
ment design are often required, such as cross-content comparisons, which may drastically
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Figure 4.5 – Ideal distributions for different vs similar and better vs worse analyses on
the left and right respectively.

increase the cost of the experiment and are often not beneficial for the purpose. Alterna-
tively, Krasula et al. [59] propose an evaluation model which does not rely on mapping
the collected preferences into a standard scale. It also enables the merging of multiple
datasets while determining the statistical significance of the performance differences.

In the Krasula model, performance evaluation of the objective quality metrics is con-
ducted in two different stages. The first stage focuses on how good the IQA metrics are at
distinguishing between pairs with and without statistically significant differences. The sec-
ond stage determines whether the metrics can recognize the image with higher preference
in pairs with a statistically significant difference.

Numerical analysis of the metric performances for both stages is done with AUC
values, while the distribution of metric score differences can be visualized in a histogram.
Ideal distributions of the metric score differences are shown in Figure 4.5. A more detailed
introduction of the Krasula model is given 6.2.2.

4.4.3 Pre-processing subjective preferences

As described in Section 4.4.2, the Krasula method requires the statistical significance
of the differences for each pair of images. In order to do so, we use Barnard’s exact
test[12] to determine whether a pair contains a statistically significant difference between
the two tone mapped images. Each pair of images (PAB) are arranged in a 2 × 2 matrix
as
(
IA IB
IB IA

)
where IA and IB are the number of observers who prefer images A and B,

respectively. Among 1500 pairs in total, we determine that the 1154 pairs contain a
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statistically significant difference with 95% confidence.
Furthermore, for better and worse analysis, pairs with a statistically significant differ-

ence are divided into two groups as better and worse. We split the different pairs into two
groups as better (736) and worse (418). Better pairs indicate the pairs where the image
on the left is better than the image on the right, and conversely, worse pairs indicate the
pairs where the image on the right is better than the image on the left. Although any pair
can easily be categorized as better or worse by swapping the image positions, we used
the initial positioning of the dataset as the random seed since the number of better and
worse pairs are similar.

4.4.4 Pre-processing objective quality metric predictions

Objective quality metrics predict a quality score for each tone mapped image. For a
given pair PAB, we calculate the predicted quality score difference as mA − mB where
m is the objective quality metric. Once we gather all predicted score differences for the
evaluated metrics, we move on to the evaluation scenario as described in Section 4.4.2.

4.4.5 Evaluation results

In this section, we present our analysis of the performances of selected objective quality
metrics. As previously introduced in Section 4.4.2, evaluation is done in two steps.

Different vs similar analysis:

Firstly, we analyze the metrics in their ability to distinguish pairs with and without
statistically significant differences. As discussed earlier, the ideal distribution of predicted
quality score differences should be similar to the one depicted in Figure 4.5.

Figure 4.6 presents the results of the histogram of metric score differences for different
and similar pairs. Blue represents the pairs with a statistically significant difference for
each plot, whereas pink represents similar pairs. Visual analysis of the histograms reveals
that none of the metrics provides a similar distribution to the ideal scenario. Although
the difference between each metrics’ distribution is subtle, we can see that the FFTMI
metric score differences for similar pairs have higher occurrences for values closer to zero.

AUC values of each metric are provided at the corner of the corresponding plots
in Figure 4.6. By comparing the AUC values, we can observe that the performances of
TMQI, NIQMC, and BTMQI are close to each other. Statistical test results also suggest
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Figure 4.6 –

no significant difference between the performances of TMQI, NIQMC, and BTMQI. On
another front, FFTMI outperforms the rest of the metrics, and the difference in perfor-
mance with other tested metrics is statistically significant. Although FFTMI is the best
performing among the selected metrics, its performance is far from ideal, indicating room
for improvement in tone mapped image quality assessment.

Better vs worse analysis:

As explained in Section 4.4.2, better vs worse analysis aims to determine the accuracy
of objective metrics at identifying the image with higher quality in a pair. The result of
the analysis is presented as a histogram of metric score differences for better and worse
pair categories in Figure 4.7. It can be observed that better vs worse analysis draws a
similar conclusion different vs similar analysis. An example of an expected distribution
for metric score differences was depicted on the right plot in Figure 4.5. As it can be
observed, none of the metrics provides a similar distribution. Moreover, AUC values for
each metric are reported on the corner of each corresponding plot. While it is far from the
ideal distribution, FFTMI provides the highest AUC value when compared to the rest of
the metrics.
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Figure 4.7 –

In addition to the AUC analysis, we evaluate the metric performances in the Bet-
ter/Worse classification task with their percentage of correct classifications. Acquired
correct classification percentages were 58%, 61%, 56%, 72% for TMQI, NIQMC, BTMQI
and FFTMI respectively. Statistical significance results acquired by Fisher’s exact test
on correct classification rates indicate significantly better performance for FFTMI when
compared to others. The performance of NIQMC is also significantly better than TMQI
and BTMQI, whereas there is no statistically significant difference between TMQI and
BTMQI performances.

4.5 Discussion

As discussed in Chapter 1, it is easier and more natural for participants to compare the
quality of two images than to assign a quality score to each image individually. Despite
the advantages of pairwise comparison over rating tasks, metric development often relies
on MOS scores. A method has been proposed to acquire MOS from pairwise preferences
[126]. The authors conduct a series of experiments to acquire MOS scores from pairwise
preferences and suggest including cross-content comparisons into the experiment to scale
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each stimulus into a global quality scale. However, it is not valuable to include cross-
content comparisons in many use cases such as ours.

In order to develop objective IQA models directly on pairwise preferences, alternative
objective functions might be incorporated into training. Prashnani et al. used a modified
Bradley Terry (BT) [14] model as an objective function to train a deep learning model
on probabilistic pairwise preference data [86]. The model predicts quality scores for each
stimulus during training, and pairwise preference probabilities are calculated from the
predicted scores with a modified version of BT. After training, the model is able to predict
quality scores for individual stimuli (in comparison to a pristine reference image).

In this chapter, we conducted a large-scale experiment on tone mapped image quality
evaluation via crowdsourcing. To the best of our knowledge, this is the largest publicly
available TMO evaluation dataset: 250 unique HDR images used to generate 1000 tone
mapped images which provides 1500 pair comparisons. 3500 observers participated in the
subjective experiment where approximately 70 unique observers evaluated each pair. 4
state-of-the-art TMO performances were evaluated, where KimKautzTMO [56] was most
often preferred. ReinhardTMO [90] performed the second best while KrawczykTMO [60]
came in third place, performing slightly better than the SemTMO [35] in fourth.

We utilized our content selection strategy proposed in Chapter 2 to select representa-
tive and challenging HDR crops from high-resolution HDR images. We further developed
an objective quality metric based clustering method to balance the ambiguity of the pairs
in the experiment. It is crucial to have such balance for developing metrics, specifically
for learning-based models.

Finally, we provide a benchmark for well-known tone mapped image quality metrics
based on the Krasula method [59]. We discussed how to utilize collected data to de-
velop novel objective quality metrics and benchmark existing metrics. Collected pairwise
preferences, stimuli used in the experiment, and scripts are publicly available to further
research.

To the best of our knowledge, there is a lack of a well-established methodology for
observer reliability in pairwise comparison experiments. In addition to behavioral tools,
we used a novel approach to statistically evaluate the observer reliability and remove the
outliers in our pairwise comparison experiment. Proposed novel methodology, as well as
the behavioral tools for observer screening, are discussed in detail in Chapter 5.
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Chapter 5

SCREENING OBSERVERS IN

CROWDSOURCED PAIR COMPARISON

EXPERIMENTS

This chapter introduces a set of observer screening methodologies that aim to iden-
tify unreliable observers in pairwise comparison experiments. We can split the suggested
methodologies into two categories as behavioral and statistical tools. Although behavioral
tools introduced in this chapter are well known in the literature, we propose a novel
statistical methodology for observer screening in pairwise comparison experiments. The
proposed method was submitted to IEEE Transaction on Multimedia (TMM) journal,
and it is currently under review. Part of the work is also published in 2021 IEEE In-
ternational Conference on Multimedia Expo Workshops (ICME 2021) as a result of our
collaborations with Mona Abid and Matthieu Perreira Da Silva from University of Nantes.

Analyses on our chapter mostly rely on our large-scale tone mapped image quality
evaluation dataset, RV-TMO (see Chapter 4). Behavioral tools are introduced in Section
5.2 and Rogers-Tanimoto dissimilarity is introduced in Section 5.3.2. Complete process
of detecting outliers and the number of rejected outliers in RV-TMO dataset are given in
Section 5.3.3. Finally, we investigate the effect of QoE task subjectivity on RT dissimilarity
measure in Section 5.4.

5.1 Challenges & Motivation

In the previous chapter, we discussed the design choices to increase the reliability of
subjective annotations. We concluded that the Prolific [88] could be used for subjective
quality evaluation of tone mapped images. On the other hand, this does not imply that
there are no outliers or spammers among the crowd.

ITU standards [48] recommends outlier rejection methodologies which targets rating
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experiments. Simply the procedure relies on calculating correlation coefficients between
the global MOS and individual participant opinions. Participants with low correlation are
considered outliers. However, there is no well-established methodology to identify outliers
in pairwise comparison experiments.

Due to the binary nature of pairwise preferences, it is challenging to detect outliers
based solely on statistical measures. In rating experiments, detecting a participant who
votes differently (e.g., voting 1 on a 1-5 scale for a stimulus with 4.3 MOS) can be relatively
simple. However, when the choice is binary (either voting for image A or image B), the
difference between an outlier and a valid opinion is small. Moreover, QoE tasks with high
subjectivity further narrow this gap between a valid opinion and an outlier.

This chapter aims to provide a set of tools for identifying unreliable observers in a
crowdsourced pairwise comparison experiment. We can categorize the provided tools into
two groups as behavioral and statistical. Behavioral tools rely on detecting suspicious
behavior with the data collected during the experiment, such as voting speed, voting
position patterns, and golden units. Although they are powerful at identifying certain
behaviors, not all types of outliers can be detected with just behavioral analysis. Further-
more, we propose a novel outlier detection strategy for pairwise comparison experiments
which relies on Rogers-Tanimoto dissimilarity (RT dissimilarity) [91] measure.

5.2 Behavioral Screening Tools

Behavioral methodologies can be defined as tools that aim to identify irregular be-
haviors by building the expectations of a reliable observer. Prior knowledge regarding the
dataset, subjective task and experiment design can be incorporated to develop such tools.
Although they are powerful methodologies to detect certain unreliable behaviors, they
may not be enough to capture every type of spammer profile. Nevertheless, their value
in screening observers is prominent and widely adopted in the literature. This section in-
vestigates three screening methodologies that fall into this category: voting speed, voting
pattern, and golden units.

5.2.1 Voting speed

Certain spammer profiles on crowdsourcing experiments tend to optimize their efforts
by finishing more tasks and minimizing the time spent on each task, resulting in a lack of
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Figure 5.1 – Occurrence probability of each left-right ratio for 33 stimuli. Dashed lines
represent the limit for rejection.

attention and consequently falsely submitted answers. Although sophisticated spammers
can automate their efforts and avoid speed checks, this method aims to identify unreli-
able participants who fail to afford such techniques. Considering that the voting speed
analysis has no additional cost other than recording time stamps of observer preference
submissions, incorporating it in the experiment brings no disadvantages.

5.2.2 Voting pattern

Spammers can minimize their efforts by selecting the stimulus in the same position
continuously. In rating experiments, this can occur by providing the same score over
and over again without care. Obviously, this type of behavior is not appreciated when
collecting subjective preferences. Thankfully, it is not difficult to identify such behaviors
if necessary data is collected during the experiment.

Specifically for pairwise experiments, where two stimuli are displayed at a given time,
observers might select the stimulus on the same position again and again. Observers
were presented with 33 side-by-side stimuli during the experiment. Therefore, we made a
probabilistic analysis of the voting patterns for the given experiment. Figure 5.1 depicts
the probabilities of constantly voting on one side during the experiment. As indicated by
the yellow vertical lines, the threshold is chosen as five or fewer votes on a single position
(left/right). Probabilistically, it is unlikely (around once per 10000 observers) to vote on
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Figure 5.2 – Pair of images in each column were used as golden units.

one position less than 6 times among the presented 33 stimuli.

5.2.3 Golden units

Golden units are quite powerful thanks to the assumptions made prior to the exper-
iments. Golden unit is a stimulus where the correct answer is given and expected from
each participant, and those who cannot provide the expected answer can be flagged as un-
reliable. Prior to the experiment, a set of stimuli is selected as golden units. As expected,
selected stimuli play a crucial role by providing a threshold for rejecting participants.

Selected stimuli as golden units for the subjective experiment are displayed in Figure
5.2. The selection of golden units was made by a pilot test, a controlled environment
laboratory experiment. 40 participants were recruited for the pilot test, and all partic-
ipants provided the same answer for the golden units without any specifications about
the stimuli. As can be seen in the Figure, each column is presented the participants as
golden units. Preference towards strongly over-exposed images, displayed on the top row,
is considered an unreliable behavior indicator. Selected golden units were added to each
playlist and shuffled to prevent position bias.

5.3 Estimating Observer Reliability from PC data

Certain spammer profiles may be targeted via behavioral tools. However, spammers
who do not fit any of the profiles targeted above or spammers with sophisticated strate-
gies cannot be identified with behavioral tools alone. Therefore, ITU standardization
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efforts [48] suggest statistical tools to reject observers based on estimated reliability. How-
ever, suggested tools target only the rating experiments, and there are no well-established
methodologies of statistical evaluation of reliability for ranking experiments. In this sec-
tion, we introduce a novel methodology for estimating observer reliability in pairwise
comparison experiments. It relies on Rogers-Tanimoto (RT) dissimilarity [91] to estimate
how much the two observers agree with each other. We randomly generate 1000 synthetic
spammers to create an expected spammer RT dissimilarity distribution. Then we com-
pare the RT dissimilarities of real observers with the expected distribution to identify
unreliable observers.

5.3.1 Synthetic Spammer Profiles

Four different spammer profiles were introduced in this section. Each spammer profile is
randomly generated based on the rules which define the given behavior. For each spammer
profile, the intensity of its spammer behavior is controlled by a variable.

Random voter: An observer may randomly vote on IA or on IB during the experiment
due to lack of attention and lack of motivation. We generate this behavior by randomly
sampling binary preferences for each stimulus. We control the intensity of this behavior
by selecting a real observer and replacing its pairwise preferences with random votes. The
amount of votes to be changed is controlled with a variable.

Repeater: An observer might show a position bias, thus providing his/her pairwise
preferences based on image position, i.e., left/right, top/bottom. We simulate this behavior
by repeating a random position. Similarly, we control the intensity of this behavior by
selecting a real observer and using a variable to control the number of repeated votes to
be replaced by a variable.

Inverted voter: Due to misunderstanding of the task or simply for malicious motives,
the observer may submit their preferences on the wrong stimuli, i.e., left instead of right
or right instead of left. We generate this behavior based on a randomly selected real
observer and inverting his/her pairwise preferences. The amount of votes to be inverted
is controlled by a variable to adjust the spammer behavior intensity.

Mixed: Finally, we generate a mixed spammer profile based on the combination of
behaviors described above. A single variable is used for the intensity of all spammer
behavior mixed.
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5.3.2 Rogers-Tanimoto dissimilarity

As discussed earlier, pairwise preferences of an observer are represented as a binary
vector, i.e., 0 for selecting stimulus on the left and 1 for selecting stimulus on the right.
Therefore each observer has a binary vector of length N where N is the number of stimuli
in the experiment. This allows us to use binary distance metrics in order to measure
the similarity between the common pairs of any given two observers. Although there are
numerous binary distance metrics [16, 53, 91] available in the literature, RT dissimilarity
is particularly attractive for pairwise preferences due to the weight factor, which can be
utilized to prioritize certain stimuli over others. This allows us to penalize the observers
more when they disagree with the majority on easy pairs, whereas penalizing less for pairs
with high ambiguity.

RT dissimilarity (RTij) of two observers obsi and obsj is calculated as follows:

RTij = 2× (vd)
va + 2× (vd)

(5.1)

RTij = 2× (vdi + vdj)
va + 2× (vdi + vdj)

(5.2)

where vd is the number of stimuli for which obsi and obsj disagree, while va is the
number of stimuli for which obsi and obsj agree. Additionally, we incorporate a weight
for each stimuli evaluated by obsi and obsj. It is calculated separately for each playlist.
Weights are calculated with the following function:

wAB = |pA − pB|
N

(5.3)

Where N is the number of observers who evaluated the image pair A,B, pA is the
number of an observer who selected image A (IA) while pB is the number of an observer
who selected image B (IB), for pairs with high ambiguity (e.g., 50% prefers IA and other
50% prefers IB), calculated weight is closer to 0 as ambiguity increases, whereas for pairs
with high agreement on one image weight is closer to 1. This allows us to penalize the
observers who disagree with the majority. On the other hand, high ambiguity pairs do
not contribute to unreliability as much.
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5.3.3 Rejecting unreliable observers from the experiment

For a given set of stimuli, a playlist of 30 pairwise comparisons in our case, the algo-
rithm 25 summarizes the spammer detection procedure.
Algorithm 2: Detecting unreliable observers based on the expected RT dissim-
ilarity range of randomly generated synthetic spammer profiles.
1 Gather pairwise preferences from N observers for m number of stimuli
2 Apply behavioral tools and filter out unreliable observers among the initial N.
3 Initialize a two-dimensional array RTS with size {1000, N̂} to store RT

dissimilarities of synthetic spammers
4 while i<1000 do
5 Select a random observer (or) among the filtered observers.
6 Generate a synthetic spammer (si) based on or and a randomly selected

spammer profile.
7 while j<N̂ do
8 Calculate RT dissimilarity between si and oj
9 Store it on RTS[i, j]

10 end
11 end
12 Create an expected threshold RTlow for RT dissimilarity of spammers based on

RTs

13 Initialize a two-dimensional array RTO with size {N̂ , N̂ − 1} to store RT
dissimilarities of real observers.

14 Loop over N̂ observers.
15 while k<N̂ do
16 Calculate RT dissimilarities between obsk and the rest of the observers.
17 Store it on RTO[k, :]
18 Calculate the 10th(RTk−low) and 90th(RTk−high) percentiles.
19 Calculate the overlap between [RTk−low, RTk−high] and the threshold RTlow
20 if Overlap is higher than 80% then
21 Mark observer as unreliable
22 else
23 Mark observer as reliable
24 end
25 end

Result: Return unreliable observers
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Figure 5.3 – RT dissimilarity distributions of observers in playlist-30. Observers are split
into individual columns and observers who show similarity to synthetic spammers are
displayed with magenta color.

As the first step, behavioral tools are applied in order to filter out observers with
unreliable behaviors. Among 3500 participants, 49 were rejected due to golden unit check,
13 due to voting pattern check, and 56 were rejected due to voting speed.

Then, functions 5.1 and 5.3 are used together to calculate the RT dissimilarities.
For each playlist in the experiment, 30 pairs in each playlist, observers’ preferences are
converted into binary form. With function 5.3, weight of each stimuli in each playlist is
calculated. Since the ambiguity of each pair affects the RT dissimilarities, each playlist is
treated separately. For each playlist, we generate 1000 synthetic spammers with the four
spammer profiles introduced in Section 5.3.1. RT dissimilarity between each generated
spammer and every other real observer in the corresponding playlist is calculated. After
gathering N̂ RT dissimilarity values for each generated spammer, 10 percentile of the
N̂ × 1000 RT dissimilarity values are used to create an expected unreliable behavior
threshold.

Figure 5.3 presents the RT similarity of each observer with every other observer in
playlist 30. The estimated spammer threshold (10th percentile of the generated spammers’
RT dissimilarity) is shown with a vertical black line over the plot. 6 observers were found
to be unreliable by having 80% of their RT dissimilarities above the threshold, and thus
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Figure 5.4 – Mean RT dissimilarity values of observers. Observers are grouped on hori-
zontal axis by their corresponding playlists.

their subjective preferences are not included in the final dataset. These observers are
color-coded with magenta color for ease of reading.

Similarly, all 50 playlists in the experiment were analyzed, and in total, 96 observers
were rejected due to a higher similarity of the RT dissimilarities with the generated
spammer profiles. Since individually displaying all playlists would be Figure 5.4 shows the
mean RT dissimilarities of all observers. Observers are grouped into their corresponding
playlists on each column. Rejected observers are displayed with magenta color. We can
observe that each playlist has a different distribution of mean RT dissimilarities. This
indicates that a fixed threshold for all types of content is not sufficient to define spammer
behavior. In each individual playlist, we can see that the rejected observers are well
separated from the rest of the observers in the playlists with few exceptions. Furthermore,
the threshold of 80% similarity with the 10th percentile range of synthetic spammer is
intuitive and can be adjusted based on how strict the requirements are.
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Figure 5.5 – Sample screenshots from Exp-VP and Exp-TMO experiments.

5.4 Synthetic Spammer Detection on 2 QoE Tasks

Further evaluation of the proposed methodology is done through synthetic spammer
detection on two different QoE tasks. The main difference between the two experiments
is the QoE task. The subjectivity of the task affects the inter-observer agreement. Since
RT dissimilarity or any other statistical measure relies on the agreement between the
observers, the comparison of two tasks provides a valuable insight. Details regarding the
experiments are given in Section 5.4.1. After introducing the experiments, we analyze the
effect of spammer proportion and intensity of the spammer behavior on the RT dissimi-
larities.

5.4.1 Subjective experiment designs

While sharing the same experimental methodology, the two experiments differ in terms
of stimuli, research question, and QoE task. The first experiment, Exp-TMO, is conducted
with traditional 2D images on a highly subjective task, i.e., aesthetic quality assessment
of tone mapped HDR images. The second experiment, Exp-VP, is conducted on rendered
views of 3D objects to select the most representative view of each object, i.e., 3D viewpoint
subjective preference.

Conducted experiments share the following fundamental differences: the subjectiv-
ity of the questions directed to observers, source content being used, the purpose of the
collected data. Both experiments were conducted through Prolific [88] crowdsourcing plat-
form with the same recruitment pool. In each experiment, we followed a pairwise com-
parison methodology. Sample screenshots for both experiments are presented in Figure
5.5.
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Dataset & Stimuli Generation
Exp-TMO: 20 HDR crops with 640 × 480px from Fairchild HDR dataset [24] were

used as source content. Similar to the large-scale dataset introduced in Chapter 4, we
used 4 different TMOs from the literature to tone map the source content; namely, Se-
manticTMO[35], KimkautzTMO[56], KrawczykTMO[60], and ReinhardTMO[90]. With-
out any cross-content evaluation, with 20 SRCs and 4 HRCs, we generate 80 tone mapped
stimuli which results in 120 image pairs for comparison.

Exp-VP: 21 high-resolution 3D meshes with color information were used to generate
stimuli. 3D meshes belong to 4 different semantic categories: human, art, animals, and
objects. Each 3D mesh was rendered from 4 different angles to generate 4 viewpoints with
90 degrees rotations. Each view was rendered to fit in a 600× 600px resolution window.
21 SRC with 4 viewpoints provides us with 84 rendered images and 126 image pairs for
comparison.

Experiment Setup & Participant Recruitment:
Both experiments use a side-by-side formation to display stimuli as depicted in Figure

5.5. Both experiments were conducted on Prolific crowdsourcing platform [88] with ob-
servers recruited through Prolific participant pool. Display resolution was limited to 1080p
to ensure a similar viewing condition for each observer. No time limit was set for both
experiments. Due to the lower attention span of observers in crowdsourcing experiments,
each experiment was split into smaller playlists to shorten the experiment duration. 100
unique observers evaluated each stimulus in both datasets.

5.4.2 Influence of spammer proportion

This analysis aims to measure the influence of the proportion of spammers on the RT
dissimilarity measure. Synthetic spammers are generated based on the spammer profiles
introduced in Section 5.3.1. The adjustable parameters in each spammer profile were
fixed to 80%. We systematically increased the proportion of spammers inserted into each
experiment and calculated the RT dissimilarity at each incremental. This allows us to
analyze the discriminative power of RT dissimilarity with varying spammer proportions.

Figure 5.6 presents the results. Each experiment is plotted separately. The horizontal
axis represents the spammer proportion in each plot, whereas the vertical axis represents
the RT dissimilarity. Solid lines indicate the mean RT dissimilarity of real observers, while
dashed lines represent synthetic spammers’ mean RT dissimilarity.

We can observe that the spammer RT dissimilarities are similar between the two
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Figure 5.6 – Mean and 75% percentile range of RT dissimilarity values of real observers
and spammers for varying proportion of spammers. Solid and dashed lines represent the
real observers and spammers respectively for each experiment

experiments while real observer RT dissimilarities depict a different behavior. At lower
spammer proportions, the RT dissimilarity of real observers in Exp-VP is much lower than
real observers in Exp-TMO. This can be explained by the low subjectivity of the Exp-VP
task when compared to Exp-TMO. With increasing spammer proportion, we observe that
the mean RT dissimilarities of real observers and synthetic spammers are getting closer.
At 40% spammers, the mean RT dissimilarity of real observers overlaps with synthetic
spammers. It indicates that identifying spammers with RT dissimilarity measure becomes
quite difficult where 40% of the observers are a spammer. Due to the higher subjectivity
of the QoE task in Exp-TMO, 30% is sufficient to blend the synthetic spammers among
real observers.

5.4.3 Influence of spammer behaviour intensity

A spammer may not have a malicious goal from the beginning of a subjective ex-
periment, and she may provide honest opinions until he loses attention or gets bored.
Therefore the intensity of spammer behavior may vary from person to person. As ex-
plained earlier in the Section 5.3.1, we control the intensity of each spammer profile with
an adjustable parameter.

In order to analyze the effect of spammer behavior intensity on mean RT dissimilarity
measures, we fixed the spammer proportion to 20% for each experiment. We systemati-
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Figure 5.7 – Mean and 75% percentile range of RT dissimilarity values of real observers
and spammers for varying spammer behavior intensity. Solid and dashed lines represent
the real observers and spammers respectively for each experiment

cally increased the spammer behavior intensity and calculated the RT dissimilarities of
real observers and synthetic spammers at each incremental. Figure 5.6 presents the result
of the analysis. For each experiment, mean RT dissimilarities of real observers and syn-
thetic spammers are plotted separately. In each plot, the solid line represents the mean
RT dissimilarity of real observers, whereas the dashed line represents the mean RT dis-
similarity of synthetic spammers. Also, 75% percentile ranges of the RT dissimilarities are
displayed as a region around each line.

An important observation from the results is that the overlap between 75% percentile
ranges between real observers and synthetic spammers are lower in Exp-VP with varying
spammer behavior intensity. Similar to the spammer proportion analysis, this can be
explained by the lower subjectivity of the QoE task in Exp-VP. We also observe that the
overlap between 75% percentile ranges of real observers and synthetic spammers decreases
with higher spammer behavior intensity in Exp-VP.

5.5 Discussion

In this chapter, we provided a set of behavioral tools and a novel methodology to
identify unreliable observers. Furthermore we conducted two experiments with different
QoE tasks and minimal experimental design differences to understand the impact of the
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task subjectivity on the RT dissimilarity measure.
Behavioral tools are powerful at identifying the targeted spammer profiles. However,

spammers without a pre-defined behavior are practically undetectable with behavioral
tools. Therefore, there is a need for statistical measures to identify unreliable observers
without any categorization of the spammer profiles. This is especially challenging in PC
experiments due to the binary nature of subjective preferences. To this end, we propose a
novel methodology that relies on Rogers-Tanimoto dissimilarity measure to detect unreli-
able observers. By first applying the behavioral observer screening tools on the collected
subjective preferences, we increase the overall inter-reliability of the remaining reliable
observers. This allows us to isolate the observers with high dissimilarity to the rest of the
crowd.

Our findings on comparison of the two QoE tasks indicate that the inter-observer
agreement is highly task-dependent. Therefore, statistical measures indicating a general
"good" or "bad" agreement level can only be used relatively between the tasks. In order
to increase the robustness to task differences, simple thresholding of agreement measures
should be avoided. Additionally, the subjectivity of the QoE assessment tasks influences
the spammer tolerance of agreement measures. QoE assessment tasks with higher subjec-
tivity should use additional precautions, such as golden units, to decrease the overlapping
range of agreement values between spammers and real observers. Finally, while providing
insight, using mean agreement value to detect spammers may not be sufficient. Methods
should utilize approaches that can benefit from the measures between individual observers
rather than relying single agreement value for each observer.
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Chapter 6

OBJECTIVE QUALITY ASSESSMENT

6.1 Objective Quality Metrics

As discussed in the first part of the thesis, specifically in Chapter 1, subjective evalu-
ation of image quality is the most reliable option. On the other hand, it also has several
disadvantages. Conducting subjective studies is time-consuming and costly. It is not pos-
sible to conduct subjective studies for real-time needs, such as optimizing image process-
ing tools based on image quality. Therefore, there is an undeniable need for algorithms
to assess image quality without conducting subjective experiments. Such algorithms are
commonly known as quality metrics and can be referred to as quality indexes, measures,
or models. This thesis will mainly refer to these algorithms as image quality metrics and
accept other terminologies equal.

Objective quality metrics are often categorized into three groups based on the pres-
ence of the reference image as input. Full-reference (FR) metrics require access to the
reference stimuli while measuring the quality of the distorted stimuli. Reduced-reference
(RR) metrics only require a set of features from the reference image, whereas no-reference
(NR) metrics do not require any access to the reference image to measure the distorted
image quality.

Objective quality metrics are expected to provide a good correlation with the subjec-
tive quality evaluation results, and they are often developed for specific applications. For
example, a metric that provides a high correlation with subjective opinions at measuring
the quality of compressed images may not perform as well on evaluating the quality of
depth-based image rendering (DIBR) algorithms.

This chapter aims not to review all of the existing quality metrics in the literature but
to provide the necessary foundation for the experimental work in the following chapters.
In order to do so, we introduce a set of metrics for the multimedia content covered in
the following chapters. Moreover, we discuss the methodologies used for the performance
evaluation of quality metrics.
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Figure 6.1 – Sample images with all the distortions available in TID-2013 dataset[85]

6.1.1 Image quality metrics

In this section, we will introduce general-purpose image quality metrics. These met-
rics are often expected to be able to handle various kinds of distortions such as JPEG
compression artifacts, Gaussian blur, or simply noise. For example, TID-2013 dataset[85]
contains 24 different distortions related to acquisition, transmission and compression as
shown in Figure 6.1.

For the mentioned distortions, the oldest and the most developed type is FR metrics.
They measure the similarity (fidelity) of the distorted images with respect to reference
images. A measure of similarity between the two images is a good indicator of the perceived
quality for many applications. A comprehensive overview of the image quality metrics can
be found in [127].

Probably the most commonly used metrics are MSE and PSNR. Despite their wide ac-
ceptance as an FR metric, they often perform poorly on IQA due to a lack of consideration
of image and HVS characteristics.

On another front, FR metrics often exploit our knowledge about HVS or image prop-
erties. Structural similarity index (SSIM) [119] is the most popular and one of the simplest
of such metrics. It measures the image quality in terms of luminance, contrast, and struc-
ture. Prior to similarity estimation, the image is divided into small patches, and the final
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estimation is often indicated by the mean value of the similarity of patches in terms of all
three factors (luminance, contrast, and structure).

Multi-scale structural similarity index (MS-SSIM) [117] later introduced to improve
SSIM by calculating it over multiple scales. Each scale is obtained by filtering the previous
scale with a low-pass filter and down-scaling with a factor of 2. Ideally, the number of
scales can be estimated based on the viewing distance and image resolution, however
typically set to 5.

Visual information fidelity (VIF) [101] is another metric utilizes a multi-scale decom-
position. The natural scene statistic (NSS) model is used to describe the reference and
distorted images. In addition, an HVS channel is used, and a proposed VIF measure is
used to quantify the quality difference between reference and distorted image pair. Note
that VIF scores can exceed the expected upper limit 1, indicating a higher quality for the
"distorted" image.

Feature similarity index (FSIM) [129] uses two low-level features (phase congruency,
gradient magnitude) to measure the difference between reference and distorted images.
Also, FSIMc was proposed as an extension to FSIM, which utilizes the color information
in YIQ color space.

HDR-VDP 2.2 [74] is a metric that uses a complicated HVS model to predict the
physical difference between the reference and distorted image. The HVS model in HDR-
VDP 2.2 includes intra-ocular light scatter, photoreceptor spectral sensitivity, luminance
masking, and achromatic response estimation to model the optical and retinal pathway
of the HVS. Furthermore, it uses a multi-scale decomposition and contrast sensitivity
function (CSF) and takes several masking effects into account. Thanks to the detailed
HVS model, it can account for various display parameters and viewing conditions. The
metric finally outputs an error visibility map, a simple visibility score, and a quality
score prediction for the distorted image. Later, the metric further improved to its third
generation HDR-VDP 3 1; however, the study has not been published yet.

6.1.2 Light field quality metrics

Despite the recent advancements in light field acquisition, processing, and display
technologies, quality assessment of light field content is still not fully explored. While
existing 2D image quality metrics can be used to assess the spatial quality of the light

1. available at: https://sourceforge.net/projects/hdrvdp/files/hdrvdp/
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field content, assessing the quality of the light field in angular domain and in a cumulative
way remains challenging. To this end, several objective quality metrics were proposed in
the last decade. In this section, we will introduce a few selected objective quality metrics
for light field quality evaluation. Note that this is not an exhaustive list of state of the art
but rather an overview to provide necessary background on light field quality metrics.

BELIF [103] is a no-reference light field quality metric that relies on tensor spatial
characteristic features for spatial quality and tensor structure variation index for angular
consistency. Tucker decomposition is utilized prior to feature extraction in order to reduce
the redundancy within a light field content. It is developed for dense light field images,
and its performance has not been reported for sparse light field content.

SDFM [111] is proposed as a full-reference light field quality metric that utilizes sub-
aperture views to extract symmetry and depth features to quantify light field quality.
Similarly, the model is developed and evaluated on dense light field datasets.

Fang et al. proposed a full-reference light field quality metric that relies on gradient
magnitude similarity of reference and distorted epipolar plane images[26]. Two directions
as horizontal and vertical, are used to quantify the gradient similarity.

6.1.3 Point cloud quality metrics

Existing commonly used point-based metrics can be categorized based on three main
approaches: point-to-point [76], point-to-plane [108], and plane-to-plane [9] differences in
3D space. The point refers to each point in the point cloud, whereas the term “plane”
refers to the plane of a point defined by its normal vector. The missing point normals were
estimated using Matlab’s pcnormals function. The geometry metrics are computed using
either root mean square (RMS) distance, mean square error (MSE), or Hausdorff distance
measures. Minimum, mean, and median are also used to pool the difference scores.

In addition to geometry differences, color differences are also calculated using point-
to-point correspondence. MSE or PSNR is calculated from the differences between the
corresponding points’ assigned color values. These color metrics are calculated for Y, U,
and V channels.

Alternatively, image quality metrics can be used on the rendered point clouds for
quality assessment. For volumetric videos, temporal pooling methodologies can be used
to estimate the final quality score from the estimated quality of individual frames.
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6.2 Measuring quality metric performances

Although objective quality metrics provide a low-cost and fast way for quality evalua-
tion of multimedia content, they cannot be an alternative to subjective evaluation unless
their performance is validated. Performance evaluation of the objective quality metrics
needs to be done on a representative dataset for the given QoE scenario.

ITU standardization group provides a set of tools for performance evaluation of objec-
tive quality metrics[49]. VQEG group also provides a report with recommendations[52].
In this section, we will provide some of the recommended methodologies as well as an
alternative method proposed by Krasula et al.[59].

6.2.1 Recommended measures

ITU-T P.1401 [49] recommendations provide a set of guidelines for performance eval-
uation of quality metrics. Before measuring the performance, it is recommended to apply
a mapping between predicted quality scores and ground truth MOS values. Monotonic
mapping procedures, such as linear mapping, third order polynomial, or logistic mapping,
are often used. In order to fit the predicted scores into the same range with MOS values,
root mean squared error (RMSE) is minimized between the mapped values and MOS
scores.

Since the following measures are commonly used in the domain and explained by
recommendation documents, we introduce the measures without going into detail. We
recommend interested readers to refer to the recommendation documents [49, 52].

Pearson’s correlation coefficient (PCC): measures the linear relation between the
objective quality metric scores and MOS values. The ideal relation between the mapped
objective quality metric predictions and MOS is expected to be linear. PCC values range
[0, 1] where higher values indicate a better correlation.

Root mean squared error (RMSE): is used to measure the objective quality
metric accuracy. It is calculated as the mean square root of the difference between MOS
and predicted quality scores. Lower RMSE values indicate better performance, and the
range of RMSE values depends on the range of MOS values.

Outlier Ratio (OR): is another alternative to measure the objective quality metric
accuracy. It is defined as the ratio of the number of mapped scores outside the confidence
interval, and lower OR indicates a higher accuracy.

Spearman’s rank-order correlation coefficient (SROCC): is a non-parametric
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measure of objective quality metric performance. It does not require mapping the pre-
dicted objective quality metric scores onto the MOS range since it relies on ranking the
stimuli rather than the numeric values.

Kendall’s rank-order correlation coefficient (KROCC): is another alternative
where the rank order of the stimuli is used for determining objective quality metric per-
formances. For KROCC, all possible pairs of stimuli are checked whether MOS values and
objective quality scores agree on the rank of the stimuli in the pair.

6.2.2 Krasula model

In the Krasula model, performance evaluation of the objective quality metrics is con-
ducted in two different stages. The first stage focuses on the ability of how good the
IQA metrics are at distinguishing between pairs with and without statistically significant
difference. The second stage aims to determine whether the metrics are able to recognize
the image with higher preference in pairs with a statistically significant difference.

In the first stage, different vs. similar analysis, image pairs are split into two groups
as different and similar based on the statistical significance of subjective preferences.
Metric score differences of pairs are used to evaluate the metric performance. Ideally, the
difference between the predicted quality scores should be higher for the image pairs with
a statistically significant difference. Inversely, metric score differences for pairs without
a significant difference are expected to be low. An example of the ideal distribution is
visualized on the left plot in Figure 6.2. To determine the abilities of metrics in different-
similar binary classification scenario, Receiver Operating Characteristic (ROC) [106] is
used in the Krasula model. The performance of the classifier can then be quantified by
Area Under the ROC Curve (AUC).

Similarly, the better and worse analysis evaluates the metric performances based on the
differences of estimated quality scores. In this analysis, the aim is to determine whether
the metrics are able to correctly recognize the higher quality image in a pair. An example
of the ideal distribution of metric score differences is depicted on the right plot of Figure
6.2. Stimuli are split into two groups as better and worse in the pre-processing stage.
Alternatively, stimuli orders can be swapped, and all significantly different pairs can be
used in both categories. Based on the metric score differences, AUC analysis can be carried
out. Another way to analyze is the correct classification percentages of better and worse
categories.

When comparing multiple objective quality metrics, it is essential to determine if the
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Figure 6.2 – Examples of the ideal distributions of metric score differences for the two
evaluation scenario. Different vs similar analysis on the left, better vs worse analysis on
the right.

differences in metric performances are statistically significant. Krasula model relies on the
method proposed by Hanley and McNeil[41]. A critical ratio cmn is calculated between
the AUC and the standard error (SE) of AUC of the metrics m and n with the following
function:

cmn = AUCm − AUCn√
SEm

2 + SEn
2 − 2rSEmSEn

, (6.1)

where standard error [42] of each metric’s AUC are as follows:

√
AUC(1− AUC) + (N1 − 1)(AUC/Q1 − AUC2) + (N2 − 1)(Q2 − AUC2)

N1N2
, (6.2)

where N1 and N2 are the number of stimuli in each group in the ROC analysis (dif-
ferent/similar or better/worse). And Q1 and Q2 are

Q1 = AUC/(2− AUC),

Q2 = 2AUC2/(1 + AUC).
(6.3)

Finally, the probability of the difference between the AUC of two metrics m and n can
be determined as the cumulative distribution function of the cdb(cmn).

To determine the difference between correct classification percentages, the Krasula
model utilizes Fisher’s exact test[27]. Furthermore, it relies on Benjamini-Hochberg model [13]
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in the cases where more than two metrics are being evaluated to compensate for the type
I error propagation.

6.3 Conclusion

This chapter introduced the concepts and prior work related to the contributions made
in the following chapters regarding the objective quality evaluation of immersive multi-
media content. We first discussed the existing approaches on traditional image quality
assessment that allow us to build a relation between just noticeable differences and image
quality in Chapter 7. Moreover, we provided a brief overview of the previous work on light
field and point cloud quality assessment to set the ground for the proposed work on the
following chapters.

On another front, we discussed the existing methodologies for performance evaluation
of objective quality metrics. First, we introduced the commonly used correlation measures.
Furthermore, we introduced the Krasula method as a more suitable alternative methodol-
ogy for real life image quality assessment scenarios. Additionally, it has the benefit of the
ability to combine multiple datasets for evaluation which reduces the bias and increase
the reliability of evaluation. Ideally, raw subjective opinion scores are needed to utilize
Krasula method. If raw scores are not available, at least the standard deviation and num-
ber of observers information are needed along the MOS. In the following chapters, we will
utilize the Krasula method when it is possible. In other words, when the required infor-
mation is available in the dataset. In other cases we will use the recommended correlation
measures.
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Chapter 7

CAN JUST NOTICEABLE DIFFERENCES

BE USED TO UNDERSTAND QUALITY

RANGE

7.1 What is Just Noticeable Difference?

As discussed in the earlier parts of the thesis, subjective quality evaluation of images
commonly relies on collecting opinion scores from a set of observers. Then MOS can be
used to represent the image quality on a continuous scale. HVS, on the other hand, does
not perceive quality in a continuous fashion but rather as a staircase function. In other
words, small shifts on a continuous quality scale may not be perceived by the observer.

To this end, just noticeable difference (JND) provides a binary measurement to quan-
tify the perceptual differences between a given image pair. JND defines the minimum
amount of degradation required to be perceived by the observers, and it is constant for a
given content in a given viewing condition for a given observer.

We hypothesize that, for a given content, distortion type, viewing condition, and level
of distortion, the proportion of individuals with a JND threshold greater than the distor-
tion level is an indicator of the quality of the distorted image compared to the pristine
image.

7.2 JND-based Image Quality Datasets

The last decade brought a surge into JND-based image quality datasets. A non-
exhaustive list of publicly available datasets is given in Table 7.1. Although listed datasets
are collected via laboratory experiments, they provide a large amount of PVSs thanks to
the high number of QP levels of compression algorithms. All of the datasets use PC
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Table 7.1 – Non-exhaustive list of JND-based image/video quality datasets in the litera-
ture.

nb of SRC nb of PVS nb of Observations
MCL-JCI [54] 50 5000 30
VVC-JND [102] 202 7878 20
MCL-JCV [115] 30 1530 50
VideoSet [116] 220 44800 30
SIAT-JSSI [25] 10 3510 36
JND-Pano [72] 40 4000 25
QAD-HEVC [46] 40 2040 30

methodology to collect subjective annotations on the visibility of the compression arte-
facts of still images or videos.

MCL-JCI [54] dataset collects a set of JND points for 50 still images with JPEG
compression artefacts. The number of JND points collected per stimuli varies among
observers. A statistical approach later proposed to merge multiple JND levels into a
common JND step per SRC. The authors also provided raw subjective JND steps alongside
estimated JND steps.

VVC-JND [102] dataset relies on Versatile Video Coding (VVC) with QP values rang-
ing from 13 to 51 on 202 still images. PC methodology is used with a side-by-side presen-
tation of the stimuli to collect JND step information.

MCL-JCV [115] dataset collects multiple JND steps for 30 videos on compression
artefacts of H.264/AVC encoding algorithm with 51 QP levels.

VideoSet [116] dataset collected on 220 videos of 5 seconds length with varying spatial
resolutions (i.e., 4096 × 2160, 4096 × 1714, 3840 × 2160), frame rates (i.e., 60, 30, 24
fps.) and color formats (i.e., YUV444p, YUV422p, YUV420p). Although variations were
lowered in pre-processing stage, dataset provides a large number of SRC with wide range
of properties. H.264/AVC encoding is used to compress images with QP values ranging
between 8 and 47. 3 JND points were provided for each SRC.

JND-Pano [72] dataset contains panoramic still images with first JND levels of the
JPEG compression artefacts. Observers have equipped head-mounted displays with the
freedom of changing the field of view during the experiment.

QAD-HEVC [46] dataset contains 40 videos of 5 seconds length compressed with
HEVC encoder (51 QP levels). First, JND points were collected with binary-search fashion
proposed in MCL-JCI dataset[54].
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Figure 7.1 – 50 SRCs used in MCL-JCI [54] dataset.

7.2.1 MCL-JCI dataset

The proposed model (D-JNDQ, see section 7.3) is developed based on the first JND
step information provided in MCL-JCI [54] dataset. Therefore, before introducing the
model, we investigate the dataset in detail.

The dataset aims to measure the number of distinguishable quality levels among the
JPEG compression intensities (i.e., QP levels ranging from 1 to 100.). 50 SRCs (with
1920×1080px spatial resolution) were collected for this purpose from 10 different semantic
categories. Data collection was done in a laboratory environment with a 65” display with
a native resolution of 3840× 2160px. The viewing distance was set to 2 meters (1.6 times
the picture height). 30 unique observers provided a set of JND points for each SRC. In
total, more than 150 volunteers participated in the experiment, of which 10 of them were
experts in the field of image quality assessment.

JND step search is conducted consecutively. For a given SRC and a given observer,
a pristine image is used as the first anchor point in search of the first JND point. Once
the first JND step was determined, it was used as an anchor point for the second JND
step. This process continued until the search was terminated. To generalize, to find the
nth JND step (JNDn), (n− 1)th JND step (JNDn−1 ) was used as an anchor point.

JND step search was terminated in two cases. The first case is when the difference
in QP levels between two neighboring JND steps is equal to one. In other words, when
there is one QP level difference between JNDn−1 and JNDn. The second case is when the
observer finds a noticeable difference between the anchor point and kth QP level (QPk)
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Figure 7.2 – Diagram of the proposed model where IR/D indicates the input images, and
AR/D denotes the achromatic responses.

whereas cannot find a noticeable difference between the anchor point and the (k + 1)th

QP level (QPk+1).
Although the dataset provides a statistical methodology to merge multiple sets of

JND steps (acquired from 30 unique observers for each SRC) into a single JND staircase
function, we rely only on the raw first JND step information (first JND step per SRC per
observer) from the dataset. Therefore, we will not go into detail about the suggested post-
processing stage in the paper. Interested readers are recommended to refer to the original
paper[54]. Information regarding our proposed processing methodology of the first JND
steps is given in Section 7.3.4.

7.3 D-JNDQ : Learning Image Quality from JND

7.3.1 Model overview

HVS can mainly be split into four broad parts as the optical, retinal, lateral geniculate
nucleus, and visual cortex processing[29]. In the proposed framework, we simplify our
approach by dividing this complex process into two. We first use an existing Optical and
Retinal Pathway model to pre-process input images, i.e., the Optical and Retinal Pathway
proposed in HDR-VDP 2[74]. This module provides an estimation of the achromatic
responses for displayed images. Optical and Retinal processing of HVS highly affects the
visibility of distortions. Hence, including this module as a pre-processing tool simplifies
the similarity prediction. After acquiring achromatic responses of both the reference and
distorted images, the remaining task is to predict the similarity between the achromatic
responses inputs.

Regarding its proven success in visual similarity and pairwise ranking prediction tasks
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Figure 7.3 – Reference and distorted image (QP=17) with corresponding achromatic re-
sponses for SRC-7 in MCL-JCI[54]

.

[93], Siamese CNN was employed to predict the similarity between input pairs. In general,
Siamese networks are equipped with two or more identical networks with shared weights
to learn the embedding between a pair or triplet of input data.

The overall structure of the proposed model 1 is shown in Figure 7.2. All the achromatic
responses are acquired by pre-processing input RGB images with the optical and retinal
pathway model from HDR-VDP 2. Then, they are fed into the Siamese CNN to extract
their latent representation, i.e., feature vectors. Afterward, the pairwise distance between
outputted feature vectors is calculated to compute a similarity score. During training,
contrastive loss [40] is used between the predicted quality scores and the ground truth
dissimilarity scores acquired from MCL-JCI dataset [54].

7.3.2 Optical and retinal pathway model

Optical and Retinal Pathway is modeled as a combination of 4 sub-modules in the
HDR-VDP 2 [74]. The first module accounts for the light scattering that occurs in the
cornea, lens, and retina. It is defined by a modulation transfer function (MTF) esti-
mated via psychophysical studies. The second module calculates the probability of a

1. model available on: https:/github.com/kyillene/D-JNDQ
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photo-receptor sensing a photon at a corresponding wavelength. It outputs cone and rod
responses of the input image. The third module mimics the non-linear response to light of
the photo-receptors. It is modeled as a non-linear transducer function. The final module
converts the non-linear responses into joint cone and rod achromatic responses by simple
summation. An example of achromatic responses for a reference and distorted image from
the MCL-JCI dataset [54] is presented in Figure 7.3.

By incorporating Optical and Retinal Pathway into the pre-processing stage, the mask-
ing effects occurring at this stage of the visual pipeline could be well considered. By en-
hancing or masking the distortions visibility with existing knowledge in the domain, the
training complexity of the similarity network could be well simplified and accelerated.
Nevertheless, it enhances the generalization of the model for tackling unseen distortion
types and supra-threshold distortion values.

7.3.3 Siamese-Net for quality prediction

The Siamese network is utilized as a feature extractor without any fully connected lay-
ers. On top of this backbone, we directly compute the pairwise distances. This architecture
facilitates arbitrary input resolutions. We design our Siamese network from scratch. It is
consists of 5 convolutional layers with batch normalization, ReLu activation layers. To
reduce the spatial resolution, a stride of 2 was adapted for the first 4 convolutional layers.

For the last layer of the network, a sigmoid activation function is employed without
a stride. After flattening the output feature vector, they are then used to calculate the
similarity score between the reference and distorted images.

7.3.4 Dataset and training details

After experimenting on the MCL-JCI [54] dataset, it was observed that the task of
detecting the first JND steps (JND1 ) and following JND steps (JNDn, where n > 1) are
different. While identifying the JND1 , an observer tried to identify the difference between
the reference and distorted image. However, for the later JND steps, this task gradually
turned into a preference task, i.e., which stimulus is preferred compared to the other. More
specifically, instead of “at which QP level the distortion becomes visible”, the question
evolved into “at which QP level the distortion becomes more disturbing”. This observation
encourages us to utilize only the first JND point for labeling the training dataset.

For training the proposed model, we used MCL-JCI [54] dataset (for the introduction
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Figure 7.4 – Distribution of first JND steps for each SRC in the MCL-JCI dataset [54].

of the dataset, see Section 7.2.1). For a given SRC in the dataset, 30 unique observers
provided this information. Figure 7.4 shows the distribution of JND1 for each observer for
any given SRC in the dataset. Each point in the plot represents the QP levels (indicated
on the vertical axis) of the JND1 for a unique observer for a given SRC (indicated on the
horizontal axis). Yellow markers indicate the mean QP level for the JND1 for the given
SRC, whereas magenta markers indicate the estimated QP level for the JND1 based on
the methodology proposed in [54].

As can be observed from the figure, the perception of observers vary greatly. In other
words, QP levels corresponding to JND1 vary greatly among observers. Therefore, instead
of accumulating QP levels for JND1 from all observers into a single value, we merged
individual opinions into a staircase function defining the JND1 similar to [3, 67]. A given
SRCk and compressed image with QP level QPi were paired as Pk−i. A dissimilarity
score (dk−i, ranges in [0, 1]) was assigned to each pair Pk−i based on the percentage of
observers with QP levels beyond QPi corresponding to JND1 . In Figure 7.5, we present
the acquired dissimilarity scores as a heat map. Each SRC is represented in a row with QP
levels decreasing from left to right. Dissimilarity scores increase as the QP levels decrease.

After acquiring the dissimilarity score for each pair, as described in Section 7.3.2, each
SRC ( SRCk) and compressed images are converted into achromatic responses using the
Optical and Retinal Pathway model from HDR-VDP 2 [74]. The obtained achromatic
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Figure 7.5 – Dissimilarity scores acquired by using first JND steps of each observer in
MCL-JCI dataset[54]. Each row represents an SRC. Columns are ordered from the highest
QP level to the lowest, left to right.

responses share the same spatial resolution with input images. However, pixel values are
represented in a single channel, resulting in an array of size 1920× 1080× 1.

After pre-processing the dataset as described above, we conducted hyperparameter
tuning for the Siamese network. Contrastive loss [40] function was used with a batch size
of 32 during training. We found out that 0.03 learning rate with Adam optimizer provides
us the best convergence speed and lowest validation loss with the final network structure.
Finally, the Siamese network was trained for 100 epochs over the training dataset with
the optimal hyperparameters. We experimented with weight decay and regularization
terms during hyperparameter search; however, we observed no improvement in training
convergence or model accuracy.

7.4 Performance Evaluation

7.4.1 Evaluation on TID-2013 dataset

It is worth mentioning that our model was trained only on JPEG distortions with the
first JND. To prove the generalization of the proposed model on unseen distortions and
novel supra-threshold distortion levels, we conducted a cross-dataset evaluation on the
TID-2013 dataset [85]. TID-2013 dataset contains 24 different distortions, including but
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not limited to noise, blur, transmission error, compression distortions. They are catego-
rized into 6 overlapping groups. In total, there are 3000 distorted images with varying
distortion intensity and distortion types.

Correlation with MOS

We tested the model on all 3000 images without any pre-training. We used the scripts
provided by the authors to calculate the correlation between the predicted results and the
MOS. As such, correlation results are directly comparable with other metric correlations
acquired by the authors. Table 7.4.1 reports the SROCC values of the proposed model and
the other methodologies provided by [85]. The proposed model, i.e., D-JNDQ, provides
competitive results with the compared metrics in Noise, Actual and Simple categories and
provides better results in the New and Color category of distortions compared to other
evaluated metrics. The proposed model achieved the lowest performance on the subset
of the Exotic category. This is mainly due to the preferential nature of the distortions in
this category. Detecting the distortion plays a minimal role for distortions, such as local
block-wise distortion, since the distortions are visible at all levels with different variations
rather than different intensities. Therefore, we expected a poor prediction performance in
this category, which also reduces the overall correlation results.

Table 7.2 – SROCC values for selected metrics in TID-2013
Noise Actual Simple Exotic New Color Full

D-JNDQ 0.851 0.881 0.894 0.315 0.842 0.813 0.589
HDR-VDP 3 0.829 0.847 0.929 0.822 0.679 0.635 0.772
FSIM 0.897 0.911 0.949 0.844 0.649 0.565 0.801
FSIMc 0.902 0.915 0.947 0.841 0.788 0.755 0.851
PSNR 0.822 0.825 0.913 0.597 0.618 0.535 0.640
PSNRc 0.769 0.803 0.876 0.562 0.777 0.734 0.687
PSNRHA 0.923 0.938 0.953 0.825 0.701 0.632 0.819
SSIM 0.757 0.788 0.837 0.632 0.579 0.505 0.637
MSSSIM 0.873 0,887 0.905 0.841 0.631 0.566 0.787
VIFP 0.784 0.815 0.897 0.557 0.589 0.506 0.608

Evaluation with Krasula model

In addition to Spearman correlation evaluation, we also analyzed the performance
of identifying significant pairs. In this analysis, we have excluded the 4 distortion types
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Figure 7.6 – Metric performances on TID-2013 dataset [85] excluding part of the "Exotic"
category.

mentioned earlier (out of total 24 types) from the “Exotic“ category. We followed the
strategy proposed in [59] to stress out the performances of considered models. In Figure
7.6, the left sub-figure presents the area under curve (AUC) values for each metric at
identifying significant and non-significant pairs. Similarly, the right figure shows AUC
values for each metric in identifying better or worse image pairs, while the central figure
indicates the metric’s accuracy in distinguishing better or worse images in significant pairs.
Although there is no significant difference in many metric performances, the proposed
metric (D-JNDQ) has a competitive performance in identifying significant versus similar
pairs. For better/worse analysis, all metrics seem to perform well overall. D-JDNQ, HDR-
VDP 3, FSIM, and FSIMc have a significantly better performance than the rest of the
evaluated metrics in terms of AUC values. D-JNDQ, HDR-VDP 3, FSIMc, and PSNRc
have more than 98% accuracy on identifying whether a stimulus within a significant pair
is significantly better or worse than another.

7.4.2 Ablation study

Table 7.3 – SROCC values with and without pre-processing.
Noise Actual Simple Exotic New Color Full

A.R. Input 0.851 0.881 0.894 0.315 0.842 0.813 0.589
RGB Input 0.742 0.750 0.801 0.141 0.703 0.734 0.446

108



7.5. Conclusion

Table. 7.3 depicts the ablation study results. The best model parameters for each input
type were trained for the same amount of iterations. Results show that the model with
achromatic response input has a higher correlation with the MOS compared to the one
using RGB inputs.

7.5 Conclusion

We propose a learning-based metric, D-JNDQ trained using the first JND point in-
formation. The optical and retinal pathway model from HDR-VDP 2 is used as a pre-
processing module to improve the performance of the metric. Our experimental results
show that the metric is well generalized in quality assessment of various types of distor-
tions in both sub and suprathreshold intensities. It is demonstrated that the first JND
points provide rich information for image quality assessment. Additionally, the proposed
metric shows poor performance for certain distortion types, where the image quality task
is related to distortion preference rather than distortion visibility. Since we utilized a dis-
tortion visibility database to develop the metric, this is not a surprising outcome. We also
believe that the proposed approach can be extended on video quality evaluation tasks
following a similar recipe.
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Chapter 8

OBJECTIVE QUALITY ASSESSMENT OF

LIGHT FIELD CONTENT

This chapter is dedicated to the objective quality assessment of light field content.
Contributions in this chapter were previously published in two different peer-reviewed pa-
pers, at 2019 8th European Workshop on Visual Information Processing (EUVIP) [4] and
2020 IEEE International Conference on Multimedia Expo Workshops (ICMEW) [5]. The
paper titled "Investigating Epipolar Plane Image Representations for Objective Quality
Evaluation of Light Field Images" [4] received the Best Student Paper Award. Moreover,
we contributed to the IEEE P3333.1.4 standardization document for the quality evalua-
tion of light field content (currently in progress) with our findings.

Fig. 8.1 summarizes the organization of the chapter. After introducing the related
theoretical concepts, we answer the following questions:

— What are the characteristics of light field specific distortions?
— What makes Epipolar Plane Image representation suitable for objective quality

assessment of light field content?
Building on the acquired answers, a no-reference objective light field IQA metric is

proposed in the final section.

8.1 Theoretical Introduction

8.1.1 Light Field Representation and Visualization

Michael Faraday introduced the concept of the light field over a century ago in his
lecture titled "Thoughts on Ray Vibrations" [28]. In the last century, a 7D plenoptic
function was introduced to define the modern Light Field. It is described as below:

L7d = P (x, y, z, θ, φ, t, λ) (8.1)
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Figure 8.1 – Organization of the chapter. Gray boxes indicate the contributions corre-
sponding to represented sections.

which represents the light ray from any given point (x, y, z) in 3D space, to any direc-
tion (θ, φ) in 3D space for any given time t and wavelength λ. Although the 7D plenoptic
function has a comprehensive definition, it is not fully utilized in practical applications due
to the high dimensionality of the data. A practically more desirable version, 4D plenoptic
function, is introduced as a result. It represents each ray with 4 points defined on two
parallel planes. The coordinates are denoted with (u, v) for the image plane and (s, t) for
the camera plane.

Although the 4D plenoptic function simplifies the light field representation, it is still
difficult to imagine in a natural way. Considering that the 4D plenoptic function represents
the light field over two parallel planes, we can visualize it from the perspective of each
plane. "Lenslet array" visualizes the light field from the point of view of the image plane
(u, v). This allows us to represent the whole light field as a 2-dimensional image as a
collection of rays from different viewpoints from the camera plane (s, t) approaching to
image plane (u, v). Fig. 8.2.a provides an example of such visualization. Secondly, we
can imagine the camera plane (s, t) collecting the light rays emitted from the image
plane (u, v). This results in a 2-dimensional array of images. In this visualization, each
image in the 2-dimensional array is called a sub-aperture view. 9 sub-aperture views of a
sample light field are visualized in Fig. 8.2.b. In addition to the two perspectives described
above, the light field can be visualized as slices over sub-aperture views. By choosing one
dimension from the camera plane (s, t) and another dimension from the image plane (u, v),
we can represent the slices on (u, s) or (v, t) coordinates. Each slice is called an Epipolar
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Figure 8.2 – Alternative visualizations of a sample Light Field.

Plane Image (EPI). 2 EPI of a sample light field is visualized on Fig. 8.2.b with their
corresponding slices drawn over the sub-aperture views.

8.1.2 Light Field Processing

Acquiring a light field image is not straightforward as traditional photography since
the light field captures the light distribution at each location on the sensor. This can
be achieved by using multiple sensors simultaneously (i.e., camera array), using a single
sensor in a sequential manner (i.e., robotic arm), or specialized light field cameras which
rely on lenslet arrays located between the aperture and the camera sensor (i.e., plenop-
tic cameras). Generally, selecting the desired capturing methodology comes down to a
resolution trade-off between spatial, angular, and time dimension. In order to overcome
the limitations due to the trade-off between light field dimensions, super-resolution mod-
els are proposed. Although spatial and temporal super-resolution is widely researched for
traditional 2D images and videos, they have higher importance for light field imaging. Ad-
ditionally, angular super-resolution (i.e., view synthesis) models are developed specifically
for light field content.

The high dimensionality of the light field content also amplifies the importance of
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compression/transmission of content. While maintaining perceptual quality in spatial and
temporal domains like traditional 2D content, light field compression needs to ensure
consistency on the angular domain.

Processing tools from different stages of the light field imaging pipeline often alter
the perceptual quality of light field content. It makes the quality assessment of light field
content necessary to develop models which provide the most benefit while preserving the
perceptual quality of the processed light field.

8.2 Visibility of Light Field Specific Distortions on
Epipolar Plane Images

In order to correctly assess the impact of distortions on the perceived quality, one needs
to understand the nature of distortions. Without knowing what to measure, it is not pos-
sible to learn how to measure. This section first explores the light field specific distortions
before discussing EPI representation and its benefits in revealing such distortions.

8.2.1 Characteristics of light field specific distortions

Due to the immature stage of light field technology, domain specific distortions are
not fully understood and well established. A logical approach would be identifying the
type of distortions is considering its potential sources. Therefore, we can consider various
light field imaging pipeline stages, such as acquisition, transmission, reconstruction, and
display.

Transmission related distortions in light field imaging pipeline generally occur due
to lossy compression algorithms. Various light field quality datasets considered state of
the art compression algorithms to generate stimuli for quality evaluation.

Reconstruction related distortions occur due to algorithms used to increase the
density of sub-aperture views of light field content. While simple algorithms like linear
or nearest-neighbor interpolation can be used, sophisticated algorithms based on optical
flow or depth maps also exist. Recent light field quality datasets include such distortions
for stimuli generation.

Display related distortions are generally challenging to replicate since it requires spe-
cific use cases with a variety of sophisticated display options in hand. In the literature, only
display related distortion considered in the light field quality dataset is related to multi-
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Figure 8.3 – Sample EPI slices and their corresponding edge maps from FVV dataset
[97] a)Reference, b)3D-HEVC, c)Multi-View Video, d)HEVC Test Model, e)JPEG200,
f)Lossless edge depth coding, g) Color channel corrolation based coding, h)Z-LAR-RP

view auto-stereoscopic displays. To create such distortions, stimuli used in the dataset
were altered with varying levels of Gaussian blur in the angular domain.

Additionally, distortions related to the 2D image and video content might as well
appear in the light field imaging pipeline. Acquisition related distortions generally fall
into this category. On top of this, light field content captured with plenoptic cameras also
introduces vignetting around the surrounding sub-aperture views.

8.2.2 Visibility of Distortions on EPI Representations

A surface on a given object is called Lambertian if the light scatters the same from
any angle. This indicates a non-reflective and non-refractive property for the object. Such
objects appear as straight lines on EPI slices. Non-Lambertian surfaces such as glass, shiny
metal surfaces, etc., can overlap other lines in EPI slices. Therefore, even though we expect
a set of perfectly straight lines on EPI representations, we might end up with overlapping
lines, which may appear as distortions for simple algorithms. Therefore it is crucial to
understand the characteristics of light field related distortions and their appearance on
EPI representations.
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Figure 8.4 – Sample EPI slices and their corresponding edge maps from the MPI-LFA
dataset[1]. a)Reference, b)Depth map interpolation, c)Optical flow interpolation, d)Linear
interpolation, e)Nearest neighborhood interpolation

Fig. 8.3 presents the sample EPI slices from the FVV dataset [97] with their corre-
sponding edge maps acquired with Canny edge detection algorithm[15]. Fig. 8.3.a is the
sample EPI slice from the pristine reference image and its edge map. The rest of the EPI
slices corresponds to a particular distorted stimulus available in the dataset. Although
some are more visible on the sample EPI slices, we can observe a clear difference for each
distortion in comparison to the reference.

Similarly, EPI slices and their corresponding edge maps from the MPI-LFA dataset [1]
are presented in Fig. 8.4. Only 4 distortion types out of 7 from the dataset are visualized
along with the pristine reference. An immediate observation is that the nature of each
interpolation method is different, and they are all quite visible on the presented EPI slices.
Most importantly, EPI slices of pristine light field content are well structured and mainly
contain straight lines without breaks throughout the angular dimension. Most distortions
disturb such straight lines by shifting pixel values arbitrarily. Therefore quality metrics
that rely on structural features are promising candidates for light field quality evaluation
on EPIs.

Experiment 1 - Edge Detection on EPIs:
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Table 8.1 – NICE [92] metric performance with various edge detector algorithms in terms
of PCC on the MPI-LFA dataset[1].

PCC SROCC
Canny [15] 0.7145 0.6552
Sobel [104] 0.6457 0.5951
Prewitt [87] 0.6450 0.6038

Table 8.2 – Selected metric performances on EPI representations and sub-aperture views
in terms of PCC.

EPI View
MW-PSNR [94] 0.7698 0.7921
GMSD [121] 0.7410 0.6715
NICE [92] 0.5122 0.4310

For various distortion types in both datasets, we observe that the simple edge detection
algorithms emphasize the visibility of distortions on EPI slices. Three edge detection
algorithms have been investigated to select the best performing at revealing the structural
differences between the pristine reference and distorted stimuli. Natural Image Counter
Evaluation(NICE) metric is used for the experiment [92]. NICE predict the image quality
based on the difference between the edge map of the distorted and pristine reference.
Edge maps are first dilated with a plus-sign kernel, and then non-zero elements in the
XOR maps between the dilated edge maps are used to predict the final quality score. 2
source images were chosen from the MPI-LFA dataset [1] which provides 800 comparisons.
Even though it is far from the complete dataset, it provides insight into the edge detector
performances.

Table 8.1 presents the PCC and SROCC values between MOS values and predicted
quality scores for each edge detector when incorporated with NICE. Among the commonly
used edge detectors in the literature, we see that the Canny edge detector provides the
highest correlation with the subjective scores.

Experiment 2 - Sub-Aperture Views vs EPIs:
Based on the observations above, three different quality metrics are selected for the

experiment on FVV dataset [97]. Predicted quality scores are acquired by averaging over
sub-aperture views and EPI representations. Performance of each quality metric is eval-
uated with PCC values between the predicted quality scores and provided MOS. Results
are presented in Table 8.2. Both GMSD [121] and NICE [92] performs significantly better
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Figure 8.5 – General scheme of the proposed NR light field image quality metric

on EPI representations in comparison to sub-aperture views. The lower performance of
MW-PSNR [94] on EPI representations can be explained by the low spatial resolution
of the EPI slices since MW-PSNR can only use 2 scales of the morphological wavelet
decomposition instead 4 on sub-aperture views.

8.3 No-Reference Objective Quality Assessment
Metric for Light Field Images

Based on the previously discussed points above, a no-reference light field image quality
metric is proposed. It relies on quantifying the structure-related distortions within EPI
representations. On the one hand, Histogram of Oriented Gradient (HOG) descriptors are
used with a bag-of-words codebook to represent the overall structural statistics of EPI
slices. On the other hand, a Convolutional Sparse Coding (CDC) codebook is trained on
a carefully selected set of EPI patches with significant light field related distortions. Fig.
8.5 depicts the general structure of the proposed model.
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Figure 8.6 – Reference and Distorted EPI slices with corresponding HOG feature maps.

8.3.1 Histogram of Oriented Gradients based Bag of Words Model

2 EPI slices and their corresponding HOG maps are visualized in Fig. 8.6. Hog maps
contain feature blocks that indicate the direction of the magnitude with π/16 resolution.
The intensity of the white color in each direction indicates the magnitude of the gradient
for the corresponding direction. We can observe a clear difference between the HOG feature
blocks by comparing the HOG maps of pristine reference and distorted EPI slices. While
HOG feature blocks in the reference HOG map are consistent in direction and magnitude
along the diagonal lines, feature blocks in distorted HOG maps vary in direction and
magnitude.

Furthermore, EPI patches with size 24 × 24 px are analyzed. Fig. 8.7 visualized the
output of the analysis. Each column contains an EPI patch and its corresponding circular
histogram. Note that each histogram normalized within and magnitude of the gradients
are indicated with relative values on the left side of the circular plot. We can further
confirm that gradients in distorted EPI patches vary greatly when compared to reference
EPI patches.

Based on the discussion above, HOG is utilized to quantify distorted EPI patches in
the proposed model. EPI slices divided into 10 × 10 px blocks and HOG features are
calculated block-wise with 16 orientations that cover the [0, 360] degrees.

During training, extracted HOG features are used to train a BoW dictionary to acquire
a global HOG representation for a given EPI slice. With the BoW approach, image patches
are being clustered into different groups where each group belongs to a particular type of
structure.
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Figure 8.7 – Above, reference and distorted light field EPI patches. Below HOG directions
and magnitudes for each patch are plotted on circular histograms.

8.3.2 Convolutional Sparse Coding

Convolutional Sparse Coding (CSC) learns a sparse representation of an image by
convolutional filters. It has been shown that image quality assessment in the HVS also
adheres to the strategy of sparse coding [2, 80]. Based on this, CSC was utilized in the
proposed model for quantifying structure-related distortions.

For training, 1k candidate EPI patches (100×100 px) were collected from the MPI-LFA
dataset [1] which covers all six types of distortions of five levels of intensity. Furthermore,
360 patches among the initially selected 1k patches are selected by two experts based on
the agreement with visible structural distortions.

The following objective function is used to learn the dictionary on the collected EPI
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Figure 8.8 – Kernels learned using CSC.

patches:

min
D,Z

1
2‖y −

E∑
e=1

DeZe‖2
2 + α

E∑
e=1
‖Ze‖1

s.t. ‖De‖2
21 ∀e ∈ {1, ..., E}

(8.2)

Where y is an input image,De is the eth element of the CSC dictionary, Ze is the feature
map with respect to the kernel De, α is a parameter that balances the reconstruction
loss and the sparsity, E is the number of elements in the dictionary, and indicates the
convolution operation.

Collected EPI patches were divided into 30 batches, and one of the out-of-the-shelf
was applied to speed up the optimization calculations [114]. After training, 293 kernels
were acquired in total. Noisy kernels are discarded based on the energy [114]. In the end,
56 kernels were kept with 3 different sizes, as shown in Figure 8.8. It can be observed that
the kernels are well representative of various distortion characteristics.

Using the learned dictionary, for a given m×n EPI slice, it could then be represented
by a m×n×E tensor of feature maps ZEPI = [Z1; . . . ;Ze; . . . ;ZE], where each map Ze is
the response of using kernel De. With the feature maps, a CSC-based feature descriptor
fcsc could be then computed using as done in [68, 69]:

fcsc = (fact(Z1), . . . , fact(ZE)), (8.3)

where fact is defined as

fact(Ze) =
∑m
i=1

∑n
j=1 1(e(i, j) > ε)
m× n

, (8.4)
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Table 8.3 – Overall Performances on the MPI-LFA dataset [1]. Median values on the
validation set are reported for each measure across 1000 runs.

Metrics PCCm SROCCm RMSEm

PSNR 0.7830 0.8078 1.2697
SSIM [119] 0.7123 0.7027 1.4327
VIF [101] 0.7861 0.7843 1.2618
FSIM [129] 0.7679 0.7776 1.3075
MS-SSIM [117] 0.7518 0.7675 1.3461
IW-SSIM [118] 0.7966 0.8124 1.2340
BRISQUE [77] 0.7597 0.6724 1.1317
NFERM [39] 0.7451 0.6454 1.1036
MW-PSNR-reduced [95] 0.6757 0.7217 1.5048
MW-PSNR-full [94] 0.6770 0.7232 1.5023
BELIF [103] 0.9096 0.8854 0.7877
Proposed [5] 0.9005 0.8942 0.8916

ε is a threshold for selecting activated pixels. Function fact(·) aggregates the number
of pixels which are above the threshold ε in each sparse feature map Ze corresponding to
each kernel De. Intuitively, this function counts the number of pixels that are activated
by the corresponding kernel. In other words, since the kernels are trained to capture light
field specific artefacts, this process can be interpreted as the computation of certain types
of artifacts in the entire image and thus can be used to indicate perceived quality.

8.3.3 Quality Prediction

Learned kernels are then used as feature extractors along with the HOG feature de-
scriptors. Support Vector Regression (SVR) model is trained to predict the final quality
scores from extracted features with 1000-fold cross-validation. This procedure helps to
eliminate bias toward the training set.

8.3.4 Performance Evaluation

For the MPI-LFA dataset, the authors used the just objectionable differences(JOD)
as the scale. Zero(0) JOD score means having no quality difference, while negative values
indicate an observable quality difference. There are robust evaluation methods for image
quality metrics, such as the model proposed by Krasula et al[lucas]. Global correlation
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Table 8.4 – Performances of the ablative models using only HOG or CSC features in
comparison to the full model.

PCC SROCC RMSE
HOG 0.7845 0.7782 1.2690
CSC 0.8143 0.8088 1.1740
Both 0.9005 0.8942 0.8916

measures such as PCC, SCC do not consider the uncertainty in the subjective scores,
and objective metrics need to be mapped to the subjective quality experiment range. The
proposed approach by Krasula et al. resolves these problems. However, in order to use the
proposed evaluation methodology, we need to have access to statistical information about
the subjective test. if MOS scores, and not individual scores, are the only reported results
of subjective experiments, it is not enough to run such full comprehensive evaluation.
Unfortunately, MPI-LFA dataset does not provide enough statistical information about
the results rather than the JOD scores, we utilized the cross-validation methodology for
the evaluation of the proposed model

The model’s performance was evaluated with global correlation measures such as PCC,
SROCC, and RMSE with 1000-fold cross-validation. The dataset was randomly split into
two disjoint sets at each fold as 80% for training and 20% for validation, and PCC,
SROCC, and RMSE are calculated between the predicted quality scores and the subjective
opinions.

Median values of PCC (PCCm), SROCC (SROCCm) and RMSE (RMSEm) across
1000 folds are reported in Table 8.3. Performance of the several 2D FR image quality
metrics, 2D NR image quality metrics, multi-view, and light field metrics were compared
to the proposed metric. As observed, the proposed metric outperforms the traditional 2D
and 3D metrics and achieves competitive performance compared to the state-of-the-art
light field quality metric [103].

Ablation Study:

is necessary to ensure the contribution of each set of features (i.e., CSC and HOG)
in the model. Results are shown in Table 8.4 in terms of PCC, SROCC and RMSE. The
model trained with only CSC features outperforms the model with HOG features alone,
but the difference in performance is not significant. When both feature extractors are
used, a significant improvement in the model performance is observed.
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8.4 Conclusion

In this chapter, we investigated the characteristics of light field related distortions. We
further demonstrated the visibility of such distortions on the EPI representations. Simple
structural metrics were shown to perform better on EPI representations compared to sub-
aperture views. Based on our findings, we developed a no-reference image quality metric
that relies on two different structural measures to quantify the distortions on the EPIs.
The proposed metric has competitive performance on the popular MPI-LFA dataset.
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Chapter 9

QUALITY EVALUATION OF VOLUMETRIC

VIDEO CONTENT

This chapter is dedicated to the quality evaluation of volumetric video (VV) content.
We investigate the influence of the temporal sub-sampling rate and sampling methodolo-
gies on the performance of objective VV quality metrics. Our findings presented in this
chapter were previously published [8] at Picture Coding Symposium 2021 (PCS 2021)
as part of our collaboration with Emin Zerman and Aljosa Smolic from Trinity College
Dublin.

After a brief introduction of VV content and its applications in Section 9.1, we de-
scribe the vsenseVVDB2 volumetric video quality dataset [125] in Section 9.2. Influence of
temporal sub-sampling rates on the objective quality evaluation of VVs are investigated in
Section 9.3.4 whereas the impact of temporal pooling methodologies is investigated in Sec-
tion 9.3.5. Combined effect off temporal sub-sampling rate and sampling methodologies
is investigated in Section 9.3.6 before concluding the chapter in Section 9.4.

9.1 Volumetric Video

Volumetric video is a relatively new form of the immersive media type. The difference
between static 3D models and VV content is rather trivial. VV contents are dynamic,
i.e., they include the temporal changes of the 3D model within the captured time frame.
VVs are usually represented as meshes or point clouds. Meshes contain vertices, edges
that connect vertices, and texture maps for color and transparency information. On the
other hand, point clouds contain vertices but do not contain any connectivity information
between vertices. Color related information is stored individually for each point. The
absence of connectivity relation between points in point cloud representations allows more
straightforward storage and compression scheme. An example of structural differences
between meshes and point clouds is given in Figure 9.1. Although there are structural
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Figure 9.1 – Mesh and Point Cloud representation examples. Images are taken from vsen-
seVVDB2 dataset[125]

differences between the two representations, renderings can be quite similar.
Volumetric video is often captured with a set of cameras surrounding the content being

captured. Captured video sequences were used to reconstruct the 3D model. The acquired
dynamic model is ideal for integrating into augmented reality (AR) or virtual reality (VR)
applications. Possible usage covers a wide range of applications from entertainment to
education. With the advance of capturing technologies and increased interest in research
and industry, VV attracts undeniable attention from researchers. Point cloud compression
became a hot topic for researchers in communities such as MPEG [99]. Subjective quality
evaluation of VV also gained attention in the community[125].

9.2 Volumetric Video Quality Dataset: vsenseVVDB2

In this section, we introduce the V-SENSE volumetric video quality dataset (vsen-
seVVDB2)[125] which we rely on for the remaining of the chapter. Therefore, the ex-
planations regarding the dataset are as detailed as possible to ensure the clarity of the
contributions in the rest of the chapter. Interested readers are recommended to refer to
the original paper[125] for more details.

vsenseVVDB2 dataset contains eight different volumetric videos in total. Four of these
VVs are acquired by the authors and referred to as V-SENSE in the Table ??. The remain-
ing four VVs were taken from the publicly available 8i voxelized point cloud volumetric
video dataset (8iVFB v2)[20]. VVs from V-SENSE include both mesh and point cloud
representations, whereas VVs from 8i only contain point clouds. Both datasets contain
only full-body human contents. Initial frames of each VV can be seen in Figure 9.2. The
number of vertices for meshes and the number of points for point clouds are displayed
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Figure 9.2 – Visualization of the initial frames from vsenseVVDB2 dataset. Number of
vertices (v) for meshes and number of points (p) for point clouds are given below each
stimuli.

below the name of each stimulus. All VVs contains 300 frames and are 10 second long (30
fps).

Perceived quality of the compression artefacts are evaluated on the collected VVs.
Google Draco [32] encoder is used for meshes. Mesh textures are compressed with JPEG.
From MPEG standardisation efforts [99], G-PCC and V-PCC is used for point cloud
compression. G-PCC encoder is used with region-adaptive hierarchical transform whereas
V-PCC encoder is used with all-intra and random-access modes. Details regarding to
parameters of each encoder are given in Table 9.2. QP and QT are the quantisation
parameters for Draco encoder and JPEG indicates the QP level of JPEG compression.
depth, level and colSt(colorstepsize) are parameters for G-PCC encoder whereas geoQP
and texQP are the V-PCC quantisation parameters for geometry and texture respectively.

Experiment conditions were set according to ITU recommendations[51]. 23 partici-
pants were recruited for the study. A unique VV (different than the eight stimuli included
in the dataset) is used with V-PCC compression artefacts for the training session. ACR
methodology (see Chapter 1.1.2 for more details) was adopted as experiment procedure.
Stimuli were presented to observers as 10 seconds video renderings on a 24 ” LCD display.
Collected ratings, then converted to MOS/DMOS scores as needed.
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Table 9.1 – Summary of encoder parameters utilized in vsenseVVDB2 dataset [125].
Compression
Methods

Quality Levels
R1 R2 R3 R4 R5 R6

Draco
+JPEG

QP 8 10 10 12 12 12
QT 6 10 10 10 12 12
JPEG 0 0 5 10 30 55

G-PCC
depth 10 10 10 10 10 10
level 6 7 7 7 8 10
colSt 64 32 16 8 4 1

V-PCC GeoOP 32 28 24 29 16 -
texQP 42 37 32 27 22 -

9.3 Influence of Temporal Sampling on Objective Qual-
ity Evaluation

One of the challenges to the quality evaluation of VV content is the high dimensionality
of the data. Although there are not many metrics designed particularly for VV content,
point, and point&color based metrics are often used for objective quality evaluation of VV
content. Additionally, VV content can be rendered as videos, and traditional image-based
quality metrics can be utilized on rendered views. However, the high dimensionality of
the VV content makes these approaches time-consuming to utilize for computationally
demanding tasks (e.g., optimization of compression algorithms). Therefore in this work,
we seek to answer the following question:

"Can we speed up metric computation for VV quality assessment without sacrificing
the accuracy?"

In particular, we explore the possibility of reducing the temporal dimensionality of
the VV content. To do so, we uniformly sub-sample (reducing the frame rate) of the VV
content and investigate the effect on objective quality metric performances. An example
of a uniform sub-sampling is visualized on Figure 9.3.

Moreover, we also analyze the effect of temporal pooling methods on the accuracy of
objective quality metrics. Various temporal pooling methods have been proposed in the
video quality domain to increase the prediction accuracy and speed up calculations[113,
100]. Benchmark study of pooling methods on blind video quality evaluation concluded
that pooling on video quality evaluation is content dependent, and an ensemble approach
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Figure 9.3 – Visualization of an example uniform temporal sub-sampling scheme, where
the sampled frames are shown in color while others are shown in black& white

could improve the results[113]. Another study suggests that arithmetic pooling (i.e., taking
the mean of quality predictions of individual frames) works better than sophisticated
pooling methods for sequences of length in the order of minutes[100]. To the best of our
knowledge, these questions are unanswered for VV content.

Finally, we explore the combined effect of temporal sub-sampling and pooling methods
on the objective quality metrics. The results of these experiments provide insight for
speeding up the objective quality evaluation of VV content.

9.3.1 Temporal pooling methods

Temporal pooling methods considered in our experimentation are summarized in Table
9.2. Given formulas use common notations. qi is the estimated quality score of ith frame
in the video. i ranges from 1 to N , where N indicates the last frame of the video. Finally,
the quality score of the video is denoted as Q.

Arithmetic mean is calculated as the mean value of quality scores across frames within
the VV. Harmonic mean uses a similar definition with a negative exponent to have a
higher impact on frames with lower quality. Minkowski mean is a generalized version
of the arithmetic and harmonic mean with an adjustable parameter. When p = 1 and
p = −1, Minkowski mean provides the same results with arithmetic and harmonic means,
respectively.

VQ pooling is proposed as an adaptive spatio-temporal pooling strategy[81]. We only
use the temporal pooling part as suggested in [113]. Concretely, quality scores of all frames
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Table 9.2 – Definitions and selected parameters for pooling methods.
Pooling method Formula Parameter

Arithmetic mean Q = 1
N

N∑
i=1

qi -

Harmonic mean Q =
(

1
N

N∑
i=1

q−1
i

)−1

-

Minkowski mean Q =
(

1
N

N∑
i=1

qpi

)1/p

p = 2

VQ pooling [81] Q =
∑
i∈GL

qi + w ·∑i∈GH
qi

|GL|+ w · |GH |
, w =

(
1− ML

MH

)2
-

Percentile pooling [113] Q = 1
|Plow|

∑
i∈Plow

qi Percentile = 10%

Primacy pooling [79] Q =
N∑
i=1

wiqi, wi = exp(−αi)∑L

j=1 exp(−αj)
, 0 ≤ i ≤ L L = 360, α = 0.01

Recency pooling [79] Q =
N∑
i=1

wiqi, wi = exp(−α(L−i))∑L

j=1 exp(−α(L−j))
, 0 ≤ i ≤ L L = 360, α = 0.01

are clustered with the K-means clustering algorithm into two groups: lower quality (GL)
and higher quality(GH) frames. Afterwards, final quality score is calculated with the
formula given in Table 9.2 where |GL| and |GH | is the cardinality of respective clusters.
ML and MH is the mean value of clustered scores.

Percentile pooling is proposed based on the phenomenon that the observer opinions
are affected more by the worse frames of the video content[113]. Table 9.3 expresses the
formula used for percentile pooling where Plow indicates the frames that are in the lower
10% percentile.

Primacy pooling [79] takes advantage of the tendency of observers, where the beginning
of the video has a higher impact on the final quality. Conversely, recency pooling [79] cap-
tures the opposite behavior, where observers tend to remember the last part of the video
while evaluating the video quality. An adjustable parameter α can be used to increase the
intensity of these phenomenons.

9.3.2 Temporal sub-sampling rates

Each VV sequence in vsenseVVDB2 is of 10 seconds in length with 300 frames. In
other words frame rate of the videos is 30 (fps). In order to sub-sample the videos, for a
frame-rate k, we took the first frame among 30/k frames and skipped the rest. To ensure a
uniform sub-sample with first and last frame of each VV content in evaluation, we choose
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the divisor k ∈ K = {1, 2, 3, 5, 6, 10, 15, 30}.

9.3.3 Selected objective quality metrics

In total, 30 quality metrics are used in this work, where 11 are image-based, and the
remaining 19 are point-based metrics. We can further divide the point-based metrics into
two categories as point and point&color based metrics.

Image-based metrics

As widely used metrics, peak signal to noise ratio (PSNR) and structural similarity in-
dex (SSIM) [119] are included in the experiments. They are both FR metrics. While PSNR
is based on pixel value differences between the two compared images, SSIM compares the
two images in terms of luminance, contrast, and structure.

MP-PSNR[96] is another FR metric included in our experimentation. It is based on
multi-scale pyramid decomposition. Mean square error (MSE) quantifies the intensity of
the distortions between the reference and distorted images. Similarly, MW-PSNR [94]
was proposed based on morphological wavelet decomposition. MSE between multi-scale
wavelet bands of reference and the distorted image is used to calculate the final image
quality. RR versions of both metrics later introduced in [95] which utilizes only detailed
features of the reference image from higher scales of the decomposition pyramids.

EM-IQM [70] was proposed to evaluate the depth-based image rendering (DIBR) re-
lated distortions. It measures the structural deformations between the reference and dis-
torted images based on an elastic metric working on the curves. Analogously, SI-IQM[71]
was proposed to evaluate the structural distortions between reference and distorted images
from a higher semantic level.

NIQSV [109] estimates the image quality by quantifying the non-smooth regions via
morphological operations. It was later extended to NIQSV+[110] by incorporating an in-
dicator for dis-occluded areas. Finally, a learning-based NR image quality metric APT [37]
is also included in the experiment.

Point-based metrics

Point-based metrics considered in this work are based on three main approaches from
the literature: point-to-point [76], point-to-plane [108] and plane-to-plane [9]. The plane
is defined by the normal vector of the point. In the cases where point normals are not
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Figure 9.4 – 95% percentile range and the median values of the selected metric scores for
5 levels of V-PCC coding at different frame rates for AxeGuy stimuli

known, Matlab’s "pcnormals" function was used. Geometry metrics are computed using
either root mean square (RMS), mean square error (MSE), or Hausdorff distances to
quantify the differences between reference and compressed point clouds. Pooling of the
quantitative differences between points is done with either minimum, mean or median
functions.

In addition, differences in color information can be utilized to quantify visual quality.
For this, MSE or PSNR is calculated from the differences between corresponding points’
assigned color values. These color metrics may operate on Y, U, and V color channels.

9.3.4 Impact of temporal sub-sampling rate

A straightforward way of speeding up the computation of VV quality assessment is
by reducing temporal sampling frequency. In order to understand the effect of reducing
temporal sampling frequency on the accuracy of objective quality metrics, we uniformly
sub-sampled the volumetric videos from vsenseVVDB2 [125] dataset (see Section 9.2) with
8 different temporal frequencies (see Section 9.3.2).

We initially examined the effect of the sub-sampling rate on the estimated quality
scores. Figure 9.4 visualizes the result of this analysis. 4 metrics were selected for this
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Figure 9.5 – Each line represents the median metric score that changes over 8 temporal
sampling frequencies for a compression type/level over the “AxeGuy" source content. X
axis is the fps value for each temporal sampling frequency. Y axis is the metric scores
normalized for each metric individually.
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analysis, 2 higher-performing metrics: Color-Y and SSIM, and 2 lower-performing met-
rics: EM-IQM and p2plane-Haus. The horizontal axis in each plot is the temporal sampling
frequency (fps), and the vertical axis is the predicted quality score for each metric. Each
line corresponds to the stimuli “AxeGuy” compressed with V-PCC coding [99] at a certain
level. 95% percentile ranges for each stimulus are also indicated around the correspond-
ing lines. We observe that for higher-performing metrics (Color-Y, SSIM), the range of
the metric score does not change along with the temporal sampling frequency. On the
other hand, lower-performing metrics (EM-IQM, p2plane-Haus) fluctuate with the varied
temporal sampling frequency.

Table 9.3 – SROCC values between metric scores and DMOS for different temporal sam-
pling rates with arithmetic mean.

1-fps 2-fps 3-fps 5-fps 6-fps 10-fps 15-fps 30-fps
MP-PSNR-FR 0.5767 0.4569 0.5127 0.4611 0.4368 0.4051 0.4308 0.4740
MP-PSNR-RR 0.6552 0.6392 0.6337 0.6285 0.6289 0.6323 0.6290 0.6275
MW-PSNR-FR 0.6055 0.6125 0.6132 0.6073 0.6128 0.6130 0.6095 0.6084
MW-PSNR-RR 0.6325 0.6319 0.6392 0.6303 0.6412 0.6341 0.6304 0.6317
PSNR 0.7404 0.7404 0.7422 0.7379 0.7384 0.7407 0.7405 0.7415
SSIM 0.8544 0.8538 0.8533 0.8509 0.8535 0.8529 0.8518 0.8531
NIQSV 0.0610 0.2051 0.1222 0.1080 0.2360 0.2451 0.1130 0.0728
NIQSV+ 0.1934 0.1975 0.2038 0.2167 0.2066 0.2028 0.2129 0.2021
APT 0.1156 0.1253 0.1366 0.1336 0.1471 0.0500 0.0634 0.1000
EM-IQM 0.3259 0.3678 0.4231 0.4366 0.4793 0.4462 0.4519 0.4436
SI-IQM 0.8459 0.8386 0.8374 0.8385 0.8380 0.8378 0.8394 0.8374
Color-Y 0.7900 0.7891 0.7815 0.7803 0.7809 0.7799 0.7810 0.7818
Color-Y-PSNR 0.7884 0.7882 0.7799 0.7790 0.7798 0.7799 0.7801 0.7811
Color-U 0.4804 0.4780 0.4799 0.4798 0.4761 0.4772 0.4799 0.4772
Color-U-PSNR 0.4834 0.4800 0.4829 0.4842 0.4802 0.4808 0.4837 0.4807
Color-V 0.4718 0.4664 0.4714 0.4713 0.4661 0.4658 0.4713 0.4658
Color-V-PSNR 0.4717 0.4654 0.4711 0.4710 0.4600 0.4643 0.4712 0.4511
p2point-Haus 0.2793 0.2771 0.2733 0.3316 0.2814 0.2554 0.2935 0.2793
p2point-Haus-PSNR 0.5641 0.5819 0.6000 0.6027 0.6056 0.6045 0.6066 0.6099
p2point-RMS 0.8673 0.8692 0.8694 0.8683 0.8692 0.8671 0.8655 0.8665
p2point-RMS-PSNR 0.7731 0.7991 0.7798 0.7834 0.7814 0.7826 0.7800 0.7704
p2plane-Haus 0.0593 0.1152 0.1220 0.0759 0.1292 0.0781 0.1856 0.1682
p2plane-Haus-PSNR 0.1406 0.1664 0.1403 0.1382 0.1296 0.1460 0.1307 0.1453
p2plane-RMS 0.3677 0.3648 0.3655 0.3666 0.3653 0.3665 0.3620 0.3647
p2plane-RMS-PSNR 0.8426 0.8433 0.8367 0.8363 0.4515 0.8392 0.8376 0.8363
pl2plane-MSE 0.3928 0.3723 0.3717 0.3722 0.3730 0.3651 0.3718 0.3655
pl2plane-RMS 0.3928 0.3739 0.3718 0.3726 0.3730 0.3725 0.3715 0.3726
pl2plane-Mean 0.3340 0.3315 0.3295 0.3297 0.3302 0.3294 0.3290 0.3339
pl2plane-Median 0.3340 0.3315 0.3295 0.3297 0.3302 0.3294 0.3290 0.3339
pl2plane-Min 0.1494 -0.0333 0.1010 0.1089 0.1025 0.0354 0.0177 -0.0009
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Similarly, Figure 9.5 presents all the median metric scores for 16 different compressed
versions of “AxeGuy” content. It can be observed that the majority of the metric scores
are not affected by temporal sampling frequency. With these observations, we evaluated
the metric performances expecting a non-significant difference in higher performing metric
performances for various temporal sampling frequency. Table 9.3 presents the PCC values
for each metric under different temporal sampling frequencies. It could be observed that
metrics with higher performance (with SROCC values higher than 0.5) have insignificant
performance differences with varied temporal sampling frequencies. Although the conclu-
sion is the same as in terms of SROCC, we additionally provide the PCC and RMSE
values in the supplementary material 1 of our publication [8] or in Annexes.

9.3.5 Impact of temporal pooling method

Similarly, to analyze the impact of temporal pooling methods on objective quality
metrics, we first plot the estimated metric score differences at 30 fps versus the DMOS
scores in Figure 9.6. The horizontal axis in each plot is the metric score, while the vertical
axis is the DMOS for each stimulus. Again 4 metrics were selected for this analysis as
2 higher-performing (SSIM, Color-Y) and 2 lower-performing (EM-IQM, p2plane-Haus).
Each row of scatter plots corresponds to a certain metric indicated on the left, while
each column of scatter plots corresponds to a certain pooling method indicated above.
As shown in the 1st and 2nd rows (i.e., higher-performing metrics: SSIM and Color-Y),
the distributions of the data points do not differ from each other significantly. On the
contrary, 3rd and 4th rows (i.e., lower-performing metrics: EM-IQM and p2plane-Haus)
shows a high variance across different temporal pooling methods.

Considering the minimal change in metric scores with varying temporal pooling meth-
ods, we do not expect a significant difference in metric performances. Table 9.4 presents
the performances of each metric with different pooling methods in terms of SROCC. In
the table, it can be clearly observed that the change of temporal pooling method does
not have a significant impact on higher-performing metrics (metrics with SROCC val-
ues higher than 0.5). Although the conclusion is the same as in terms of SROCC, we
additionally provide the PCC and RMSE values in the supplementary material 2 of our
publication [8] or in Annexes.

1. "https://hal.archives-ouvertes.fr/hal-03206240"
2. "https://hal.archives-ouvertes.fr/hal-03206240"
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Figure 9.6 – Scatter plots of objective scores predicted by selected quality metrics versus
the DMOS scores. Each column corresponds to a certain pooling method indicated above.
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9.3. Influence of Temporal Sampling on Objective Quality Evaluation

Table 9.4 – SROCC values between metric scores and DMOS for different pooling methods
with 30 fps.

Arithmetic
mean

Harmonic
mean

Minkowski
mean

Percentile
pooling

Primacy
pooling

Recency
pooling

VQ
Pooling

MP-PSNR-FR 0.4740 0.6489 0.4502 0.4962 0.4876 0.4504 0.7392
MP-PSNR-RR 0.6275 0.6194 0.6336 0.4967 0.6394 0.6337 0.6978
MW-PSNR-FR 0.6084 0.6045 0.6116 0.5079 0.6182 0.6153 0.6640
MW-PSNR-RR 0.6317 0.6236 0.6347 0.5098 0.6440 0.6322 0.6701
PSNR 0.7415 0.7404 0.7416 0.7253 0.7376 0.7476 0.7370
SSIM 0.8531 0.8532 0.8531 0.8649 0.8511 0.8522 0.8955
NIQSV 0.0728 0.1011 0.2371 0.1577 0.2517 0.1064 0.1018
NIQSV+ 0.2021 0.2021 0.2075 0.2136 0.2387 0.2006 0.2720
APT 0.1000 0.0568 0.1220 0.0950 0.1567 0.1445 0.0114
EM-IQM 0.4436 0.5293 0.4731 0.4233 0.4272 0.3956 0.2045
SI-IQM 0.8374 0.8384 0.8372 0.8377 0.8422 0.8343 0.8291
Color-Y 0.7818 0.7789 0.7791 0.7807 0.7821 0.7800 0.7607
Color-Y-PSNR 0.7811 0.7817 0.7807 0.7654 0.7842 0.7786 0.7649
Color-U 0.4772 0.4806 0.4760 0.4910 0.4763 0.4805 0.5007
Color-U-PSNR 0.4807 0.4792 0.4808 0.4588 0.4781 0.4799 0.4855
Color-V 0.4658 0.4684 0.4649 0.4727 0.4690 0.4658 0.4813
Color-V-PSNR 0.4511 0.4672 0.4678 0.4512 0.4702 0.4663 0.4711
p2point-Haus 0.2793 0.3461 -0.1189 0.3091 0.2566 0.2012 -
p2point-Haus-PSNR 0.6099 0.5377 0.3821 0.5123 0.5890 0.6158 -
p2point-RMS 0.8665 0.8635 0.8575 0.8579 0.8633 0.8651 0.8615
p2point-RMS-PSNR 0.7704 0.7903 0.7606 0.8397 0.7773 0.7658 0.6765
p2plane-Haus 0.1682 0.0091 -0.0307 0.2386 0.1820 0.1148 -
p2plane-Haus-PSNR 0.1453 0.1360 0.1735 0.0992 0.1527 0.1358 0.1797
p2plane-RMS 0.3647 0.3632 0.3579 0.3655 0.3603 0.3639 0.3695
p2plane-RMS-PSNR 0.8363 0.8321 0.5636 0.7949 0.8428 0.8285 0.8644
pl2plane-MSE 0.3655 0.3726 0.3728 0.2799 0.3613 0.3752 0.3388
pl2plane-RMS 0.3726 0.3726 0.3726 0.3294 0.3670 0.3755 0.3116
pl2plane-Mean 0.3339 0.3286 0.3285 0.3082 0.3392 0.3283 0.3080
pl2plane-Median 0.3339 0.3286 0.3285 0.3082 0.3392 0.3283 0.3080
pl2plane-Min -0.0009 0.1073 0.0169 0.1460 0.0420 0.0447 0.0245

9.3.6 Combined effect of temporal sub-sampling and pooling
methods

This section analyzes the combined effect of temporal sub-sampling rate and pooling
methods on VV objective quality assessment. Figure 9.7 presents the performance of
objective quality metrics in terms of SROCC. Each row corresponds to a different metric,
and the order of the metrics is the same as the order in rows of Table 9.3 and Table 9.4.
Each column shows a different combination of temporal sub-sampling rate and temporal
pooling method. Columns are divided into groups of 8, with increasing fps from left to
right as indicated at the top. Each group of columns corresponds to a certain temporal
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Figure 9.7 – The effect of both temporal sub-sampling rate and temporal pooling on the
performance of the metric in terms of SROCC.

pooling method indicated below. The color of each cell depends on the SROCC values, as
shown on the right.

It can be observed that no patterns are emerging from the combined analysis. Although
some pooling methods help obtain better correlation results for some metrics, we do not
observe a categorical preference among pooling methods. Similarly, the effect of temporal
sub-sampling rate on the pooling methods is somewhat arbitrary, and increasing sub-
sampling rate does not necessarily increase the metric accuracy for a given pooling method.

9.4 Conclusion

In this study, we conducted comprehensive experiments with 30 different metrics to
investigate the effect of temporal sub-sampling and temporal pooling methods on the
accuracy of volumetric video quality assessment. First, we investigated the effect of the
temporal sampling rate. Our findings indicate that, even by sub-sampling the frame rate
to 1 fps, metric scores and the metrics’ performances do not show a significant difference
compared to the full frame rate, i.e., 30 fps. In our experiment with different temporal
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9.4. Conclusion

pooling methods, we observed that better performances were achieved for image-based
metrics by using the VQ-Pooling. We did not observe any categorical preference for color
and point-based metrics among the tested temporal pooling methods.

Results show the temporal sub-sampling has minimal effect on metrics’ correlations
with ground truth subjective scores. This observation indicates that compression artifacts
affect the perceived quality of the volumetric video uniformly in time. Our findings suggest
that with no significant loss in the accuracy of both types of objective quality metrics,
calculations can be sped up to 30 times for stimuli with point cloud compression artifacts.
It should be noted that further research is required to further extend current conclusions
for other types of distortions.

Each considered pooling method has a different priority for the temporal dimension.
In our experiments, we observed minimal changes in metric performances with different
pooling methods. Similar to the sub-sampling experiments, this indicates the uniform
impact of the point cloud compression artifacts on perceived quality.

Our results provide insight regarding performances of various objective metrics for
quality evaluation of point cloud compression algorithms on volumetric videos. Addition-
ally, we provide statistical analysis for temporal pooling method selection for each metric.
Finally, we show that the objective evaluation of the point cloud compression is minimally
affected by the temporal sub-sampling rate, which allows the community to increase the
computation efficiency of objective quality evaluation without sacrificing accuracy.
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CONCLUSION & PERSPECTIVE

As we see in the thesis, a number of contributions has been made covering both sub-
jective and objective image quality assessment. To conclude the thesis, we will summarize
our contributions around two main perspectives.

Subjective experiments to assess image quality is crucial for delivering a hyper-realistic
user experience. Although standards and recommendations for subjective image quality
assessment have been well established over the last few decades, new media formats bring
additional concerns that are not well covered by the existing standards. Furthermore, for
an extended period, pandemic conditions made it impossible to conduct such experiments
within laboratory environments as it was traditionally done. Consequently, transferring
laboratory experiments to crowdsourcing platforms gained urgent attention. This transi-
tion creates many challenges which previously were not a concern. Ultimately, like many
other, we found ourselves asking the question:

Is crowdsourcing a viable solution for image quality assessment?
We investigated this question in detail at the first part of the thesis. Note that despite

the use-case being tone mapped image quality evaluation, our findings shall be extended
to a number of QoE scenarios. To this end, we conducted several studies including a large-
scale experiment with 3500 participants. Our findings indicate that through appropriate
experimental design and proper screening tools, crowdsourcing provides immense value
for image quality domain. It brings marginal gains to the data-driven research.

An important factor in the success of transitioning from the laboratory to crowd was
surely the experiment design. Reducing the load on the observer by splitting experiment
into smaller chunks increased the reliability of the subjective annotations. Furthermore,
relying on pairwise comparison rather than a rating task surely simplified the task for
naive viewers with lower attention span.

Simplifying the task is not the only reason why we utilized pairwise comparison in
our subjective studies. As discussed earlier, pairwise comparison is a more natural task
for observers in terms of image quality evaluation. It does not rely on the understanding
of a quality range (i.e., the expectations of good/bad image quality) for the observer by
simply asking for a comparison between two alternatives. This brings us to the next main
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point we emphasised during the thesis.
Image quality does not lie on a continuous scale
HVS surely does not perceive the image quality as continuous but rather as a staircase

function. In other words, we cannot perceive every small change in quality. This fact can
be utilized in many aspects of image quality assessment. In experiment design this makes
us better at pairwise comparison rather than direct rating. In the case of objective quality
metrics, A-B comparison paradigm creates a valuable assessment scenario for real-life
applications. In evaluation, alternative methodologies rely on significant difference rather
than traditional correlation measures.

In this thesis, we utilized this knowledge and we made our contributions considering
this fact. We demonstrated that an objective quality metric developed on first JND step
information are capable of generalization to unseen distortions and supra-threshold level
impairments. For transferring laboratory experiments to crowdsourcing, pairwise compar-
ison design provides a more reliable data collection. Due to limited information shared
in publicly available datasets, robust evaluation scenarios, such Krasula model, may not
be utilized. In RV-TMO dataset, as an effort to enable and promote robust evaluation
of objective quality metric performances, we released the raw scores as well as required
scripts for the evaluation.
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ANNEXES

Table 9.5 – PCC values between metric scores and DMOS for different temporal sampling
rates with arithmetic mean.

1-fps 2-fps 3-fps 5-fps 6-fps 10-fps 15-fps 30-fps
MP-PSNR-FR 0.7473 0.2655 0.7249 0.2905 0.3680 0.4008 0.3759 0.3088
MP-PSNR-RR 0.7287 0.7063 0.7394 0.7580 0.7098 0.7595 0.7089 0.7594
MW-PSNR-FR 0.7326 0.7432 0.6929 0.7357 0.7413 0.7404 0.7118 0.7378
MW-PSNR-RR 0.7155 0.7596 0.7180 0.7541 0.7269 0.7219 0.7559 0.7591
PSNR 0.8413 0.8298 0.8425 0.8406 0.8305 0.8298 0.8290 0.8286
SSIM 0.9109 0.9093 0.9088 0.9076 0.9083 0.9082 0.9078 0.9081
NIQSV 0.1806 0.2836 0.1668 0.1548 0.3423 0.3519 0.1596 0.1496
NIQSV+ 0.2526 0.2724 0.2857 0.2884 0.2747 0.2727 0.2884 0.2734
APT 0.3624 0.2989 0.3152 0.3125 0.3079 0.3082 0.3088 0.3073
EM-IQM 0.3543 0.3882 0.4035 0.4253 0.4696 0.4309 0.4158 0.4283
SI-IQM 0.8897 0.8872 0.8855 0.8865 0.8861 0.8868 0.8875 0.8871
Color-Y 0.8498 0.8485 0.8474 0.8464 0.8449 0.8450 0.8472 0.8453
Color-Y-PSNR 0.8495 0.8442 0.8348 0.8460 0.8446 0.8377 0.8464 0.8447
Color-U 0.5552 0.5523 0.5534 0.5545 0.5504 0.5519 0.5548 0.5520
Color-U-PSNR 0.5463 0.5548 0.5572 0.5773 0.5525 0.5457 0.5564 0.5536
Color-V 0.5811 0.5775 0.5819 0.5828 0.5782 0.5781 0.5829 0.5783
Color-V-PSNR 0.5285 0.5771 0.5281 0.5284 0.5559 0.5706 0.5789 0.5688
p2point-Haus 0.2289 0.1649 0.1846 0.3340 0.2059 0.1539 0.1495 0.2092
p2point-Haus-PSNR 0.4670 0.4792 0.4871 0.4796 0.4918 0.4797 0.4875 0.4867
p2point-RMS 0.9079 0.9073 0.9081 0.9081 0.9077 0.9068 0.9066 0.9068
p2point-RMS-PSNR 0.8743 0.8865 0.8817 0.8795 0.8775 0.8801 0.8789 0.8750
p2plane-Haus 0.1834 0.1150 0.1438 0.1821 0.1224 0.0663 0.1650 0.1274
p2plane-Haus-PSNR 0.2041 0.2041 0.2001 0.1966 0.1898 0.1972 0.1948 0.1994
p2plane-RMS 0.4283 0.4316 0.4314 0.4294 0.4329 0.4433 0.4262 0.4315
p2plane-RMS-PSNR 0.8085 0.8144 0.8123 0.8123 0.5608 0.8130 0.8118 0.8088
pl2plane-MSE 0.4862 0.4813 0.4850 0.4852 0.4862 0.4849 0.4839 0.4863
pl2plane-RMS 0.4870 0.4835 0.4859 0.4873 0.4867 0.4861 0.4870 0.4870
pl2plane-Mean 0.4876 0.4852 0.4879 0.4891 0.4892 0.4884 0.4891 0.4893
pl2plane-Median 0.4876 0.4852 0.4879 0.4891 0.4892 0.4884 0.4891 0.4893
pl2plane-Min 0.0737 0.1434 0.1674 0.1800 0.1690 0.1370 0.1347 0.1282
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Table 9.6 – RMSE values between metric scores and DMOS for different temporal sampling
rates with arithmetic mean.

1-fps 2-fps 3-fps 5-fps 6-fps 10-fps 15-fps 30-fps
MP-PSNR-FR 13.2316 19.1961 13.7214 19.0517 18.5129 18.2415 18.4535 18.9374
MP-PSNR-RR 13.6348 14.0949 13.4371 12.9869 14.0262 12.9527 14.0424 12.9692
MW-PSNR-FR 13.5513 13.3216 14.3563 13.4860 13.3643 13.3840 13.9899 13.4405
MW-PSNR-RR 13.9099 12.9490 13.8577 13.0759 13.6740 13.7775 13.0525 12.9618
PSNR 10.7628 11.1110 10.7241 10.7845 11.0891 11.1124 11.1351 11.1476
SSIM 8.2153 8.2846 8.3087 8.3582 8.3279 8.3329 8.3515 8.3390
NIQSV 19.5910 19.0928 19.6315 19.6706 18.7075 18.6376 19.6554 19.6864
NIQSV+ 19.2647 19.1575 19.0806 19.0645 19.1443 19.1556 19.0641 19.1515
APT 18.5571 19.0000 18.8956 18.9132 18.9429 18.9408 18.9370 18.9471
EM-IQM 18.6184 18.3488 18.2175 18.0197 17.5784 17.9672 18.1072 17.9914
SI-IQM 9.0906 9.1860 9.2493 9.2113 9.2276 9.2026 9.1745 9.1916
Color-Y 10.4972 10.5358 10.5724 10.6020 10.6497 10.6476 10.5766 10.6395
Color-Y-PSNR 10.5029 10.6718 10.9625 10.6170 10.6608 10.8819 10.6022 10.6556
Color-U 16.5599 16.5983 16.5832 16.5687 16.6232 16.6036 16.5650 16.6021
Color-U-PSNR 16.6767 16.5648 16.5329 16.2584 16.5961 16.6856 16.5436 16.5810
Color-V 16.2037 16.2550 16.1920 16.1795 16.2454 16.2457 16.1784 16.2440
Color-V-PSNR 16.9023 16.2606 16.9077 16.9037 16.5558 16.3510 16.2348 16.3752
p2point-Haus 19.3829 19.6378 19.5682 18.7670 19.4838 19.8117 19.6865 19.4697
p2point-Haus-PSNR 17.6056 17.4758 17.3888 17.4712 17.3366 17.4702 17.3843 17.3933
p2point-RMS 8.3471 8.3718 8.3395 8.3358 8.3561 8.3928 8.4019 8.3956
p2point-RMS-PSNR 9.6631 9.2117 9.3933 9.4769 9.5471 9.4525 9.4968 9.6374
p2plane-Haus 19.5869 19.7785 19.7047 19.5867 19.7610 19.8899 19.6393 19.7480
p2plane-Haus-PSNR 19.4916 19.4912 19.5075 19.5217 19.5501 19.5198 19.5290 19.5107
p2plane-RMS 17.9921 17.9604 17.9619 17.9828 17.9495 17.8619 18.0118 17.9618
p2plane-RMS-PSNR 11.7182 11.5536 11.6126 11.6129 16.4991 11.5933 11.6250 11.7279
pl2plane-MSE 17.3989 17.4521 17.4117 17.4102 17.3989 17.4135 17.4241 17.3980
pl2plane-RMS 17.3899 17.4286 17.4024 17.3869 17.3932 17.3992 17.3896 17.3897
pl2plane-Mean 17.3828 17.4098 17.3797 17.3662 17.3652 17.3746 17.3665 17.3646
pl2plane-Median 17.3828 17.4098 17.3797 17.3662 17.3652 17.3746 17.3665 17.3646
pl2plane-Min 19.8562 19.7044 19.6293 19.5857 19.6241 19.7227 19.7287 19.7460



Table 9.7 – PCC values between metric scores and DMOS for different pooling methods
with 30 fps.

Arithmetic
mean

Harmonic
mean

Minkowski
mean

Percentile
pooling

Primacy
pooling

Recency
pooling

VQ
pooling

MP-PSNR-FR 0.3088 0.7738 0.6641 0.5177 0.3282 0.2996 0.8260
MP-PSNR-RR 0.7594 0.7000 0.7669 0.5283 0.7355 0.7176 0.7932
MW-PSNR-FR 0.7378 0.6817 0.7401 0.5415 0.7010 0.7121 0.7631
MW-PSNR-RR 0.7591 0.7084 0.7251 0.5409 0.7668 0.7291 0.7698
PSNR 0.8286 0.8332 0.8426 0.8103 0.8258 0.8466 0.8428
SSIM 0.9081 0.9081 0.9081 0.9190 0.9077 0.9115 0.9427
NIQSV 0.1496 0.1564 0.3436 0.2367 0.3207 0.1561 0.1639
NIQSV+ 0.2734 0.2754 0.2745 0.2323 0.2892 0.3154 0.3527
APT 0.3073 0.3073 0.3073 0.3086 0.3052 0.3183 0.1405
EM-IQM 0.4283 0.6565 0.4463 0.6035 0.3913 0.4249 0.1877
SI-IQM 0.8871 0.8874 0.8868 0.8870 0.8892 0.8853 0.8736
Color-Y 0.8453 0.8460 0.8443 0.8531 0.8445 0.8461 0.8408
Color-Y-PSNR 0.8447 0.8448 0.8449 0.8296 0.8443 0.8345 0.8352
Color-U 0.5520 0.5556 0.5482 0.5645 0.5520 0.5537 0.5694
Color-U-PSNR 0.5536 0.5533 0.5583 0.5270 0.5432 0.5668 0.5545
Color-V 0.5783 0.5803 0.5766 0.5889 0.5779 0.5777 0.5940
Color-V-PSNR 0.5688 0.5282 0.5800 0.5567 0.5245 0.5842 0.5776
p2point-Haus 0.2092 0.2888 0.1356 0.5604 0.1367 0.1866 -
p2point-Haus-PSNR 0.4867 0.4465 0.3558 0.4806 0.4745 0.4917 -
p2point-RMS 0.9068 0.9050 0.9009 0.9005 0.9043 0.9060 0.9021
p2point-RMS-PSNR 0.8750 0.8848 0.8667 0.9202 0.8777 0.8709 0.8184
p2plane-Haus 0.1274 0.1802 0.1234 0.2114 0.1388 0.0992 -
p2plane-Haus-PSNR 0.1994 0.1976 0.0241 0.1455 0.2017 0.1976 0.1028
p2plane-RMS 0.4315 0.4273 0.4300 0.4285 0.4258 0.4447 0.4318
p2plane-RMS-PSNR 0.8088 0.8154 0.7320 0.7648 0.8119 0.8039 0.8886
pl2plane-MSE 0.4863 0.4863 0.4861 0.4613 0.4821 0.4962 0.4670
pl2plane-RMS 0.4870 0.4870 0.4870 0.4751 0.4825 0.4985 0.4678
pl2plane-Mean 0.4893 0.4893 0.4895 0.4774 0.4843 0.4892 0.4539
pl2plane-Median 0.4893 0.4893 0.4895 0.4774 0.4843 0.4892 0.4539
pl2plane-Min 0.1282 0.0842 0.1896 0.1102 0.1792 0.1750 0.2079



Table 9.8 – RMSE values between metric scores and DMOS for different pooling methods
with 30 fps.

Arithmetic
mean

Harmonic
mean

Minkowski
mean

Percentile
pooling

Primacy
pooling

Recency
pooling

VQ
Pooling

MP-PSNR-FR 18.9374 12.6152 14.8858 17.0350 18.8089 18.9961 11.2251
MP-PSNR-RR 12.9692 14.2188 12.7770 16.9044 13.4923 13.8670 12.1240
MW-PSNR-FR 13.4405 14.5667 13.3902 16.7387 14.1999 13.9793 12.8735
MW-PSNR-RR 12.9618 14.0529 13.7104 16.7467 12.8077 13.6272 12.7204
PSNR 11.1476 11.0099 10.7230 11.6741 11.2301 10.5974 10.7176
SSIM 8.3390 8.3364 8.3356 7.8494 8.3556 8.1911 6.6402
NIQSV 19.6864 19.6654 18.6981 19.3453 18.8591 19.6662 19.6458
NIQSV+ 19.1515 19.1404 19.1456 19.3655 19.0594 18.8938 18.6312
APT 18.9471 18.9471 18.9471 18.9386 18.9605 18.8747 19.7128
EM-IQM 17.9914 15.0186 17.8175 15.8760 18.3230 18.0233 19.5564
SI-IQM 9.1916 9.1791 9.2005 9.1951 9.1112 9.2587 9.6910
Color-Y 10.6395 10.6152 10.6727 10.3891 10.6634 10.6161 10.7774
Color-Y-PSNR 10.6556 10.6531 10.6512 11.1160 10.7138 10.9713 10.9497
Color-U 16.6021 16.5550 16.6526 16.4346 16.6026 16.5797 16.3672
Color-U-PSNR 16.5810 16.5844 16.5196 16.9215 16.7203 16.4109 16.5690
Color-V 16.2440 16.2144 16.2674 16.0916 16.2491 16.2513 16.0180
Color-V-PSNR 16.3752 16.9061 16.2192 16.5404 16.9524 16.1588 16.2543
p2point-Haus 19.4697 19.0620 19.7264 16.4905 19.7234 19.5651 -
p2point-Haus-PSNR 17.3933 17.8151 18.6076 17.4600 17.5263 17.3368 -
p2point-RMS 8.3956 8.4702 8.6405 8.6567 8.4994 8.4261 8.5917
p2point-RMS-PSNR 9.6374 9.2760 9.9324 7.7939 9.5404 9.7849 11.4426
p2plane-Haus 19.7480 19.6215 19.7582 19.4605 19.7183 19.8122 -
p2plane-Haus-PSNR 19.5107 19.5891 19.9045 19.7141 19.5012 19.5180 19.8053
p2plane-RMS 17.9618 18.0015 17.9753 17.9897 18.0164 17.8330 17.9590
p2plane-RMS-PSNR 11.7279 11.5266 13.5670 12.8267 11.6232 11.8421 9.1364
pl2plane-MSE 17.3980 17.3971 17.3998 17.6650 17.4432 17.2871 17.6062
pl2plane-RMS 17.3897 17.3898 17.3901 17.5201 17.4393 17.2597 17.5970
pl2plane-Mean 17.3646 17.3644 17.3621 17.4948 17.4193 17.3658 17.7410
pl2plane-Median 17.3646 17.3644 17.3621 17.4948 17.4193 17.3658 17.7410
pl2plane-Min 19.7460 19.8395 19.5491 19.7890 19.5881 19.6031 19.4752
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Titre : Évaluation de la qualité perceptuelle de contenus multimédias immersifs : HDR, champs
lumineux et vidéos volumétriques.

Mot clés : Évaluation de la qualité, médias immersifs, mappage ton local, champs lumineux,

vidéo volumétrique

Résumé : Des formats multimédias immersifs
ont émergé comme un puissant canevas dans
de nombreuses disciplines pour offrir une ex-
périence utilisateur hyperréaliste. Ils peuvent
prendre de nombreuses formes, telles que
des images HDR, des champs lumineux, des
nuages de points et des vidéos volumétriques.
L’objectif de cette thèse est de proposer de
nouvelles méthodologies pour l’évaluation de
la qualité de tels contenus. La première par-
tie de la thèse porte sur l’évaluation subjec-
tive de la qualité d’image. Plus précisément,
nous proposons une stratégie de sélection
de contenu et d’observateurs, ainsi qu’une
analyse approfondie de la fiabilité des plate-
formes de crowdsourcing pour collecter des
données subjectives à grande échelle. Nos ré-
sultats montrent une amélioration de la fiabi-
lité des annotations subjectives collectées et

répondent aux exigences liées en crowdsour-
cing à la reproduction d’expériences menés
en laboratoire. La deuxième partie contribue
à l’évaluation objective de la qualité avec une
métrique de qualité d’image basée sur l’ap-
prentissage automatique utilisant les informa-
tions de seuil de discrimination, et une mé-
trique de qualité d’image pour les champs lu-
mineux sans référence basée sur des repré-
sentations d’images planes épipolaires. En-
fin, nous étudions l’impact des méthodologies
d’agrégation temporel sur les performances
des métriques de qualité objective pour les
vidéos volumétriques. Dans l’ensemble, nous
démontrons comment nos résultats peuvent
être utilisés pour améliorer l’optimisation des
outils de traitement pour les contenus multi-
médias immersifs.

Title: Perceptual quality evaluation of immersive multimedia content: HDR, Light Field and
Volumetric Video

Keywords: Quality evaluation, immersive media, tone mapped images, light fields, volumetric

video

Abstract: Immersive multimedia formats
emerged as a powerful canvas in numerous
disciplines for delivering hyper-realistic user
experience. They can take many forms, such
as HDR images, Light Fields, Point Clouds,
and Volumetric Videos. The goal of this the-
sis is to propose novel methodologies for the
quality assessment of such multimedia con-
tent. The first part of the thesis focuses on
subjective image quality assessment. More
specifically, we propose a content selection
strategy, observer screening tools, and an ex-
tensive analysis on the reliability of crowd-
sourcing platforms to produce a large-scale
dataset. Our findings improve the reliability

of the collected subjective annotations and
address issues to transfer laboratory exper-
iments into crowdsourcing. The second part
contributes to the objective quality evaluation
with a learning-based image quality metric uti-
lizing the just noticeable difference information
and a no-reference light field image quality
metric based on epipolar plane image repre-
sentations. Finally, we investigate the impact
of temporal pooling methodologies in objec-
tive quality metric performances for volumetric
videos. Overall, we demonstrate how our find-
ings can be used to improve the optimization
of processing tools for immersive multimedia
content.
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