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Thèse de doctorat





"Ce sont les optimistes qui démontrent les théorèmes."
André Weil1

1Rapporté par Jean-Pierre Serre.

https://youtu.be/pOv-ygSynRI?t=843


Motivic Cohomology in Function Fields Arithmetic Q. Gazda

vi



Remerciements

Rares seront les lignes de ce texte vierges de tout hiéroglyphe ou symbole
cabalistique. Je profite de celles-ci pour remercier les personnes qui m’ont
accompagné tout au long de ces trois années.

Je remercie vivement Federico Pellarin sans qui l’univers des corps de
fonctions me serait encore étranger, et sans qui ce mémoire n’existerait pas.
Merci de m’avoir initié à la poésie des corps globaux en caractéristique non
nulle. Pour ton dévouement constant et ta disponibilité totale tout au long
du processus de recherche et de rédaction, je te suis infiniment reconnaissant.

Ich habe das Vergnügen, Prof. Gebhard Böckle sowie Prof. Urs Hartl zu
danken, die mir die Ehre erweisen, die Berichterstatter dieser Dissertation zu
sein. Die Werke von Gebhard und Urs haben mich zutiefst inspiriert, und
dass sie heute die Prüfer dieses Textes sind, erfüllt mich mit Freude.

J’exprime ma profonde gratitude à l’ensemble des membres du jury :
Madame Cécile Armana et Messieurs Javier Fresán, Stéphane Gaussent, Tuan
Ngo Dac, Julien Roques. Je salue tout particulièrement Javier pour nos riches
échanges motiviques.

Bien que notre article [GazMa] ne concerne pas cette thèse a priori, il
fut rédigé et accepté au moment de celle-ci. À ce titre, je remercie vivement
Dr. Andreas Maurischat. Ich habe in dir einen wahren Freund und einen
ausgezeichneten Mathematiker entdeckt!

Merci aux amis et aux rencontres de l’Institut Camille Jordan : Daniel,
mon invariant co-bureau, pour m’avoir évité la solitude de la vie normale de
thésard ; Marion, pour ton sarcasme génial, qui m’a constamment bousculé
dans la bonne direction ; David, pour tes allers et venues dans mon bureau qui
souvent débouchèrent sur des discussions passionnantes ; Samuel, parce que
tu n’as jamais refusé un coup à boire ; Kyriaki, parce que toi non plus, tu ne
refusais pas les bières ; Marina, pour ta bonne humeur tannakienne ; Gauthier,
pour être trop souvent allé au conseil de laboratoire "pour deux" ; Martin,
pour m’avoir convaincu que j’avais un nombre d’Erdös-Portman-Sabbath fini ;
et toutes celles et ceux du laboratoire que je ne me pardonnerai jamais de ne
pas avoir mentionné.e.s. Merci aux membres de la délicieuse Frankfurteam :

vii



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

Célia, Léon et Patrick. Rappelons que, sans ces heures validées, je ne
soutiendrais pas !
Et Clément, puisque je ne peux t’exclure de ce paragraphe. Merci pour
ta compagnie qui me fut si précieuse ; pour nos discussions sans fin sur
l’indécidabilité ; pour avoir entretenu, tout autour de moi, une petite forêt
d’aloe vera, d’avocatiers et d’orchidées lorsque j’étais enfermé à clé dans ma
bulle mathématique. Merci de m’avoir sorti (tant de fois !) d’ébauches de
preuve de lemme faux : mieux valait fêter la fin de la journée, que nous
savions arroser tout autant que tes plantes.

Une odeur d’Hefeweizen et de clopes froides, des gargouilles de Gains-
bourg, un charabia franco-allemand : nous revoilà au Max Bar, dominant la
Marktplatz d’Heidelberg. Atkinson, pour tes mémorables apéros et Grillen
à nous en donner la Katerwurst (et un big up! pour tes corrections de mon
allemand approximatif) ; Katzi, pour ne m’avoir jamais laissé seul dans les
douches communes de City-Bad et ton insistance à comprendre la définition
d’un faisceau d’ensembles ; Iagod, aussi bien pour nos parties de Dourac que
pour tes déballages de commerce publics ; Pauline, pour la curiosité envers
la "reine des sciences" que j’ai plaisir à reconnaître en toi, et pour toutes tes
super geilen Briefen qui me réchauffent le cœur ; wunderwursten Dank!

Cette thèse serait sûrement moins jurassienne si je ne l’avais écrite aux
Serans, accueilli chaleureusement par Charlie, David, Ella, Linda, Pablo (et
Louise, bien sûr, mais tu viens ensuite). Je vous remercie tous pour votre
compagnie et votre sagesse, qui a laissé de ces confinements un confortable et
intemporel souvenir de sérénité. Merci d’avoir fait de chez-vous un nouveau
chez-moi.

Merci à l’équipe de "Roule ma poule" pour avoir tournoyé autour de moi,
au rythme de la batucada, rendant la rédaction de ces dernières pages plus
gaie qu’elle ne l’aurait jamais été. Je me réjouis d’avance de vous suivre dans
vos prochaines aventures hippomobiles le long des sentiers franc-comtois.

Si les chemins nous menant vers notre destinée nous semblent n’être
qu’une succession chaotique de péripéties hasardeuses, une chose bien limpide
est que je ne rédigerais pas ces lignes si Clémence et les Astres en avaient
décidé autrement. Clémence, pour nos théories évanescentes et nos rêves
éternels, puisses-tu envoyer mes chaleureuses salutations aux lunes et soleils.

C’est moins au coach sportif baryton à l’éternelle jeunesse qu’à l’ami
fidèle, amoureux de la liberté, que j’adresse à présent mes remerciements. Nos
seize années d’amitié sincère et de complicité insolente, qui assurent à notre
duo l’immortalité, m’ont donné la force et la confiance nécessaire pour venir à
bout de ce manuscrit. Tom, pour ce temps passé ensemble, sur terre ou sous
l’eau, et les nouvelles aventures qu’il me tarde de vivre avec toi, merci.

viii



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

Je trinque maintenant à mes inséparables acolytes éthyliques, les Cochons,
sans qui cette thèse aurait été écrite beaucoup plus rapidement : Madame
Sophie Guenette et Messieurs Élie Aslanoff, Alexandre Ben Messaoud, Lord
Kajetan Bijouard, Johan d’Humières, Salman Jerally, Maxence Ragot et Louis
Vigreux. Les années nous éloignent de la belle époque massillonnaise, mais les
verres s’enchaînent aujourd’hui à frénésie égale. Gardons la cadence, mes amis !

Si l’on peut contester l’héritage de caractère que nous laissent nos parents,
force est de reconnaître que le mien me fut plus que bénéfique. Maman, pour
m’avoir transmis la tenacité et l’acharnement ; Papa, pour m’avoir transmis
la créativité et la monomanie ; à vous deux, pour avoir créé l’environnement
le plus propice à mon épanouissement ; et Arnaud, pour avoir été le meilleur
des compagnons dans cette aventure ; à tous les trois, merci !

À celle qui m’est indispensable. À ma coéquipière. Louise, puisses-tu
trouver ici un recueil d’histoires, écrites avec la passion que je te porte, dont
l’unique but est de t’aider à trouver le sommeil profond.

ix



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

x



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

Plus largement, un immense merci à...

Théo Abadie

Aïdé Agostini

Nicolas Antoine

Gabriel Aslanoff

Thibaut Bagory

Simon Bauloz

Hugo Belin

Agathe Bicart-Sée

Jules Bicart-Sée

Lise Bicart-Sée

Louise Bicart-Sée

Charlotte Bonny

Fahima Bousba

Romain Branchereau

Lucile Bretin

Mathieu Brun

Wes Brun

François Brunault

Manon Carlebach

Laurine Catillon

Dorian Chanfi

Hichem Chérif

Axelle Coquelet

Mehdi Delanoeije

Flore De Lasteyrie

Maël Deuffic

Fabien Desprez

Julien Desprez

Mathilde Desprez

Pascal Desprez

Christian Doucet

Camille Duquenne

Jean Duquenne

Léa Duquenne

Aurélien Durel

Milena Erez

Clémentine Fleury

Léa Gallego

Alice Gauthier

Alexis Gazda

Jacques Gazda

Léo Gazda

Thérèse Gazda

Véronique Gazda

Vincent Gazda

Jérôme Goulhen

Julie Gourdain

Sarah Grosset

Sacha Guitteny

Christophe Hénocq

Anthony Houdaille

Thibaud Janin

Benoît Joly

Victor Jouin

Sarah Jones

Constance Jame

Damien Junger

Marion Larquetoux

Stéphane Louis

Nikita Louis

Jean Marot

Anaïs Nando

Camille Neumann

Leslie Nouvellon

Camille Ormancey

Luca Palazzo

Dara Phittharaphone

Luca Renucci

Aloïs Richet

Cheikh Saliou Touré

Laurette Sauvet

Catherine Simoni

Camille Vanhoutte

Marie Verburgh

Roger Vonberg

xi



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

xii



Contents

0 Introduction 1
0.1 The number field picture . . . . . . . . . . . . . . . . . . . . . . 1
0.2 The function field picture . . . . . . . . . . . . . . . . . . . . . 4
0.3 Plan of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1 Anderson A-motives 17
1.1 Definitions of A-motives . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Mixed A-motives . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.2.1 Isocrystals over a field . . . . . . . . . . . . . . . . . . . 22
1.2.2 Isocrystals attached to A-motives . . . . . . . . . . . . . 26
1.2.3 Non-positively weighted A-motives . . . . . . . . . . . . 30

1.3 The λ-adic realization functor . . . . . . . . . . . . . . . . . . . 32
1.4 The Betti realization functor . . . . . . . . . . . . . . . . . . . . 34

1.4.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.4.2 Analytic continuation . . . . . . . . . . . . . . . . . . . . 41

2 Integral models of Anderson A-motives 47
2.1 Integral models of Frobenius spaces . . . . . . . . . . . . . . . . 48
2.2 Integral models of A-motives over a local field . . . . . . . . . . 51

2.2.1 Existence and first properties . . . . . . . . . . . . . . . 52
2.2.2 Comparison with Frobenius spaces . . . . . . . . . . . . 53
2.2.3 Good reduction criterion . . . . . . . . . . . . . . . . . . 58

2.3 Integral models of A-motives over a global field . . . . . . . . . 58

3 A-Motivic Cohomology 63
3.1 Extension modules inMR . . . . . . . . . . . . . . . . . . . . . 64
3.2 Extension modules inMMF . . . . . . . . . . . . . . . . . . . 67
3.3 Extensions with good reduction . . . . . . . . . . . . . . . . . . 69

3.3.1 Preliminaries for Theorem 3.15 . . . . . . . . . . . . . . 71
3.3.2 Artin-Schreier type equations in Frobenius modules . . . 72
3.3.3 Proof of Theorem 3.15 . . . . . . . . . . . . . . . . . . . 75
3.3.4 Proof of Theorem 3.18 . . . . . . . . . . . . . . . . . . . 76

4 Mixed Hodge Structures in equal characteristic 79
4.1 Filtered spaces and classical mixed Hodge structures . . . . . . 80

4.1.1 Filtered spaces . . . . . . . . . . . . . . . . . . . . . . . 80

xiii



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

4.1.2 Classical mixed Hodge structures . . . . . . . . . . . . . 81
4.2 Function fields’ mixed Hodge structures . . . . . . . . . . . . . . 82

4.2.1 The categoriesMH andMH+ . . . . . . . . . . . . . . 83
4.2.2 Extensions of mixed Hodge structures . . . . . . . . . . . 85

4.3 Mixed Hodge-Pink structures . . . . . . . . . . . . . . . . . . . 90
4.3.1 Completion along the diagonal . . . . . . . . . . . . . . . 90
4.3.2 The categoriesMHP andMHP+ . . . . . . . . . . . . 92
4.3.3 Hodge additivity . . . . . . . . . . . . . . . . . . . . . . 96
4.3.4 Hodge descent . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.5 Extensions of Hodge-Pink structures . . . . . . . . . . . 103

5 Hodge realizations and regulators of A-motives 107
5.1 Hodge structures associated to A-motives . . . . . . . . . . . . . 108

5.1.1 The general Hodge realization functor . . . . . . . . . . . 109
5.1.2 Regulated A-motives . . . . . . . . . . . . . . . . . . . . 111
5.1.3 Regulated extensions . . . . . . . . . . . . . . . . . . . . 113
5.1.4 Regulators of A-motives . . . . . . . . . . . . . . . . . . 114

5.2 Extensions with analytic reduction at v . . . . . . . . . . . . . . 117
5.3 Rigid analytic description of extension modules . . . . . . . . . 120

6 Towards Beilinson’s first conjecture for A-motives 125
6.1 Statements and methods of proof . . . . . . . . . . . . . . . . . 125

6.1.1 Statements . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.1.2 Methods and plan of proof . . . . . . . . . . . . . . . . . 127

6.2 Shtuka models of A-motives . . . . . . . . . . . . . . . . . . . . 127
6.2.1 C-shtuka models . . . . . . . . . . . . . . . . . . . . . . 128
6.2.2 C × C-shtuka models . . . . . . . . . . . . . . . . . . . . 130
6.2.3 Shtuka models and extensions of MHPS . . . . . . . . . 134

6.3 Cohomological computations . . . . . . . . . . . . . . . . . . . . 140
6.3.1 Change of coefficients . . . . . . . . . . . . . . . . . . . . 140
6.3.2 Cech cohomology of schemes covered by two affines . . . 142

6.4 Proof of Theorems E and F . . . . . . . . . . . . . . . . . . . . 146
6.4.1 Proof of the first part of Theorem 6.2 . . . . . . . . . . . 146
6.4.2 Proof of Theorems 6.2 and 6.4 . . . . . . . . . . . . . . . 149

7 Application to Carlitz tensor powers 155
7.1 Carlitz’s tensor powers’ tool box . . . . . . . . . . . . . . . . . . 157

7.1.1 Properties of the Carlitz’s tensor powers . . . . . . . . . 157
7.1.2 Regulators . . . . . . . . . . . . . . . . . . . . . . . . . . 159

7.2 Motivic cohomology of Carlitz’s tensor powers . . . . . . . . . . 161
7.2.1 Non positive tensor powers . . . . . . . . . . . . . . . . . 161
7.2.2 Positive tensor powers . . . . . . . . . . . . . . . . . . . 164

7.3 Algebraic independence of Carlitz’s polylogarithms . . . . . . . 170
7.4 Beilinson’s first conjecture for Carlitz tensor powers . . . . . . . 171

xiv



Chapter 0

Introduction

0.1 The number field picture
The idea of mixed motives and motivic cohomology has been gradually formu-
lated by Deligne, Beilinson and Lichtenbaum and aims to extend Grothendieck’s
philosophy of pure motives. Before discussing the function fields side, subject
of this thesis, let us first present the classical setting.

The theory, mostly conjectural, starts with a number field F . The hypo-
thetical landscape portrays a Q-linear Tannakian category MMF of mixed
motives over F , equipped with several realization functors having MMF as
source (see [Del, §1]). Among them1, the Betti realization functor Λv, at an
infinite place v of F , takes values in the category of Q-vector spaces and the
`-adic realization functor V`, for a prime number `, takes values in the category
of continuous `-adic representation of the absolute Galois group GF of F .

It is expected that reasonable cohomology theories factor through the cat-
egoryMMF : for all integer i, one foresees the existence of a functor hi, from
the category of algebraic varieties over F to MMF , making the following
diagram of categories commute:

{Varieties/F}

MMF

RepQ`(GF ) · · · MH+
R · · · RepQ(Gal(C|R))

hi

X 7→Hi
ét(X×FF s,Q`) X 7→Hi((X×F,vC)(C),Q)

V`
H+

Λv

The dots hide other cohomology theories not discussed in this text (De Rham,
crystaline, etc).

1There are other realization functors which we do not discuss in this text.
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A mixed Hodge structure (abridged MHS) is a triple (H,W•, F
•) where

H is a finite dimensional R-vector space, W• is an increasing filtration of H
(the weight filtration) and F • is a decreasing filtration of H ⊗R C (the Hodge
filtration). The weight and Hodge filtrations are subject to a certain condi-
tion which guarantees that the category of MHS with morphisms preserving
filtrations is abelian ([DelII]). Given an infinite place v : F ↪→ C, to a va-
riety X over F one associates a MHS whose underlying R-vector space is its
Betti-realization at v:

H := Λv(h
i(X))⊗Q R = H i((X ×v C)(C),Q)⊗Q R. (0.1)

Note that the complex conjugation c acting on the C-points defines an invo-
lution on H, denoted by φ∞, preserving W• and such that φ∞ ⊗ c preserves
F •. Such an involution is usually referred to as an infinite Frobenius (e.g.
[Nek]). The category MH+

R appearing in the above diagram is the category
of pairs (H,φ∞) where H is a MHS and where φ∞ is an infinite Frobenius. As
presented in the diagram, the existence of an exact functor

H+ :MMF −→MH+
R

is expected, so that the association X 7→ (H,W•, F
•) factors through H+.

According to Deligne [Del, §1.3], the category MMF should admit a weight
filtration in the sense of Jannsen in [Jan1, Def 6.3], which would coincide with
the filtration W• on (0.1). The weights of a mixed motive M would then be
defined as the breaks of its weight filtration.

From the Tannakian formalism,MMF admits a tensor operation, extend-
ing the fiber product on varieties, and we fix 1 a neutral object. According to
Beilinson [Bei1, §0.3] (see also [Andr2, Def 17.2.11]), the motivic cohomology
of M is defined as the complex

RHomMMF
(1,M)

in the derived category of Q-vector spaces. Its ith cohomology is the Q-vector
space ExtiMMF

(1,M), the ith Yoneda extension space of 1 by M inMMF .
We quote from [Sch, §2] and [Del, §1.3] respectively:

Conjecture. We expect that:

(C1) for i 6∈ {0, 1}, ExtiMMF
(1,M) = 0,

(C2) if the weights of M are positive, Ext1
MMF

(1,M) = 0.

Admitting those two conjectures, the interesting part of RHomMMF
(1,M)

is then concentrated in degree 1. From now on, we focus on the first Yoneda
extension space Ext1

MMF
(1,M).

A subspace thereof of fundamental importance is the space of extension
having everywhere good reduction. Given a prime number `, one predicts that

2
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the `-adic realization V` in the above diagram is exact. Given a mixed motive
M over F , this allows to construct a Q-linear morphism, called the `-adic
realization map of M ,

rM,` : Ext1
MMF

(1,M) −→ H1(GF , V`M)

which maps the class of an exact sequence [E] : 0 → M → E → 1 → 0 in
MMF to the class of the exact sequence [V`E] : 0→ V`M → V`E → V`1→ 0
in RepQ`(GF ).

Scholl in [Sch] defines the integral part of the motivic cohomology as follows.
Given a finite place p of F not above `, it is said that [E] ∈ Ext1

MMF
(1,M)

has good reduction at p if rM,`([E]) splits as a representation of Ip, the inertia
group of p (that is, [V`E] is zero in H1(Ip, GF )). In [Sch, §2 Rmk], Scholl
conjectures:

Conjecture. We expect that:

(C3) The property that [E] has good reduction at p is independent of the
chosen prime ` such that ` - p.

Admitting (C3), the extension [E] is said to have everywhere good reduction
if E has good reduction at p for all finite places p of F . The set Ext1

OF (1,M)
of extensions having everywhere good reduction defines a natural Q-subspace
of Ext1

MMF
(1,M) which is at the heart Beilinson’s conjectures (see below).

The forecasted property that the Hodge realization H+ is exact would
similarly induce a Q-linear morphism

Reg(M) : Ext1
MMF

(1,M) −→ Ext1
MH+

R
(1,H+(M)). (0.2)

This is, or rather should be, Beilinson’s regulator for M . Because the category
MH+

R is R-linear and have finite dimensional extension spaces over R, the
right hand side should have finite dimension. It is a much more elementary
object than the source Ext1

MMF
(1,M). The first Beilinson’s conjecture can

be formulated as follow.

Conjecture (Beilinson). We expect that

(i) The Q-vector space Ext1
OF (1,M) has finite dimension.

(ii) If the weights of M are < −2, the regulator Reg(M) induces an isomor-
phism of R-vector spaces

Ext1
OF (1,M)⊗Q R ∼= Ext1

MH+
R

(1,H+(M)).

Even if these conjectures are surrounded by heavy hypothetical theory, they
have down-to-earth applications. We present some of these in a nutshell2. Let

2I thank François Brunault who taught me these examples.
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Q(1) := h1(Gm,F )∨ in MMF be the Tate twist over F and, given M in
MMF and n ≥ 1, denote by M(n) the mixed motive M ⊗ Q(1)⊗n. For
M = h0(SpecF ), it is expected that Ext1

MMF
(1, h0(SpecF )(1)) is isomorphic

to F× ⊗Z Q and that Ext1
OF (1, h0(SpecF )(1)) corresponds to O×F ⊗Z Q under

this isomorphism. Conjecture (i) then implies that O×F modulo torsion is a
finitely generated group (weak version of Dirichlet’s unit Theorem). Given an
abelian variety A over F and for M = h1(A)(1), Ext1

MMF
(1, h1(A)(1)) should

equal Ext1
OF (1, h1(A)(1)) and be isomorphic to A(F ) ⊗Z Q. Conjecture (i)

implies that A(F ) modulo torsion has finite rank (weak version of Mordell-
Weil Theorem).
Remark. The second Beilinson’s conjecture, not discussed in this text, relates
the determinant of Reg(M), relative to certain Q-structures, to the special L-
value of M . We refer to [Nek] for a more detailed introduction on Beilinson’s
conjectures.

0.2 The function field picture
Despite its intrisic obscurities, Motivic cohomology remains a difficult sub-
ject also because its definition sits on a completely conjectural framework.
The present thesis grew out as an attempt to understand the analogous pic-
ture in function fields arithmetic. There, the theory looks more promising
using Anderson A-motives, instead of classical motives, whose definition is not
conjectural. This parallele has been drawn by many authors and led to cel-
ebrated achievements. The analogue of the Tate conjecture [Tag] [Tam], of
Grothendieck’s periods conjecture [Pap] and of the Hodge conjecture [HarJu]
are now theorems on the function fields side. The recent volume [tMo] records
some of these feats. Counterparts of Beilinson’s conjectures in function fields
arithmetic have not been studied yet, although very recent works of Taelman,
V. Lafforgue, Mornev and Anglès-Ngo Dac-Tavares Ribeiro on class formulas
[Tae3], [LafV], [Mo1], [ANT] strongly suggest the pertinence of such a project.

A disclaimer:
In the present document, we do not pretend to explain how Anderson A-
motives are analogous to classical motives. We rather relate to the surveys
articles in [tMo]. However, we hope the results presented below will give more
intuitions and guidance on the parallel drawn between A-motives and classical
motives.

The setting

Let us first give the setting and notations for global fields in positive charac-
teristic.

Let F be a finite field, q its number of elements, and let (C,OC) be a
geometrically irreducible smooth projective curve over F. The curve C is
determined up to F-isomorphism by its function field K := F(C). The set of
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closed points p of C is in correspondence with the set of discrete valuation
rings Op in K with field of fraction K. We write Op for the completion of Op

with respect to the valuation vp of Op.
Let ∞ be a closed point on C with associated valuation v∞ and consider

the ring

A := {x ∈ K | vp(x) ≥ 0 for all closed point p of C distinct from ∞}.

Geometrically, A corresponds to Γ(C \ {∞},OC) and the field of fractions of
A identifies with K. We let K∞ be its completion with respect to v∞, C∞ be
the completion of an algebraic closure of K∞ and Ks

∞ be the separable closure
of K∞ inside C∞. We let G∞ = Gal(Ks

∞|K∞) be the absolute Galois group of
K∞. The analogy with number fields that should guide us in this text is:

Number fields: Z ⊂ Q ⊂ R ⊂ C = C Gal(C|R)
o o o o o o

Function fields: A ⊂ K ⊂ K∞ ⊂ Ks
∞ ⊂ C∞ G∞

Giving F a finite extension of K is equivalent to give a smooth projective
curve X over F together with a non-constant morphism f : X → C of algebraic
curves. We partition the closed points of X into the infinite points being the
one above∞ via f , and the other ones, the finite points. The ring of integersOF

of F is defined as the integral closure of A in F , and is equivalently described
by

OF = {x ∈ K | vp(x) ≥ 0 for all finite places of F}.
The analogy with number fields disappears when one considers the fiber

product C ×X, which is at the heart of the definition of Anderson A-motives
(unlabeled fiber and tensor products are over F). On the surface C × X, we
consider the morphism τ which acts as the identity on C and as the q-Frobenius
on X. C ×X admits Spec(A ⊗ F ) as an affine Dedekind subscheme, and we
let j be the maximal ideal of A⊗F generated by the set {a⊗1−1⊗a|a ∈ A}.

Following [And], an Anderson A-motive M over F is a pair (M, τM) where
M designates a finite locally free A ⊗ F -module of constant rank, and where
τM : (τ ∗M)[j−1]→M [j−1] is an (A⊗F )[j−1]-linear isomorphism (see Definition
1.2). We let MF denote the category of Anderson A-motives with obvious
morphisms. MF is known to be A-linear, rigid monoidal, and is exact in the
sense of Quillen but not abelian ([HarJu, §2.3] or Section 1.1). Let 1 inMF

be a neutral object for the tensor operation.

Extensions of A-motives

The categoryMF , or rather full subcategories of it, will play the role of the
category of Grothendieck’s motives. Guided by this, the next theorem already
describes the analogue of motivic cohomology in an explicit manner, and is
the starting point of our research (see Theorem 3.4). Let M be an A-motive
over F .

5
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Theorem A. The complex
[
M

id−τM−→ M [j−1]
]
of A-modules placed in degree 0

and 1 represents the complex RHomMF
(1,M).

We immediately deduce that ExtiMF
(1,M) is zero for i > 1, revealing that

the analogue of the number fields conjecture (C1) is true for function fields.
For i = 1, one obtains an isomorphism

ι :
M [j−1]

(id−τM)(M)

∼−→ Ext1
MF

(1,M) (0.3)

which can be explicitely described by mapping a representative m ∈M [j−1] to
the class of the extension of 1 by M given by [M ⊕ (A⊗ F ), ( τM m

0 1 )] (Section
3.1).
Remark. Extension groups in the full subcategory ofMF consisting of effec-
tive A-motives (see Definition 1.4) were already determined in the existing
literature (see e.g. [Tae4], [Tae5], [PapRa]). The novelty of Theorem A is to
consider the whole categoryMF .

To pursue the analogy with number fields, we now present the notion
of mixedness and weights for Anderson A-motives. In the case A = F[t] or
deg(∞) = 1 with base field C∞, the corresponding definitions were carried out
respectively by Taelman [Tae1] and Hartl-Juschka [HarJu]. We completed this
picture in the most general way (any global field F and without any restriction
on deg(∞)).

To an Anderson A-motive M over F , we attach an isocrystal I∞(M) over
F at ∞ (in the sense of [Mor2]). The term isocrystal is borrowed from p-
adic Hodge theory, where the function field setting allows to apply the non-
archimedean theory at the infinite point ∞ of C as well. In Section 1.2, we
prove that the isocrystal I∞(M) carries a uniquely determined slope filtration
(see Definition 1.18):

0 = I∞(M)µ0 ( I∞(M)µ1 ( I∞(M)µ2 ( · · · ( I∞(M)µs = I∞(M) (0.4)

for uniquely determined rational numbers µ1 < ... < µs called the weights of
M . We say thatM is mixed if there exists an increasing filtration (WµiM)1≤i≤s
of M by subobjects in MF whose associated filtration (I∞(WµiM))1≤i≤s of
I∞(M) by subisocrystals matches with (0.4) (Definition 1.30). We letMMF

be the full subcategory ofMF whose objects are mixed Anderson A-motives
over F (Section 1.2).

In Section 3.2, we prove:

Theorem B. Let M be an object of MMF . If all the weights of M are
negative, then every extension of 1 by M is mixed, that is:

Ext1
MMF

(1,M) = Ext1
MF

(1,M).

If all the weights of M are positive, then an extension of 1 by M is mixed if
and only if its class is torsion, that is:

Ext1
MMF

(1,M) = Ext1
MF

(1,M)tors.

6
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Remark. Although the category of classical mixed motives is expected to be
Q-linear, the category MMF of mixed Anderson A-motives over F is only
A-linear. To obtain a K-linear category, it might be convenient to introduce
M̃MF whose objects are the ones ofMMF and whose Hom-spaces are given
by HomMMF

(−,−) ⊗A K. In the literature, M̃MF is called the category of
mixed A-motives over F up to isogenies [Har2], [HarJu]. Theorem B implies
that Ext1

M̃MF
(1,M) = 0 if the weights of M are positive. This is the function

fields’ formulation of conjecture (C2).

Extensions having good reduction

Let F s be a separable closure of F and let GF = Gal(F s|F ) be the absolute
Galois group of F equipped with the profinite topology. Given λ a closed point
of C distinct from ∞, there is a λ-adic realization functor from MF to the
category of continuous Oλ-linear representations of GF . For M an object of
MF , it is given by the Oλ-module

TλM = lim←−
n

{m ∈ (M/mn
λM)⊗F F s | m = τM(τ ∗m)}

where mλ is the maximal ideal of A corresponding to the point λ, and where
GF acts on the right of the tensor (M/mn

λM) ⊗F F s (Definition 1.42). We
prove in Corollary 1.46 that Tλ is exact.

This paves the way for introducing extensions with good reduction inMF ,
as Scholl did in the number fields setting. For a finite point p of X not above
λ with inertia group Ip, we consider the λ-adic realization map restricted to
Ip:

rM,λ : Ext1
MF

(1,M) −→ H1(Ip, TλM) (0.5)

(we refer to Section 3.3). Mimicking Scholl’s approach, we say that an exten-
sion [E] of 1 by M has good reduction at p if [E] lies in the kernel of (0.5), and
we let Ext1

MF ,Op
(1,M) denote the kernel of (0.5) (Section 3.3). As expected

in the number fields setting, we prove (consequence of Theorem 3.15):

Theorem C. The A-module Ext1
MF ,Op

(1,M) is independent of the place λ.

This is the function field analogue of Conjecture (C3). We say that [E] ∈
Ext1

MF
(1,M) has everywhere good reduction if [E] has good reduction at p for

all finite points p of X. We let Ext1
MF ,OF (1,M) be the A-module of extensions

with everywhere good reduction.

To prove Theorem C, we developed the notion of integral models of A-
motives (Chapter 2). They form the function field analogue of Néron models
of abelian varieties, or more generally, of proper flat models over SpecOF of
varieties over SpecF . We found inspiration for the next definition in the work
of Gardeyn [Gar2], where he introduced the eponymous notion in the context
of τ -sheaves.

7
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Definition (Definition 2.10). An OF -model for M is a finite sub-A ⊗ OF -
module L of M which generates M over F , and such that τM(τ ∗L) ⊂ L[j−1].
We say that L is maximal if L is not strictly contained in any other OF -models
for M .

As opposed to [Gar2, Def 2.1 & 2.3], we do not ask for an OF -model to be
locally free. We show that this is implicit for maximal ones using Bourbaki’s
flatness criterion (Proposition 2.32). Compared to Gardeyn, our exposition is
therefore simplified and avoids the use of a technical lemma due to L. Lafforgue
[Gar2, §2.2]. Our next result should be compared with [Gar2, Prop 2.13] (see
Propositions 2.30, 2.32 in the text).

Proposition. A maximal OF -model MO for M exists and is unique. It is
locally free over A⊗OF .

The next theorem determines explicitly the module Ext1
MF ,OF (1,M) in

terms of MO.

Theorem D. The morphism ι in (0.3) induces an isomorphism of A-modules

MO[j−1]

(id−τM)(MO)

∼−→ Ext1
MF ,OF (1,M).

We observe that Ext1
MF ,OF (1,M) in general is not a finitely generated A-

module. This prevents the naive analogue of Beilinson’s conjecture (i) to hold.
To understand precisely why Ext1

MF ,OF (1,M) is not the right analogue of
number fields’ Ext1

OF (1,M) of Section 0.1 and present the natural submodule
which would play this role, a discussion of extensions of function fields Mixed
Hodge Structures is called for.

Hodge realization functor

We define a mixed Hodge Structure (MHS) to be a triple (H,W•, F
•) where

H is a finite dimensional K∞-vector space, W•, the weight filtration, is an in-
creasing rational filtration of H and F •, the Hodge filtration, is a decreasing
filtration of HKs

∞ = H ⊗K∞ Ks
∞ such that the weight and Hodge filtrations

are submitted to a local semi-stability condition (Definition 4.6). They are the
analogue of the eponymous structure for number fields, where K∞ is replaced
by R. The category of MHS is denotedMHK∞ .

More relevant to function field arithmetic are Mixed Hodge-Pink Structures
(MHPS), introduced and extensively studied in [Pin]. They form a finner ver-
sion of MHS where the Hodge filtration is replaced by the refined data of the
Hodge-Pink lattice q (Subsection 4.3). We denote MHPK∞ the category of
MHPS. To any MHPS (H,W•, q) is associated an induced Hodge filtration F •
(Subsection 4.3.2). However, the datum of (H,W•, F

•) does not necessarily
define a MHS (see Subsection 4.3.4).

8
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To accord with the classical analogy, one requires infinite Frobenius in
addition to Pink’s theory. In our setting, we suggest the following alternative
definition (Section 4.2):

Definition (Definitions 4.8 and 4.21). Let H be a MHS (resp. MHPS) with
underlying space H. An infinite Frobenius for H is a continuous K∞-linear
representation

φ : G∞ → EndK∞(H)

such that, for all σ ∈ G∞, φ(σ) preserves the weight filtration φ(σ)⊗σ preserves
the Hodge filtration (resp. the Hodge-Pink lattice).

As we saw in the number fields setting (Section 0.1), Beilinson’s regulator
is defined via the Hodge realization functor. However, the naive replicate of
what is done for number fields does not work in our setting, and the next
discussion aims to understand the reasons why.

We require few additional notations. For the sake of the introduction, we
simplify slightly our setting by assuming that all A-motives are over K (we
treat the case of A-motives over a finite extension of K in the text). Let M
be a mixed A-motive.

The norm on C∞ extends canonically to a norm on A ⊗ C∞, called the
Gauss norm, for which nonzero elements of A ⊗ 1 have norm 1. We denote
C∞〈A〉 the completion of A ⊗ C∞ with respect to the Gauss norm (it was
denoted T in [GazMa, §2]). The Betti realization Λ(M) of M is the A-module

Λ(M) := {ω ∈M ⊗A⊗K C∞〈A〉 | ω = τM(τ ∗ω)}.

In Section 1.4, we make the new observation that Λ(M) is naturally endowed
with a continuous action of G∞ and compute the H1 of this action in Theorem
1.56.

Following Anderson [And, §2], we say that M is rigid analytically trivial
if the rank of Λ(M) over A equals the rank of M (Definition 1.50). We let
MMrig

K denote the full subcategory ofMMK whose objects are rigid analyt-
ically trivial.

Announced in [HarJu] and proved in [HarPi], there is an exact functor

H + :MMrig
K −→MHP+

K∞

(See Definition 5.3), whereMHP+
K∞

is the category of MHPS enriched with
infinite Frobenius. This is the Hodge-Pink realization functor. As a striking
difference with the classical picture, given a rigid analytically trivial mixed
motive M over K, the data of H +(M) and its induced Hodge filtration does
not necessarily define a MHS. In other terms, the categoryMMrig

K is too large
to be the source of a Hodge realization functor targetingMH+

K∞
.

9
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Regulated A-motives

Let H = (H,W•, q) be a MHPS and let F • be its induced Hodge filtration
(Definition 4.23). As explained above, the data of H# := (H,W•, F

•) does
not necessarily define a MHS. In Subsection 4.3.3, we show that there exists a
largest full and exact subcategory ofMHPK∞ , denotedMHPhdK∞ , such that
the functor

# :MHPhd
K∞ −→MHK∞ , H 7−→ H# (0.6)

is well-defined and exact. Objects ofMHPhdK∞ are said to have Hodge descent
(Definition 4.41).

At the side of A-motives, we say that an object M ofMMrig
K is regulated

whenever H +(M) has Hodge descent. We choose the naming "regulated" to
refer to the upcoming regulators. On the full subcategoryMMreg

K they form,
we define the exact functor:

H+ :MMreg
K −→MH+

K∞

as the composition of H + and (0.6). We call H+ the Hodge realization functor
(Definition 5.14).

General and Special regulators

LetM be an object ofMMreg
K . The exactness of the Hodge realization functor

induces an K∞-linear morphism at the level of extensions

Reg(M) : Ext1
MMreg

K
(1,M)⊗A K∞ −→ Ext1

MHPhd
K∞

(1,H+(M))

which we call the special regulator of M .
For various reasons, working in the categoryMMreg

K might be too restric-
tive. For instance, it has way less objects than MMrig

K . We figured it was
interesting for future applications to remove the "regulated" assumption onM
and to displace it on the side of extensions. For M an object ofMMrig

K , we
define a natural sub-A-module

Ext1,reg
MMrig

K

(1,M)

of Ext1
MMrig

K

(1,M) which coincides with Ext1
MMreg

K
(1,M) whenever M is reg-

ulated (Definition 5.16). Similarly, given a mixed Hodge structure H, there is
a natural K∞-subspace

Ext1,ha
MHPK∞

(1, H)

of Ext1
MHPK∞ (1, H), already considered by Pink [Pin, §8], which coincides

with Ext1
MHPhd

K∞
(1, H) whenever H has Hodge descent (Definition 4.50). The

supscript ha stands for Hodge additive.
We prove that the exactness of H + induces an K∞-linear morphism

Reg(M) : Ext1,reg
MMrig

K

(1,M)⊗A K∞ −→ Ext1,ha
MHPK∞

(1,H +(M))

which we call the general regulator of M (Definition 5.21).

10
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Analytic reduction at ∞
However, because extension spaces in the categories MH+

K∞
and MHP+

K∞

are intertwined with the continuous cohomology of the profinite group G∞, the
targeted vector spaces of Reg(M) and Reg(M) do not have finite dimension
over K∞ in general (see Section 4.2). For a similar reason, Ext1,reg

MMrig
K

(1,M) is
not a finitely generated A-module (Corollary 5.30).

Inspired by Taelman in [Tae2] in the context of Drinfeld modules, we con-
sider in Subsection 5.2 the morphism of A-modules

rM,∞ : Ext1
MMrig

K

(1,M) −→ H1(G∞,Λ(M))

induced by the exactness of the functor Λ ([HarJu, Lem. 2.3.25] or Corollary
1.61). We prove the following theorem, which in many aspects resembles to
[Tae2, Thm. 1] (or [Mo1, Thm. 1.2]) for Drinfeld modules.

Theorem E. The A-linear morphism

rM,∞ : Ext1,reg
MMrig

K ,A
(1,M)→ H1(G∞,Λ(M)),

where the index "A" refers to "everywhere good reduction", has finitely gen-
erated kernel and cokernel. If, in addition, all the weights of M are negative,
then coker(rM,∞) is finite.

Definition (Definition 5.26). We let Ext1,reg,∞
MMrig

K ,A
(1,M) be the finitely gener-

ated A-module given by the kernel of rM,∞.

Remark. In the number field case, the analogue of the K-vector space

Ext1,reg,∞
MMrig

K ,A
(1,M)⊗A K

would be Ext1
MMQ,Z(1,M) becauseH1(Gal(C|R),−) is torsion. To that extent,

Theorem E is the analogue of Conjecture (i).

At the side of Hodge-Pink structures, and under the assumption that the
weights of M are negative, we construct similarly a surjective morphism of
K∞-vector spaces

dM : Ext1,ha
MHP+

K∞
(1+,H+(M)) −→ H1(G∞,Λ(M)⊗A K∞),

functorially attached to M , whose kernel has finite dimension over K∞ (Defi-
nition 4.53). We denote by Ext1,ha,∞

MHP+
K∞

(1+,H+(M)) the kernel of dM and give
a name to its elements: the extensions having analytic reduction at ∞.

Remark. Similarly, classical extensions of mixed Hodge structures would all
have "analytic reduction at ∞" in that sense.

11
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Let M be an object ofMMrig
K with negative weights. A key observation

is that the general regulator of M induces a K∞-linear morphism:

Reg(M) : Ext1,reg,∞
MMrig

K ,A
(1,M)⊗A K∞ −→ Ext1,ha,∞

MHP+
K∞

(1+,H+(M))

(this follows from Theorem 5.31). We prove (see Theorem 6.4 in the text):

Theorem F. LetM be an object ofMMrig
K with negative weights. The rank of

the A-module Ext1,reg,∞
MMrig

K ,A
(1,M) equals the dimension of Ext1,ha,∞

MHP+
K∞

(1,H+(M))

over K∞.

The proofs of Theorems E and F use methods close to Shtuka Cohomology
as developed by Mornev in his thesis [Mo1]. To a mixed rigid analytically trivial
A-motive M = (M, τM) with negative weights, we associate non-canonically a
C ×C-shtuka model for M (Definition 6.9). The later is a triple (M,N , τM),
where N is a coherent sheaf on C×C,M is a subsheaf of N and τM : τ ∗M→
N is a morphism of coherent sheaves, such that τM restricts to

τM : τ ∗MA −→MA[j−1] ∩ (M + τM(τ ∗M))

on Spec(A ⊗ A) (here, MA, the maximal A-model of M seen as an A-motive
over K), which satifies some technical assumptions (see Definition 6.9). The
(coherent and rigid) cohomology of a C × C-shtuka model traces back the
modules of extensions introduced earlier, in a way similar to the cohomology
of global models of Drinfeld modules in [Mo1]. The cohomological tools we
developped in Section 6.3 to prove Theorems E and F are inspired by compu-
tations of V. Lafforgue in [LafV].

Finally, let us mention that Theorem F reveals what should be the corre-
sponding function fields’ analogue of conjecture (ii). At last, we formulate:

Definition. Let M is a mixed rigid analytically trivial A-motive over K with
negative weights. We say that M satisfies Beilinson’s conjecture if the linear
map

Reg(M)⊗A idK∞ : Ext1,reg,∞
MMrig

K ,A
(1,M)⊗A K∞ −→ Ext1,ha,∞

MHP+
K∞

(1,H+(M))

is an isomorphism of K∞-vector spaces.

Surprisingly, it will appear from Corollary 7.34 that not all A-motives sat-
isfy Beilinson’s conjecture. We leave the problem of characterizing A-motives
not satisfying Beilinson’s conjecture open, and hope to study it in near future
works.

Motivic cohomology of the Carlitz tensor powers

In our last Chapter 7 we describe the module Ext1,reg,∞
MMrig

K ,A
(1,M) where M is

the nth tensor power of the Carlitz motive over K, analog to the classical nth

12
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Tate twist motive.

The setting is as follows. The curve C is the projective plane P1
F over F

and ∞ is the point of coordinates [0 : 1]. The ring A is identified with F[t],
where t−1 is a uniformizer in K of O∞. The field K is identified with F(t) and
K∞ with F((t−1)). The valuation v∞ at ∞ corresponds to minus the degree
in t. We identify the tensor product A ⊗ K = F[t] ⊗ K with F(θ)[t] where t
corresponds to t⊗ 1 and θ to 1⊗ t. The ideal j is principal, generated by t− θ.
The morphism τ maps a polynomial p(t) ∈ F(θ)[t] to p(t)(1) whose coefficients
in t have been raised to the qth power.

The nth tensor power of the Carlitz motive Cn is the A-motive whose under-
lying module is K[t] and where the τ -action is given by τ ∗p(t) 7→ (t−θ)np(t)(1)

over K. We rather denote by A(n) the dual of Cn to stress the analogy with
the Tate twists Z(n).

As an application of the above theory, we prove (see Theorem 7.1):

Theorem G. Let n be an integer. A(n) is an object inMMreg
K , and we have

Ext1,∞
MMreg

K ,A
(1, A(n)) ∼=


0 if n ≤ 0,
F[t]n if n > 0 and q − 1 - n,
F[t]n−1 ⊕ F[t]/(dn(t)) if n > 0 and q − 1|n

where dn(t) is a certain monic polynomial. If n = qk(q − 1) for some k ≥ 0,
then

dn(t) = tq
k+1 − tqk .

The general determination of dn(t) remains a difficult task which we par-
tially complete using linear relations among the Carlitz period and polylog-
arithms (Theorem 7.23). We leave open the question of determining those
extension groups for tensor powers of the Carlitz motive over finite extensions
of K.

Remark. Compared to the number fields situation, Ext1,∞
MMreg

K ,A
(1, A(n)) is "too

large by a n− 1-rank": in [Del, §1.4] (see also [BeiDe, §1.11]), Deligne conjec-
tures that for n ≥ 0:

Ext1
Z(1,Q(n)) ∼= K2n−1(Z)⊗Z Q.

We deduce Ext1
Z(1,Q(n)) is zero if n is even and has dimension 1 if n is odd.

In the function fields/number fields dictionnary, multiples of q − 1 are the
analogue of even integers.

For n > 0, explicit computations with the regulator morphism Reg(M) in
the case where M = A(n) makes Carlitz’s polylogarithms naturally appear.
This is highly reminiscent of computations by Deligne and Beilinson in [BeiDe].
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For α ∈ C∞ with v∞(α) > −nq/(q − 1), the nth Carlitz polylogarithm of α is
defined the converging series

Lin(α) := α +
∞∑
k=1

αq
k

(θ − θq)n(θ − θq2)n · · · (θ − θqk)n
.

Let π̃ ∈ Ks
∞ be the Carlitz’s period (function fields analogue of 2iπ). As an

application of the ABP criterion [ABP] and results of Chang and Yu in [ChaYu]
together with the above corollary, we obtain an algebraic independence result
for the latter series (see Corollaries 7.28 and 7.30):

Theorem H. Let (α1, ..., αn) be a basis of {f ∈ F[θ] | deg f < n}. The
series Lin(α1), Lin(α2), ..., Lin(αn) are algebraically independent over K. If
further q − 1 - n, the series π̃, Lin(α1), Lin(α2), ..., Lin(αn) are algebraically
independent over K.

Remark. In the case where q − 1|n, there is a linear relation among the con-
verging series π̃n, Lin(1), Lin(θ), ..., Lin(θn−1). It can be deduced from the
Euler-Carlitz formula for the Carlitz zeta value ζC(n) together with Anderson-
Thakur’s identity [AndT, Thm 3.8.3], which yields:

ζC(n) ∈ SpanF(θ)

{
Lin(θi) | 0 ≤ i < nq/(q − 1)

}
.

See Lemma 7.20 in the text.

0.3 Plan of the thesis
The aim of Chapter 1 is to review the usual set up (notations, definitions,
basic properties) of A-motives over an arbitrary A-algebra or field. We shall
use it as a range of useful results that we will refer to throughout the next
chapters. We follow [HarJu] as a guideline, though loc. cit. is concerned with
the particular choice of a closed point ∞ of degree one and over a complete
algebraically closed field. Most of the results on A-motives extend without
changes to our larger setting. An addition to the existing literature is Section
1.2 where our presentation of mixedness sensibly differs from [HarJu, §2.3.2].
In section 1.4, we define and study the action of G∞ on the Betti realization
of an A-motive. We also review the notion of rigid analytic triviality in a way
which avoids the use of rigid analytic geometry.

In Chapter 2, we develop the notion of maximal integral models of A-
motives over a local or global function field. It splits into three Sections. In
Section 2.1, we present integral models of Frobenius spaces over local function
fields. The theory is much easier than the one for A-motives, introduced over
a local function field in Section 2.2 and over a global function field in Section
2.3. Although our definition of integral model is inspired by Gardeyn’s work
in the context of τ -sheaves [Gar2], our presentation is simpler as we removed

14
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the locally free assumption. That maximal integral models are locally free is
automatic, as we show in Propositions 2.14 and 2.32. The chief aim of this
chapter is to do the groundwork for Chapter 3, precisely Section 3.3, where
integral models play a leading role in the determination of extensions having
everywhere good reduction.

Motivic Cohomology for function fields is introduced in Chapter 3. We
describe the extension modules inMF in Section 3.1 and deduce Theorem A
from Theorem 3.4. We focus on extension modules in the categoryMMF in
Section 3.2 where we deduce Theorem B from Propositions 3.8, 3.9. The main
results of this chapter are gathered in Section 3.3, where we study the module
of extensions having good reduction. Theorem C follows from Theorem 3.15
and Theorem D from Theorem 3.18. There, the full force of Chapter 2 is re-
quired.

In Chapter 4, after a recall of filtered spaces in Section 4.1, we develop the
theory of mixed Hodge structures (Section 4.2) and review mixed Hodge-Pink
structures (Section 4.3). This chapter owes much to Pink’s unpublished mono-
graph [Pin], although we present new notions as infinite Frobenius (Definitions
4.8 and 4.21) and Hodge descent (Definition 4.41). Its objective is to describe
the extension modules in several categories and pave the way for Chapter 5,
where the present results will serve to define and describe function fields reg-
ulators.

We attach regulators to rigid analytically trivial mixed A-motives in Chap-
ter 5. In section 5.1, we introduce the Hodge-Pink realization functor H +

as presented in [HarJu]. As explained above, H + does not induce a functor
targeting MH+

K∞
. For this reason, we exhibit in Subsection 5.1.2 a full and

exact subcategory MMreg
F of MMrig

F . This category is constructed so that
one can define the Hodge realization functor H+ : MMreg

F →MH+
K∞

which
factors through H +. We define general and special regulators in Subsection
5.1.4. In Section 5.2, we define extensions inMMrig

F having analytic reduction
at ∞. This notion will appear to be the right one to obtain a finitely gener-
ated natural sub-A-module of Ext1

MMreg
F ,OF (1,M). In Section 5.3, we conclude

by a description of the extension modules inMrig
F in terms of solutions of τ -

difference equations. These formulas will be used to describe explicitly general
and special regulators (see Theorem 5.34). These observations are at the origin
of Chapter 7, where we relate special regulators of the Carlitz tensor powers
to function fields polylogarithms.

In Chapter 6, we state and prove Theorems E and F (Theorems 6.2 and 6.4
in the text). The impetus of all the previous chapters is called for. Chapter
6 splits into two sections. In Section 6.2.2, we develop the theory of shtuka
models attached to A-motives. This is highly reminiscent of Mornev’s global
models [Mo1, §12] in the context of Drinfeld modules, although not directly

15
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linked. A major step in this section is to relate shtuka models on C×C to cer-
tain extension modules of Hodge structures (Subsection 6.2.3). In Section 6.3,
we develop cohomological tools for coherent cohomology of schemes covered
by two affine subschemes which, applied to the (Zariski and rigid) cohomology
of shtuka models, will achieve the proofs of Theorems E and F. Our proof is
inspired by cohomological techniques of V. Lafforgue in [LafV].

In Chapter 7, we apply the theory presented in the previous chapters to
compute Ext1,∞

MMreg
K

(1, A(n)). This results in Theorem G above, proved in
Section 7.2. We prove Theorem H in Section 7.3 using the ABP criterion as
a main ingredient [ABP]. We end this text by a equivalent formulation of
function fields Beilinson’s conjecture in the case of A(n) (n > 0) in terms
of generalized polylogarithms (Proposition 7.31). As a corollary, we prove
that Beilinson’s conjecture is true for A(1) (Corollary 7.33) but false for A(n)
whenever n is a multiple of the characteristic p of F (Corollary 7.34).

16



Chapter 1

Anderson A-motives

Let F be a finite field of cardinality q. By convention, throughout this text
unlabeled tensor products and fiber products are over F. Let (C,OC) be
a geometrically irreducible smooth projective curve over F, and fix a closed
point ∞ on C. Let A := Γ(C \ {∞},OC) be the ring of regular functions on
C \ {∞} and let K be the function field of C.

We review here the theory of Anderson A-motives over any A-algebra and
study their λ-adic and Betti realization functors. We shall use this first chapter
as a range of useful results that we will refer to throughout the next chapters.
One goal is to define the category MMrig

F which shall be our function field
analogue of the category of mixed motives. We use [HarJu] as a guideline,
though loc. cit. is concerned with the particular choice of a closed point ∞ of
degree one and over a complete algebraically closed field. Most of the results
on A-motives extend without changes to our larger setting, but we prefer to
give full details when necessary.

In Section 1.1 we review the usual definitions of Anderson A-motives over
an arbitrary A-algebra R and give the basic properties of the category MR

they form, ought to be known to specialists. We set our main notations for
the rest of the text. We also introduce the category M̃R of A-motives up
to isogenies, and review the classical operations (tensor, dual, restriction of
scalars,...)

In Section 1.2, we introduce function fields isocrystals over an A-field F
following the recent work of Mornev in [Mor2]. We prove that isocrystals
admit a uniquely determined slope filtration in Theorem 1.19. This was already
proven in [Har1, Prop. 1.5.10] under a certain assumption, but we explain how
the latter result implies ours. Given an object M inMF and a closed point
λ on C, we attach functorially an isocrystal Iλ(M) in Definition 1.28. We use
the slope filtration of I∞(M) to define mixedness and weights in Definition
1.30.

In Section 1.3, we introduce the λ-adic realization functor for A-motives.
We prove that it is exact in Corollary 1.46.

In Section 1.4, we introduce the Betti realization functor when the base

17
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A-algebra is a finite extension of K. Compared to the existing litterature,
where A-motives are considered over a subfield of C∞, our definition involves
the choice of a K-algebra morphism v : F → C∞ (Definition 1.48). We denote
the Betti realization functor Λv. This allows us to define v-rigid analytically
triviality, extending slightly Anderson’s definition [And, §2]. For the study
of the analogue of Beilinson’s conjectures, as we do in the present text, we
could have restricted ourselves to A-motives over K and the distinction of
embeddings v could have been reduced to the inclusion i : K → C∞. We stick
to this slightly more general setting for future references with incoming works.

We let Fv be the completion of F with respect to | · |v := |v(·)|, we fix F s
v a

separable closure of Fv and we let Gv be the Galois group Gal(F s
v |Fv). Given

an A-motive M over F , a novelty of our approach is to consider the action
of Gv on the v-Betti realization Λv(M) of M . Under the assumption that M
is v-rigid analytically trivial, we show in Proposition 1.54 that this action is
continuous, and we determine H1(Gv,Λv(M)) in Theorem 1.56. We end this
chapter by interpreting elements of Λv(M) as analytic functions on affinoid
subdomains of (C × SpecC∞)rig and discuss their analytic continuations to
larger subdomains. This is inspired by [HarJu, §2.3.3].

1.1 Definitions of A-motives

Let R be a commutative F-algebra and let κ : A → R be an F-algebra mor-
phism. R will be refered to as the base algebra and κ as the characteristic
morphism. The kernel of κ is called the characteristic of (R, κ). We consider
the ideal j = jκ of A ⊗ R generated by the set {a ⊗ 1 − 1 ⊗ κ(a)|a ∈ A}; j is
equivalently defined as the kernel of A⊗ R → R, a⊗ f 7→ κ(a)f . The ideal j
is maximal if and only if R is a field, and is a prime ideal if and only if R is a
domain.

Lemma 1.1. Let a ∈ A be a non constant element. Then, a⊗ 1− 1⊗ κ(a) is
a non-zero-divisor in A⊗R.

Proof. Let {f1, ..., fd} be a lift in A of a basis of A/(a) over F. Then

{anf1, ..., a
nfd}n≥0

forms a basis of A over F. It follows that {anf1 ⊗ 1, ..., anfd ⊗ 1}n≥0 forms
a basis of A ⊗ R over R. In this basis, and given x ∈ A ⊗ R, (a ⊗ 1)x and
(1 ⊗ κ(a))x do not have the same coordinates unless x = 0. It follows that
a⊗ 1− 1⊗ κ(a) is regular.

Let Quot(A ⊗ R) be the localization of A ⊗ R at its non-zero-divisors (if
A⊗R is an integral domain, Quot(A⊗R) is the field of fractions of A⊗R).

Let M be an A⊗R-module. For n ∈ Z, we denote j−nM the submodule of
M⊗A⊗RQuot(A⊗R) consisting of elements m for which (a⊗1−1⊗κ(a))nm ∈
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M for all a ∈ A \ F. We then set

M [j−1] :=
⋃
n≥0

j−nM.

Let τ : A⊗R→ A⊗R be the A-linear morphism given by a⊗r 7→ a⊗rq on
elementary tensors. Let τ ∗M denotes the pull-back ofM by τ ([Bou, A.II.§5]).
That is, τ ∗M is the A⊗R-module

(A⊗R)⊗τ,A⊗RM

where the subscript τ signifies that the relation (a⊗τ bm) = (aτ(b)⊗τm) holds
for a, b ∈ A⊗R, and where the A⊗R-module structure on τ ∗M corresponds
to b · (a⊗τm) := (ba⊗τm). We let 1 : τ ∗(A⊗R)→ A⊗R be the A⊗R-linear
morphism which maps (a⊗ r)⊗τ (b⊗ s) ∈ τ ∗(A⊗R) := (A⊗R)τ,A⊗R(A⊗R)
to ab⊗ rsq ∈ A⊗R.

The next definition takes its roots in the work of Anderson [And], though
this version is borrowed from [Har2, Def. 2.1].

Definition 1.2. An Anderson A-motive M (over R) is a pair (M, τM) where
M is a locally free A ⊗ R-module of finite constant rank and where τM :
(τ ∗M)[j−1]→M [j−1] is an isomorphism of (A⊗R)[j−1]-modules.
In all the following, we shall more simply write A-motive instead of Anderson
A-motive. The rank of M is the (constant) rank of M over A⊗R.
A morphism (M, τM) → (N, τN) of A-motives (over R) is an A ⊗ R-linear
morphism f : M → N such that f ◦ τM = τN ◦ τ ∗f . We let MR be the
A-linear category of A-motives over R.

Remark 1.3. A-motives as in Definition 1.2 are called abelian A-motives by
several authors (see e.g. [BroPa]). The word abelian refers to the assumption
that the underlying A⊗R-module is finite locally free. Dropping this assump-
tion is not a good strategy in our work, as too many analogies with number
fields motives would fail to hold.

Definition 1.4. An A-motive M = (M, τM) (over R) is called effective if
τM(τ ∗M) ⊂M . We letMeff

R be the full subcategory ofMR whose objects are
effective A-motives.

Let 1 be the unit A-motive over R defined as (A⊗R,1). The biproduct of
two A-motivesM and N , denotedM⊕N , is defined to be the A-motive whose
underlying A⊗R-module is M ⊕N and whose τ -linear morphism is τM ⊕ τN .
Their tensor product, denoted M ⊗N , is defined to be (M ⊗A⊗RN, τM ⊗ τN).
The tensor operation admits 1 as a neutral object. The dual ofM is defined to
be the A-motive whose underlying A⊗R-module isM∨ := HomA⊗R(M,A⊗R)
and where τM∨ is defined as

τM∨ : (τ ∗M∨)[j−1] = (τ ∗M)∨[j−1]
∼−→M∨[j−1], h 7−→ h ◦ τ−1

M
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(we refer to [HarJu, §.2.3] for more details). Given S an R-algebra, there is
a base-change functorMR →MS mapping M = (M, τM) to MS := (M ⊗R
S, τM⊗R idS). The restriction functor ResS/R :MS →MR maps an A-motive
M over S to M seen as an A-motive over R. Given two A-motives M and N
over R and S respectively, we have

HomMR
(M,ResS/RN) = HomMS

(MS, N).

In other words, the base-change functor is left-adjoint to the restriction functor.

Example 1.5 (Carlitz’s motive). Let C = P1
F be the projective line over F

and let ∞ be the closed point of coordinates [0 : 1]. If t is any element in
Γ(P1

F \{∞},OP1) whose order of vanishing at∞ is 1, we have an identification
A = F[t]. For an F-algebra R, the tensor product A ⊗ R is identified with
R[t]. The morphism τ acts on p(t) ∈ R[t] by raising its coefficients to the
qth-power. It is rather common to denote by p(t)(1) the polynomial τ(p(t)).
Let κ : A→ R be an injective F-algebra morphism and let θ = κ(t). The ideal
j ⊂ R[t] is principal, generated by (t− θ).

The Carlitz F[t]-motive C over R is defined by the couple (R[t], τC) where
τC maps τ ∗p(t) to (t− θ)p(t)(1). Its nth tensor power Cn := C⊗n is isomorphic
to the F[t]-motive whose underlying module is R[t] and where τCn maps τ ∗p(t)
to (t− θ)np(t)(1). We let A(n) := C−n = (Cn)∨.

For A = F[t], A(1) plays the role of the number fields’ Tate motive Z(1)
and, more generally, A(n) plays the role of Z(n). We discuss in more details
the Carlitz motive and its tensor powers in Chapter 7.

The category MR of A-motives over R is generally not abelian, even if
R = F is a field. This comes from the fact that a morphism inMF might not
admit a cokernel. However, there is a notion of exact sequences in the category
MR which we borrow from [HarJu, Rmk. 2.3.5(b)]:

Definition 1.6. We say that a sequence 0→M ′ →M →M ′′ → 0 inMR is
exact if its underlying sequence of A⊗R-modules is exact.

The next proposition appears and is discussed in [HarJu, Rmk. 2.3.5(b)]
and will allow us to consider extension modules (Chapter 3). Although stated
in the case where R is a particular A-algebra and deg(∞) = 1, it extends
without changes to our setting:

Proposition 1.7. The category MR together with the notion of exact se-
quences as in Definition 1.6 is exact in the sense of Quillen [Qui1, §2].

In the rest of this section, we define the category M̃R of A-motives up to
isogeny (over R) (see Definition 1.10) which is abelian when R = F is a field.
We first discuss the notion of saturation.

Definition 1.8. Let M = (M, τM) be an Anderson A-motive over R. A
submotive of M is an A-motive N = (N, τN) such that N ⊂ M and τN =
τM |τ∗N [j−1].
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We set N sat to be the submotive of M whose underlying A⊗R-module is

N sat := {n ∈M | ∃a ∈ A⊗R, an ∈ N}

and call it the saturation of N in M . We say that N is saturated in M if
N = N sat.

Following [Har2, Def. 5.5, Thm. 5.12], we have the next:

Definition 1.9. A morphism f : M → N inMR is an isogeny if one of the
following equivalent conditions is satisfied.

(a) f is injective and coker(f : M → N) is a finite locally free R-module,

(b) M and N have the same rank and coker f is finite locally free over R,

(c) M and N have the same rank and f is injective,

(d) there exists 0 6= a ∈ A such that f induces an isomorphism of (A ⊗
R)[a−1]-modules M [a−1]

∼→ N [a−1],

(e) there exists 0 6= a ∈ A and g : N → M inMR such that f ◦ g = a idN
and g ◦ f = a idM .

If an isogeny between M and N exists, M and N are said isogenous.

As a consequence of those equivalent definitions, a submotive of an A-
motive M is isogenous to its saturation in M . This motivates the definition of
the category of A-motives up to isogeny (see [HarJu, Def. 2.3.1]).

Definition 1.10. Let M̃R be the K-linear category whose objects are those of
MR and where the hom-sets of two objectsM and N is given by the K-vector
space

HomM̃R
(M,N) := HomMR

(M,N)⊗A K.

We call the objects of M̃R the A-motives over R up to isogeny.

An isogeny in MR then becomes an isomorphism in M̃R. According to
[HarJu, Prop. 2.3.4], the category M̃F is abelian. We also claim:

Proposition 1.11. Any object of M̃R has finite length.

Proof. Any subobject of a rank 1 object in M̃R has either rank 0 or 1. If
it has rank 1, then it is isomorphic in M̃R to the whole object by Definition
1.9(c). It follows that any rank 1 object in M̃R is simple. As a consequence,
for any increasing sequence

0 = M0 (M1 ( · · · (Mn = M

inMR, n is bounded by the rank of M . This concludes.
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1.2 Mixed A-motives

We discuss here the notion of weights for Anderson A-motives in our setting.
In the A = F[t]-case, the definition of pure A-motives is traced back to the work
of Anderson [And, 1.9], but the definition of mixed A-motives appeared only
some decades later in the work of Taelman [Tae1] in the case A = F[t]. It was
extended to more general coefficients ring A by Hartl and Juschka in [HarJu,
§3], under the assumption deg(∞) = 1 and over C∞. Our presentation deals
with the case of general A (that is, without assumption on deg(∞)) and R = F
a field. We require some pieces of the theory of function fields isocrystals to
begin.

1.2.1 Isocrystals over a field

We introduce function fields isocrystals following [Mor2]. Our objective is to
prove existence and uniqueness of the slope filtration with pure subquotients.
The general theory has been developed in [Andr2], and the results of interest
for us appear in [Har1]. The new account of this subsection is the adaptation
of [Har1, Prop 1.5.10] to our more general setting (see Theorem 1.19). This
result will allow us to define mixedness and weights in Subsection 1.2.2.

Let R be a Noetherian F-algebra. Let k be a finite field extension of F of
degree δ. Let E be the field of Laurent series over k in the formal variable π,
O the subring of E consisting of power series over k and m the maximal ideal
of O. Explicitely E = k((π)), O = k[[π]] and m = πO.

We let A(R) be the completion of the ring O ⊗R at its ideal m⊗R, that
is

A(R) = lim←−
n

(O ⊗R)/(mn ⊗R)

and we let B(R) be the tensor product E ⊗O A(R). Throughout the previ-
ous identifications, we readily check that A(R) = (k ⊗ R)[[π]] and B(R) =
(k ⊗ R)((π)). Since O ⊗ R is Noetherian, A(R) is flat over O ⊗ R ([Bou,
AC.III.§4,Thm 3(iii)]). It follows that B(R) is flat over K ⊗R.

Let τ : O ⊗R→ O ⊗R, be the O-linear map induced by a⊗ r 7→ a⊗ rq.
We shall denote by τ also its continuous extension to A(R) or B(R). Similarly,
we denote by 1 the canonical A ⊗ R-linear morphisms τ ∗A(R) → A(R) and
τ ∗B(R)→ B(R).

We assume that R = F is a field.

Definition 1.12. An isocrystal D over F is a pair (D,ϕD) where D is a free
B(F )-module of finite rank and ϕD : τ ∗D → D is a B(F )-linear isomorphism.
When understood by the context, we simply refer to D as an isocrystal.
A morphism (D,ϕD) → (C,ϕC) of isocrystals is a B(F )-linear morphism of
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the underlying modules f : B → C such that f ◦ ϕD = ϕC ◦ τ ∗f . We let IF
be the category of isocrystals over F .

From [Mor2, Prop. 4.1.1], we deduce that the category IF is abelian.

Let D = (D,ϕ) be an isocrystal over F . In IF , a subobject of D, or sub-
isocrystal of D, is an isocrystal G = (G,ϕG) for which G ⊂ D, ϕG = ϕD|τ∗G.
The quotient of D by G is the pair (D/G,ϕD) (this is indeed an isocrystal by
[Mor2, Prop. 4.1.1]).

We define the rank rkD of D to be the rank of D over B(F ). If D is
nonzero, let b be a basis of D and let U denote the matrix of ϕ expressed
in τ ∗b and b. A different choice of basis b′ leads to a matrix U ′ such that
U = τ(P )U ′P−1 for an invertible matrix P with coefficients in B(F ). As such,
the valuation of detU in π is independent of b. We denote it by degD and we
name it the degree of D. We define the slope of D to be the rational number
µ(D) = δ degD/ rkD, where δ is the degree of k over F.

The degree and rank are additive in short exact sequences over the abelian
category of isocrystals, and the association D 7→ µ(D) defines a slope function
for IF in the sense of [Andr2, Def. 1.3.1]. The next definition should be
compared with [Andr2, Def. 1.3.6]:

Definition 1.13. The isocrystal D is semistable (resp. isoclinic) if, for any
nonzero subisocrystal D′ of D, µ(D′) ≤ µ(D) (resp. µ(D′) = µ(D)).

These notions are related to the notion of purity, borrowed from [Mor2,
Def. 3.4.6]. We first introduce A(F )-lattices:

Definition 1.14. Let D be a free B(F )-module of finite rank. An A(F )-lattice
in D is a sub-A(F )-module of finite type of D which generates D over E.

Let L be an A(F )-lattice in D. Because D is a free B(F )-module and A(F )
is a finite product of principal ideal domains, L is free as an A(F )-module and
has the same rank as D. We denote by 〈ϕDL〉 the sub-A(F )-module ϕD(τ ∗L)
in D. Because ϕD is an isomorphism, 〈ϕDL〉 is a A(F )-lattice in D. By
recursion, we define 〈ϕnDL〉 the A(F )-lattice 〈ϕD〈ϕn−1

D L〉〉. We set 〈ϕ0
DL〉 = L.

Definition 1.15. A nonzero isocrystal (D,ϕD) over F is said to be pure of
slope µ if there exist an A(F )-lattice L in D and integers s and r > 0 such
that 〈ϕrδDL〉 = πsL and µ = s/r. By convention, the zero isocrystal is pure
with no slope.

Example 1.16. Let D be the free B(F )-module of rank s ≥ 1 with basis
{e0, ..., es−1} and let ϕD : τ ∗D → D be the unique linear map such that
ϕD(τ ∗ei−1) = ei for 1 ≤ i < s and ϕD(τ ∗es−1) = πre0. Then (D,ϕD) is a pure
isocrystal of slope rδ/s with A(F )e0 ⊕ · · · ⊕A(F )es−1 for A(F )-lattice.

The following lemma relates the definition of slopes from purity and from
slope functions:
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Lemma 1.17. If D is a pure isocrystal of slope µ, then µ(D′) = µ for any
nonzero sub-isocrystal D′ of D. In particular, D is isoclinic (hence semistable).

Proof. Assume there exists an A(F )-lattice T in D such that 〈ϕrδT 〉 = msT
for integers r > 0 and d such that µ = s/r. If D′ = (D′, ϕ) is a nonzero
subisocrystal of D, then T ′ = T ∩ D′ is an A(F )-lattice in D′ such that
〈ϕrδT ′〉 = msT ′. As T ′ is nonzero, let {t1, ..., t`} be a basis of T ′ over A(F ).
We have

(detϕ)rδ(t1 ∧ · · · ∧ t`) = ms`(t1 ∧ · · · ∧ t`) in
∧̀

T ′.

Hence rδ degD′ = s rkD′, which yields µ(D′) = µ.

Definition 1.18. A slope filtration for D is an increasing sequence of sub-
isocrystals of D

0 = D0 ( D1 ( · · · ( Ds = D,

satisfying:

(i) ∀i ∈ {1, ..., s}, Di/Di−1 is semi-stable,

(ii) we have µ(D1) > µ(D2/D1) > · · ·µ(Ds/Ds−1).

It follows from [Andr2, Thm 1.4.7] applied to the slope function D 7→ µ(D)
on the abelian category IF , that a slope filtration for D exists and is unique
(up to unique isomorphism). A much stronger result holds: the quotients in
(i) are pure. This is the next theorem.

Theorem 1.19. Let D be an isocrystal over F . In the slope filtration for D

0 = D0 ( D1 ( · · · ( Ds = D, (1.1)

for all i ∈ {1, ..., s}, the quotients Di/Di−1 are pure isocrystals.

Remark 1.20. It would be relevant to have a lemma stating the equivalence
between semi-stable and isoclinic, so that Theorem 1.19 would follow from
André’s theory. Yet, the only proof I know already uses [Har1, Prop. 1.5.10]
and follows from Theorem 1.19.

Proof of Theorem 1.19. If δ = 1, then A(F ) is identified with F [[π]] and The-
orem 1.19 is proved in [Har1, Prop. 1.5.10]. We now explain how the general
case follows from the above. Let G be the finite field extension of F corre-
sponding to

G := {f ∈ F̄ ∩ F | f qδ = f}.
Let φ : G → F denote the inclusion. Note this defines an embedding of G in
k. Let Aφ(F ) be the completion of O⊗GF at the ideal m⊗GF . In the theory
of isocrystals over F with G in place of F, Aφ(F ) appears in place of A(F )
and δ = 1. In [Mor2, §4.2], Mornev defines a functor

[φ]∗ : (A(F )− isocrystals) −→ (Aφ(F )− isocrystals)
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By [Mor2, Prop 4.2.2] (see also [BorHa, Prop 8.5]), the functor [φ]∗ defines an
equivalence of categories such that [φ]∗(D) is a pure isocrystals of slope µ if D
is. Let

[φ]∗ : (Aφ(F )− isocrystals) −→ (A(F )− isocrystals)

be a quasi-inverse of [φ]∗ and let ` : [φ]∗[φ]∗
∼→ id be a natural transformation.

Let D be an A(F )-isocrystal. We only need to prove existence of (1.1) with
pure subquotients since uniqueness follows from [Andr2, Thm 1.4.7]. By [Har1,
Prop. 1.5.10], there exists an increasing sequence of sub-Aφ(F )-isocrystals of
[φ]∗D:

0 = G0 ( G1 ( G2 ( · · · ( Gs = [φ]∗D

the subquotients Gi/Gi−1 being pure of slopes µi with µ1 > · · · > µs. Applying
[φ]∗ and then `, we obtain

0 = D0 ( D1 ( D2 ( · · · ( Ds = D (1.2)

with Di := `([φ]∗[φ]∗Di) for all i ∈ {0, 1, ..., s}. We claim that the isocrystals
Di/Di−1 are pure of slope µi. Indeed, we have

Di/Di−1
∼= [φ]∗Gi/[φ]∗Gi−1

∼= [φ]∗(Gi/Gi−1)

where the last isomorphism comes from the fact that [φ]∗ is an exact functor
(any equivalence of categories is exact). Because Gi/Gi−1 is pure of slope µi,
Di/Di−1 is also pure of slope µi. We conclude that (1.2) is the slope filtration
for D and satisfies the assumption of the theorem.

We introduce the next definition:

Definition 1.21. Let D be an isocrystal over F and let (Di)i∈{0,...,s} be its
slope filtration. The elements of the set {−µ(Di/Di−1) | 1 ≤ i ≤ s} are called
the weights of D. We call the weight filtration of D the increasing filtration
(Dλ)λ∈Q of D defined by

Dλ :=
⋃

µj≥−λ

Dj.

For λ ∈ Q, we let GrλD := Dλ/
⋃
λ′<λDλ′ .

Remark 1.22. The breaks of the weight filtration of D are the rational numbers
λ such that GrλD 6= 0. By definition, the set of breaks equals the set of
weights.

It follows from Theorem 1.19 that any semi-stable isocrystal is pure, and us-
ing Lemma 1.17, that any semi-stable isocrystal is isoclinic. Restating [Andr2,
Thm 1.5.9] in our setting, we obtain:

Corollary 1.23. For all λ ∈ Q, the assignment IF → IF , D 7→ Dλ defines
an exact functor. Equivalently, any morphism f : D → C of isocrystals over
F is strict with respect to the weight filtration, that is:

∀λ ∈ Q, f(Dλ) = f(D) ∩ Cλ.
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The weight filtration is not split in general. However it splits when the
ground field F is perfect.

Theorem 1.24. If F is perfect, the weight filtration of D splits, i.e. D de-
composes along a direct sum

D ∼=
⊕
λ∈Q

Grλ(D).

Remark 1.25. The proof is similar to the argument given for Theorem 1.19:
the corresponding result for δ = 1 is proven in [Har1, Prop 1.5.10] and the
general δ-case is easily deduced from [Mor2, Prop 4.2.2].

Remark 1.26. The above theorem is the Dieudonné-Manin decomposition for
isocrystals. When F is algebraically closed, given µ ∈ Q there exists a unique
(up to isomorphisms) simple and pure isocrystal Sµ of slope µ (see [Mor2, Prop
4.3.4]). Any pure isocrystal of slope µ decomposes as a direct sum of Sµ (see
[Mor2, Prop 4.3.7]) and together with Theorem 1.24 yields the Dieudonné-
Manin classification (see [Lau]). It does not hold for any F , even separably
closed, as noticed by Mornev in [Mor2, Rmk 4.3.5].

1.2.2 Isocrystals attached to A-motives

Let R be a Noetherian F-algebra and let κ : A→ R be an F-algebra morphism.

We chose the rings A(R) and B(R) of subsections 1.2.1 in the following
way. Given a closed point λ on C, we let Oλ ⊂ K be the associated discrete
valuation ring of maximal ideal mλ. We denote Oλ the completion of Oλ and
Kλ the completion of K. We let Fλ denote the residue field of λ (of finite
dimension over F, its dimension being the degree of λ). We let Aλ(R) and
Bλ(R) be the completions of Oλ ⊗R and Kλ ⊗R for the mλ-adic topology.

Recall that jκ is the ideal of A⊗R generated by {a⊗1−1⊗κ(a) | a ∈ A}.

Lemma 1.27. We have jκB∞(R) = B∞(R). For λ a closed point of C distinct
from ∞ such that κ(mλ)R = R, then jκAλ(R) = Aλ(R).

Proof. We prove the first assertion. let a be a non constant element of A so that
a−1 ∈ m∞. Then a⊗1−1⊗κ(a) ∈ j is invertible with −

∑
n≥0 a

−(n+1) ⊗ κ(a)n

as inverse, where the infinite sum converges in A∞(R) ⊂ B∞(R).
To prove the second assertion, let ` ∈ mλ be such that κ(`) is invertible

in R. Then ` ⊗ 1 − 1 ⊗ κ(`) ∈ j is invertible with −
∑

n≥0 `
n ⊗ κ(`)−(n+1) as

inverse, where the infinite sum converges in Aλ(R).

We assume that R = F is a field.

Definition 1.28. Let M = (M, τM) be an A-motive over F and let λ be a
closed point of C. We let Iλ(M) be the Bλ(F )-module M ⊗A⊗R Bλ(F ). Let
Iλ(M) be the pair (Iλ(M), τM ⊗ 1).
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Proposition 1.29. Let M = (M, τM) be a nonzero A-motive over F . Let λ
be a closed point of C distinct from kerκ.

(i) Iλ(M) is an isocrystal over F .

(ii) If λ 6=∞, Iλ(M) is pure of slope 0.

Proof. BecauseM is locally free of constant rank and Bλ(F ) is a finite product
of fields, Iλ(M) is a free Bλ(F )-module. Thus, point (i) follows from Lemma
1.27. To prove (ii), it suffices to note that L = M ⊗A⊗F Aλ(F ) is an Aλ(F )-
lattice in M ⊗A⊗F Bλ(F ) such that 〈τML〉 = L.

We now choose λ = ∞. Let M be an A-motive over F . The isocrystal
I∞(M) admits a weight filtration (I∞(M)µ)µ∈Q:

0 = I∞(M)µ0 ( I∞(M)µ1 ( I∞(M)µ2 ( · · · ( I∞(M)µs = I∞(M)

where µ1 < µ2 < ... < µs are the rational numbers such that I∞(M)µi/I∞(M)µi−1

is a pure isocrystal of slope−µi. For µ ∈ Q, we write I∞(M)µ = (I∞(M)µ, τM).

Definition 1.30. Let M be a nonzero A-motive over F .

(a) The elements of the set w(M) := {µ1, ..., µs} are called the weights of
M . We agree that w(0) is the empty set. We say that M pure of weight
w if {µ1, ..., µs} = {w}.

(b) We say thatM is mixed if there exists an increasing filtration (WµiM)i∈Q
of M by sub-A-motives such that (I∞(WµiM))i∈Q coincides with the
weight filtration of I∞(M). In particular, a pure A-motive is mixed.

Remark 1.31. If M is an A-motive over F of weights {µ1, ..., µs} and F ′ is a
field extension of F , then MF ′ also has weights {µ1, ..., µs}. This follows from
the uniqueness of the slope filtration (Theorem 1.19). If M is mixed, then so
is MF ′ .

Remark 1.32. In [HarJu, Ex. 2.3.13], the authors constructed an A-motive
which is not mixed. The latter is constructed starting from an extension of a
pure Anderson A-motive of weight 2 by another pure of weight 1.

If a filtration as in (b) exists, it might not be unique. However, if we
impose that the filtration is composed with saturated submotives of M , then
it is unique. This follows from the next lemma.

Lemma 1.33. Let M be an A-motive over F and let P be a submotive of M .
Then I∞(P ) = I∞(P sat). If Q is a submotive of M such that I∞(P ) = I∞(Q)

inside I∞(M), then P sat = Qsat.

Proof. The inclusion P ⊂ P sat is an isogeny and therefore its cokernel is A-
torsion (see [Har2, Thm. 5.12]). Consequently, I∞(P ) = I∞(P sat).
We prove the second part. The A⊗F -modules P , P sat, Q, Qsat and (P∩Q)sat =
P sat ∩ Qsat are locally-free of the same rank, as they become equal once I∞
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is applied. Note that (P ∩ Q)sat = P sat ∩ Qsat is again endowed with an A-
motive structure and hence so is the quotient A⊗ F -module P sat/(P ∩Q)sat.
The underlying A⊗ F -module is locally-free and has rank 0; hence it is zero.
The inclusion P sat ∩ Qsat → P sat is therefore an isomorphism which yields
P sat ⊂ Qsat. We conclude by exchanging the roles of P and Q in the above
argument to obtain the converse inclusion.

We deduce at once:

Proposition-Definition 1.34. Any mixed A-motive M over F admits a
unique increasing filtration by saturated sub-AndersonA-motives (WµiM)i∈{1,...,s}
such that (I∞(WµiM))i coincides with the weight filtration of I∞(M) (Defi-
nition 1.21).

(i) We call (WµiM)i the weight filtration of M .

(ii) For all i ∈ {1, ..., s}, we let WµiM be the underlying module of WµiM .

(iii) For all µ ∈ Q, we set

WµM :=
⋃
µi≤µ

WµiM, WµM := (WµM, τM),

W<µM :=
⋃
µi<µ

WµiM, W<µM := (W<µM, τM),

and GrµM := WµM/W<µM . Both GrµM andWµM , as well asW<µM ,
define mixed A-motives over F for all µ ∈ Q.

(iv) The semi-simplification M ss of M is the mixed A-motive over F given
by

M ss :=
⊕
µ∈Q

GrµM.

(v) We let MMF (resp. M̃MF ) be the full subcategory of MF (resp.
M̃F ) whose objects are mixed.

The next lemma follows closely [HarJu, Prop 2.3.11(c)]

Lemma 1.35. Any submotive M ′ ↪→M and any quotient A-motive M �M ′′

of mixed A-motives M is itself mixed.

Proof. Let f denotes the morphismM �M ′′ inMF . For µ ∈ Q, letWµM :=
WµM ∩M ′ and WµM

′′ := f(WµM)sat ∩M ′′. Both are saturated modules in
M ′ andM ′′ respectively. They are also canonically endowed with an A-motive
structure. Because B(F ) is flat over A ⊗ F (as the composition of the flat
morphisms A ⊗ F ⊂ K∞ ⊗ F ⊂ B∞(F )), [Bou, §I.2, Prop. 6] implies that
−⊗A⊗F B∞(F ) commutes with finite intersections and we have

WµM
′ ⊗A⊗F B∞(F ) = (WµM ⊗A⊗F B∞(F )) ∩ I∞(M ′) = I∞(M)µ ∩ I∞(M ′)

= I∞(M ′)µ
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where the last equality follows from Theorem 1.19. Similarly,

WµM
′′ ⊗A⊗F B∞(F ) = (f(WµM)sat ⊗A⊗F B∞(F )) ∩ I∞(M ′′)

= f(I∞(M)µ) ∩ I∞(M ′′) = I∞(M ′′)µ.

This shows that M ′ and M ′′ are both mixed with respective weight filtrations
(WµM

′)µ∈Q and (WµM
′′)µ∈Q.

As a consequence, we record:

Proposition 1.36. The categoryMMF is an exact subcategory ofMF .

Proof. This follows from Lemma 1.35 and [HarJu, Rmk 2.3.12].

Proposition 1.37. Any morphism of mixed A-motives preserves the weight
filtration, that is, given a morphism f : M → N inMF ,

∀µ ∈ Q, f(WµM) ⊂ WµN.

In particular, for all µ ∈ Q, the assignation M 7→ WµM is functorial over
MMF . Over M̃MF , this assignation defines an exact functor, that is, the
inclusion

∀µ ∈ Q, f(WµM) ⊂ WµN ∩ f(M).

becomes an isogeny at the level of A-motives.

Proof. Let f : M → N be a morphism of mixed Anderson A-motives over F .
In the category of isocrystals, f defines a morphism from I∞(M) to I∞(N).
We have

I∞(f(WµM)) = f(I∞(WµM)) = f(I∞(M)µ)

and, by flatness of B∞(F ) over A⊗ F ,

I∞(f(τ ∗M) ∩WµN) = I∞(f(τ ∗M)) ∩ I∞(WµN) = f(τ ∗I∞(M)) ∩ I∞(N)µ

= f(I∞(M)µ) (1.3)

where the last equality follows from Theorem 1.19. By Lemma 1.33 applied to
(1.3),

f(WµM) ⊂ f(WµM)sat = f(τ ∗M)sat ∩WµN ⊂ WµN. (1.4)

To conclude thatWµ is exact over M̃MF , it suffices to note that all inclusions
in (1.4) are isogenies of A-motives over F .

Remark 1.38. Here is a description on how weights behave under linear algebra
type operations. First note that 1 is a pure A-motive over F of weight 0. Given
two mixed A-motives M and N , their biproduct M ⊕ N is again mixed with
weight filtration Wµ(M ⊕N) = WµM ⊕WµN (µ ∈ Q). Their tensor product
M ⊗N is also mixed, with λ-part of its weight filtration being:

Wλ(M ⊗N) =

( ∑
µ+ν=λ

WµM ⊗WνN

)sat

.
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We took the saturation A-motive to ensure that the above is a saturated sub-A-
motive ofM⊗N . The dualM∨ is mixed, and the µ-part of its weight filtration
WµM has for underlying module WµM

∨ = {m ∈ M∨|∀λ < −µ : m(WλM) =
0}sat. In general, given M and N two A-motives over F (without regarding
whether M or N are mixed) and an exact sequence 0→M ′ →M →M ′′ → 0
inMF , we have

w(0) = ∅
w(M∨) = −w(M)
w(M ⊕N) = w(M) ∪ w(N)
w(M) = w(M ′) ∪ w(M ′′)
w(M ⊗N) = {w + v | w ∈ w(M), v ∈ w(N)}

See [HarJu, Prop. 2.3.11].

1.2.3 Non-positively weighted A-motives

The content of this subsection will be used only in Chapter 6 where we will
attach C × C-shtuka models to A-motives with negative weights (Theorem
6.11). This construction is at the heart of the proof of Theorem F (Chapter
0).

The next lemma is the reason why A-motives with non-positive weights are
peculiar.

Lemma 1.39. Let M be an A-motive over F whose weights are all non-
positive. Then I∞(M) contains an A∞(F )-lattice stable by τM .

Proof. We first treat the case whereM is pure. In this case there is an A∞(F )-
lattice T in I∞(M) such that 〈τ sMT 〉 = mr

∞T for two integers s > 0 and r ≥ 0.
The A∞(F )-module generated by T , 〈τMT 〉, ..., 〈τ s−1

M T 〉 defines an A∞(F )-
lattice T ′ stable by τM .

We now treat the general case. Let F ′ be a perfect field containing F .
The A-motiveMF ′ , obtained fromM by base-change, has the same weights as
M (Remark 1.31). The Dieudonné-Manin Theorem 1.24 states that I∞(MF ′)
decomposes as a direct sum:

I∞(MF ′) = M ⊗A⊗F B∞(F ′) =
s⊕
i=1

Di

where, for all i, Di is a submodule of I∞(MF ′) stable by τM and (Di, τM)
defines a pure isocrystal over F ′ of non-negative slope. As such, Di contains
an A∞(F ′)-lattice T ′i stable by τM . We let T ′ :=

⊕
i T
′
i .

Let T be the A∞(F )-module given by the intersection of the A∞(F ′)-
module T ′ and the B∞(F )-module I∞(M). We claim that T is an A∞(F )-
lattice stable by τM . Stability by τM is clear, so we prove that T is an A∞(F )-
lattice. First of all, we have

T ⊗O∞ K∞ = (T ′ ⊗O∞ K∞) ∩ (M ⊗A⊗F B∞(F )⊗O∞ K∞) = M ⊗A⊗F B∞(F )

= I∞(M)
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(for the first equality, we used that the inclusion O∞ → K∞ is flat, and thus
that − ⊗O∞ K∞ commutes with finite intersections [Bou, §I.2, Prop. 6]). It
follows that T generates I∞(M) over K∞.

Secondly, we show that T is finitely generated over A∞(F ). Since A∞(F )
is a Noetherian ring, it suffices to find a finitely generated A∞(F )-module
which contains T . If M has rank r, the B∞(F )-module I∞(M) is free of rank
r by [Mor2, Cor. 3.5.2]. We fix b a basis of I∞(M). Then b induces a basis of
the B∞(F ′)-module I∞(MF ′) = I∞(M)⊗B∞(F ) B∞(F ′). We let L′ be the free
A∞(F ′)-module generated by b. Because T ′ is finitely generated over A∞(F ′),
there is a large enough integer k such that T ′ ⊂ m−k∞ L′. Therefore,

T = T ′ ∩ I∞(M) ⊂ (m−k∞ L′) ∩ I∞(M) = m−k∞ (L′ ∩ I∞(M)).

Now, L′ ∩ I∞(M) equals the A∞(F )-module L generated by b. As desired,
T ⊂ m−k∞ L and T is finitely generated.

Compare to Lemma 1.39, if the weights are negative there is further:

Lemma 1.40. Let M be an A-motive over F whose weights are all negative.
There exist an A∞(F )-lattice T in I∞(M) and two positive integers d and h
such that 〈τhMT 〉 ⊂ md

∞T .

Proof. If M is pure, this follows from the definition of purity. For the gen-
eral case, we proceed as in the proof of Lemma 1.39. For F ′ a perfect field
containing F , the A∞(F ′)-module I∞(MF ′) decomposes as a direct sum:

I∞(MF ′) = M ⊗A⊗F B∞(F ′) =
s⊕
i=1

Di

where, for all i, (Di, τM) defines a pure isocrystal over F ′ of negative slope. As
such, Di contains an A∞(F ′)-lattice T ′i such that 〈τhiMTi〉 = mdi

∞Ti for integers
hi, di > 0. We let T ′ :=

⊕
i T
′
i , so that 〈τhMT ′〉 ⊂ md

∞T
′ for h = maxhi and

d = min di. We let T be the A∞(F )-module given by the intersection of the
A∞(F ′)-module T ′ and the B∞(F )-module I∞(M). We prove that T is an
A∞(F )-lattice satisfying 〈τhMT 〉 ⊂ md

∞T as in the proof of Lemma 1.39.

Conversely, we record:

Lemma 1.41. Let M be an A-motive over F such that I∞(M) contains an
A∞(F )-lattice T such that 〈τMT 〉 ⊂ T . Then, all the weights of M are non-
positive.

Proof. As in the proof of Lemma 1.39, up to a base-change, one can assume
that F is a perfect field. By Theorem 1.24, the B∞(F )-module I∞(M) decom-
poses as a direct sum

I∞(M) =
s⊕
i=1

Di
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where, for all i ∈ {1, ..., s}, Di := (Di, τM) defines a pure subisocrystal of
I∞(M). For all i ∈ {1, ..., s}, there exists an A∞(F )-lattice Li ⊂ Di and
integers ri > 0, si such that 〈τ riMLi〉 = msi

∞Li. Taking determinants over
A∞(F ) yields

ri · deg(Di) = si

On the other-hand, if I∞(M) contains an A∞(F )-lattice T stable by τM , then
T ∩ Di defines an A∞(F )-lattice Ti in Di such that 〈τMTi〉 ⊂ Ti. It follows
that

deg(Di) ≥ 0.

Hence, si ≥ 0 for all i ∈ {1, ..., s} which implies that the slopes of I∞(M) are
all non-negative. Hence, the weights of M are all non-positive.

1.3 The λ-adic realization functor
We now introduce the function field analogue of the `-adic realization functor
(Definition 1.42), and show that it is exact (Proposition 1.45). It will allow us
to define extensions with good reduction in Chapter 3.

For the rest of this section, λ is a closed point of C distinct from ∞. We
denote by m = mλ the maximal ideal of A associated to λ and by Oλ the com-
pletion of A at m. We let F be a field containing K and let κ : A→ F be the
inclusion, so that kerκ = (0) (generic characteristic). Let F s be a separable
closure of F and denote by GF = Gal(F s|F ) the absolute Galois group of F
equipped with the profinite topology.

Let M = (M, τM) be an A-motive over F of rank r. Let MF s = (MF s , τM)
be the A-motive over F s obtained from M by the base-change functor. By
Proposition 1.29, Iλ(MF s) defines an isocrystal over F s. Given σ ∈ GF , σ
acts on Aλ(F

s) via idOλ ⊗σ. This action extends to the Oλ-module

Jλ(MF s) := M ⊗A⊗F Aλ(F
s)

which leaves the left-hand side of the tensor invariant. Following [HarJu,
§2.3.5], we define:

Definition 1.42. We define the λ-adic realization TλM of M to be the Oλ-
module

TλM := {m ∈ Jλ(MF s) | m = τM(τ ∗m)}

given with the compatible action of GF it inherits as a submodule of Jλ(MF s).

Remark 1.43. In [Mor2], Mornev extended this construction to the situation
where λ is the closed point ∞.

The next lemma is well-known in the case of τ -sheaves (e.g. [Gar3, Prop.3.3]
or [TagWa, Prop.6.1]).
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Lemma 1.44. The map TλM ⊗Oλ Aλ(F
s) → Jλ(MF s), ω ⊗ f 7→ ω · f is an

isomorphism of Aλ(F
s)-modules. In particular, the Oλ-module TλM is free of

rank r and the action of GF on TλM is continuous.

Proof. Let n ≥ 1. The ideal j is invertible in Aλ(F
s) by Lemma 1.27 and it

follows that m + mn 7→ τM(τ ∗m) + mn induces a well-defined A-linear auto-
morphism of

M ⊗F F s/mn(M ⊗F F s) = Jλ(MF s)/m
nJλ(MF s).

The above is a finite dimensional F s-vector space, andm+mn 7→ τM(τ ∗m)+mn

is q-linear1 in the sense of [Kat1, §1]. By [Kat1, Prop. 1.1], the multiplication
map

{m ∈ Jλ(MF s)/m
nJλ(MF s) | τM(τ ∗m) = m} ⊗F F

s → Jλ(MF s)/m
nJλ(MF s)

(1.5)
is an isomorphism. Taking the inverse limit over all n yields the desired iso-
morphism. Because Jλ(MF s) is a free module of constant rank r over Aλ(F

s),
the same is true for Jλ(MF s)/m

nJλ(MF s) over (A/mn)⊗F s. The isomorphism
(1.5) implies that the A/mn-module

[Jλ(MF s)/m
nJλ(MF s)]

τM=1 := {m ∈ Jλ(MF s) | τM(τ ∗m) = m}

is free of rank r over A/mn. The projective limit over n:

TλM = lim←−
n

[Jλ(MF s)/m
nJλ(MF s)]

τM=1

is then a free Oλ-module of rank r.
By definition, the action of GF on TλM is continuous if, and only if, for

all n ≥ 1, the induced action of GF on TλM/mnTλM factors through a finite
quotient. For n ≥ 1, let t = {t1, ..., ts} be a basis of the finite dimensional
F -vector space Jλ(M)/mnJλ(M). Let FM be the matrix of τM written in the
basis τ ∗t and t. Let ω = {ω1, ..., ωs} be a basis of TλM/mnTλM over F.

By (1.5), ω is a basis of Jλ(MF s)/m
nJλ(MF s) over F s, and we let wij ∈

F s be the coefficients of ω expressed in t, that is, for i ∈ {1, ..., s}, ωi =∑
wijtj. We let En denote the Galois closure of the finite separable extension

F (wij|(i, j) ∈ {1, ..., s}2) of F in F s. We have

TλM/mnTλM = {m ∈ (M ⊗F En)/mn(M ⊗F En) | τM(τ ∗m) = m}.

As such, the action of GF factors through Gal(En|F ) = GF/Gal(F s|En). We
conclude that the action of GF is continuous.

Proposition 1.45. The following sequence of Oλ[GF ]-modules is exact

0→ TλM −→M ⊗A⊗F Aλ(F
s)

id−τM−→ M ⊗A⊗F Aλ(F
s) −→ 0.

1For k a field containing F and V a k-vector space, an F-linear endomorphism f of V is
q-linear if f(rv) = rqf(v) for all r ∈ k and v ∈ V .
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Proof. Everything is clear but the surjectivity of id−τM . Let π be a uni-
formizer of Oλ and let Fλ be its residue field. Let f =

∑
n≥0 anπ

n be a series in
Aλ(F

s) = (Fλ⊗F s)[[π]]. Let bn ∈ Fλ⊗F s be such that [idFλ ⊗(id−Frobq)](bn) =
an (which exists as F s is separably closed), and let g be the series

∑
n≥0 bnπ

n

in Aλ(F
s). For ω ∈ TλM , we have

(id−τM) (ω · g) = ω · f.

It follows that any element in M ⊗A⊗F Aλ(F
s) of the form ω · f is in the

image of id−τM . By the first part of Lemma 1.44, those elements generates
M ⊗A⊗F Aλ(F

s). We conclude that id−τM is surjective.

We obtain the main result of this section:

Corollary 1.46. The functor M 7→ TλM , from MF to the category of con-
tinuous Oλ-linear GF -representations, is exact.

Proof. Let S : 0 → M ′ → M → M ′′ → 0 be an exact sequence inMF . The
underlying sequence of A ⊗ F -modules is exact, and because Aλ(F

s) is flat
over A⊗F , the sequence of Aλ(S)-modules Jλ(S) is exact. In particular, the
next commutative diagram of Aλ(F

s)-modules has exact rows:

0 Jλ(M ′) Jλ(M) Jλ(M ′′) 0

0 Jλ(M ′) Jλ(M) Jλ(M ′′) 0

id−τM′ id−τM id−τM′′

and the Snake Lemma together with Proposition 1.45 yields that TλS is exact.

1.4 The Betti realization functor
Here, we introduce the Betti realization of an A-motive (Definition 1.48) and
discuss rigid analytically triviality (Definition 1.50). One chief aim is to define
the full subcategory MMrig

F of MMF consisting of rigid analytically trivial
mixed A-motives, which shall be the source of the Hodge realization functor
to be defined in Chapter 5.

The notion of rigid analytic triviality dates back to Anderson [And, §2]
(see also [HarJu, §2.3.3]). But a novelty that we add here is the definition of
a natural action of the absolute Galois group of K∞ on the Betti realization
A-module, similar to the action of Gal(C|R) on the Betti cohomology groups2
H i(X(C),Z) of an algebraic variety X over Q.

We recall that K∞ is the completion of K at the place ∞, and that O∞
denotes its valuation ring. We fix Ks

∞ a separable closure of K∞ and we let
2This action is induced by functoriality of X 7→ Hi(X(C),Z) on the action of Gal(C|R)

on the C-points of X.
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C∞ be the completion of Ks
∞. The field C∞ is algebraically closed by Kras-

ner’s Lemma (see [FonOu, Cor.3.2]). We let | · | be the unique extension of the
norm on K∞ to C∞. Let G∞ be the absolute Galois group Gal(Ks

∞|K∞). By
continuity, the action of G∞ extends to C∞.

Let L be a complete subfield of C∞ containing K∞. We present three
equivalent constructions of the affinoid algebra L〈A〉.

1. Consider the non-archimedean norm | · | on L it inherits as a subfield of
C∞, and define a norm on A⊗ L by

‖x‖ := inf
(

max
i
|li|
)

for x ∈ A⊗ L

where the infimum is taken over all the representations of x of the form∑
i (ai ⊗ li). We define L〈A〉 to be the completion A⊗̂L of A ⊗ L with

respect to the norm ‖ · ‖. Given any basis (ti)i≥0 of A over F, it is proved
in [GazMa, Prop.2.2] that

L〈A〉 =

{
∞∑
i=0

ti ⊗ li
∣∣∣∣ li ∈ L, lim

n→∞
an → 0

}
. (1.6)

2. Let OL be the valuation ring of L with maximal ideal mL. We denote
by OL〈A〉 the completion of A ⊗ OL with respect to A ⊗ mL, that is
OL〈A〉 = lim←−n(A ⊗ OL/A ⊗ mn

L). Then, L〈A〉 is isomorphic to the L-
algebra L⊗OL OL〈A〉.

3. Let t ∈ A be a non constant element. The inclusion F[t] → A makes A
into a finite flat A-module. We let

L〈t〉 =

{
∞∑
n=0

ant
n

∣∣∣∣ an ∈ L; lim
n→∞

an → 0

}
.

Then, A⊗F[t] L〈t〉 is isomorphic to L〈A〉.

If L is fixed under the action of G∞, the latter action extends to L〈A〉 by
leaving A invariant. Under the description 1, for elements in the form of (1.6),
σ ∈ G∞ acts on L〈A〉 as follows:(

∞∑
i=0

ti ⊗ li

)σ

=

(
∞∑
n=0

ti ⊗ σ(li)

)
.

This definition is independent of the chosen basis (ti)i≥0.

The following preliminary lemma will be used next, in the definition of the
Betti realization functor.

Lemma 1.47. Let κ : A→ L be an F-algebra morphism with discrete image.
We have jκL〈A〉 = L〈A〉.

35



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

Proof. Because κ(A) is discrete in L, it contains an element α of norm |α| > 1.
Let a ∈ A be such that α = κ(a). Then, κ(a)−1 ∈ mL and the series

−
∑
n≥0

an ⊗ κ(a)−(n+1)

converges in OL〈A〉 to the inverse of (a⊗ 1− 1⊗ κ(a)).

1.4.1 Definition

Let F be a finite extension ofK and let v : F → C∞ be aK-algebra morphism.
Here, κ : K → F is the inclusion of fields. The assignation |x|v := |v(x)| for
x ∈ F defines a norm on F , and we denote by Fv the corresponding completion
of F . We let F s

v be a separable closure of Fv. Let Gv = Gal(F s
v |Fv) be the

absolute Galois group of Fv. By continuity, Gv acts on C∞.

Let M = (M, τM) be an A-motive over F . By Lemma 1.47, the ideal j of
A⊗F is invertible in C∞〈A〉 and τM induces an isomorphism of modules over
C∞〈A〉

τ ∗(M ⊗A⊗F,v C∞〈A〉)
∼−→M ⊗A⊗F,v C∞〈A〉 (1.7)

which commutes with the action of Gv onM⊗A⊗F,vC∞〈A〉, inherited from the
right-hand side of the tensor. We still denote by τM the isomorphism (1.7).

Definition 1.48. The v-adic Betti realization of M is the A-module

Λv(M) := {ω ∈M ⊗A⊗F,v C∞〈A〉 | ω = τM(τ ∗ω)}

endowed with the compatible action ofGv it inherits as a submodule ofM⊗A⊗F,v
C∞〈A〉. Let Λv(M)+ be the sub-A-module of Λv(M) of elements fixed by the
action of Gv. Similarly, the Betti realization of M is the A-module

Λ(M) := {ω ∈M ⊗A⊗K C∞〈A〉 | ω = τM(τ ∗ω)} .

endowed with the compatible action of G∞. We let Λ(M)+ be the sub-A-
module of Λ(M) of elements fixed by G∞.

Remark 1.49. The distinction between v-Betti and Betti realization seems to
be new. It does not appear in [HarJu] as A-motives are all considered over C∞.
This distinction is already made in the number fields case where, given a variety
X over F and a positive integer i, the Betti realizations of the hypothetical
mixed motive M := hi(X) are given by

MB := H i(X(C),Z), MB,v := H i((X ×F,v C)(C),Z)

for v : F → C an embedding. Admitting the philosophy of mixed motives,
we have a direct sum decomposition MB =

⊕
v|∞MB,v. In function fields

arithmetic, there is no such a decompostion property for arbitrary extensions
F/K. Indeed, let K ⊂ E ⊂ F be such that K ⊂ E is separable and E ⊂ F is
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purely inseparable. Then M ⊗K C∞ decomposes as the direct sum
⊕

v(M ⊗E
C∞) indexed over K-linear embeddings v : E → C∞. In particular, if F is
separable over K, we have

Λ(M) ∼=
⊕
v

Λv(M)

where the sum is indexed over K-algebra morphisms v : F → C∞. Yet, if F/K
is inseparable, this is no longer true.

An A-motiveM = (M, τM) over F of rank r induces an A-motiveM ′ overK
of rank r[F : K] by seeing M as an A⊗K-module. Let ResF/K :MF →MK ,
M 7→ M ′ be the restriction of scalars functor. If i : K → C∞ denotes the
inclusion of fields, we have by definition

Λ(M) = Λi(ResF/KM). (1.8)

As the Betti realization is contained in the case F = K, it is enough to study
the v-Betti realization.

Definition 1.50. The A-motive M is called rigid analytically trivial if the
C∞〈A〉-linear morphism Λ(M) ⊗A C∞〈A〉 → M ⊗A⊗K C∞〈A〉 given by the
multiplication is an isomorphism. For a K-algebra morphism v : F → C∞, M
is called v-rigid analytically trivial if Λv(M)⊗A C∞〈A〉 →M ⊗A⊗F,v C∞〈A〉 is
an isomorphism.

Remark 1.51. Not every A-motive is rigid analytically trivial. An example of
A-motive which is not rigid analytically trivial is given in [And, 2.2].

The following Proposition rephrases [BöcHa, Cor.4.3]:

Proposition 1.52. Let M be an A-motive over F of rank r and let v : F →
C∞ be a K-algebra morphism. Then Λv(M) is a finite projective A-module
of rank r′ satisfying r′ ≤ r with equality if and only if M v-rigid analytically
trivial.

The next proposition assembles the definitions of 1.50.

Proposition 1.53. Let M be an A-motive over F . The following are equiva-
lent:

(i) M is rigid analytically trivial.

(ii) There exists a K-algebra morphism v : F → C∞ such that M is v-rigid
analytically trivial.

(iii) M is v-rigid analytically trivial for all K-algebra morphisms v : F → C∞.

Proof. We have that (iii) implies (ii). Conversely, assume (ii) and let v′ :
F → C∞ be a K-algebra morphism. The image of v and v′ both land in the
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algebraic closure K̄ of K in C∞. Let σ ∈ AutK(K̄) be such that v′ = σ ◦ v.
By continuity, σ extends to C∞ and then A-linearly to C∞〈A〉. We have

(M ⊗A⊗F,v C∞〈A〉)⊗C∞〈A〉,σ C∞〈A〉 ∼= M ⊗A⊗F,v′ C∞〈A〉

The above maps isomorphically Λv(M) to Λv′(M). We obtain (iii).
It remains to show that (i) is equivalent to (iii). Let K ⊂ E ⊂ F be such

that E is a separable extension of K and F is a purely inseparable extension
of E. Let s = [E : K] and m = [F : E]. We decompose Λ(M) as follows:

Λ(M) = {ω ∈M ⊗A⊗K C∞〈A〉 | ω = τM(τ ∗ω)}
∼=

⊕
v:E→C∞

{ω ∈M ⊗A⊗E,v C∞〈A〉 | ω = τM(τ ∗ω)}

∼=
⊕

v:E→C∞

{ω ∈M ⊗A⊗F ((A⊗ F )⊗A⊗E,v C∞〈A〉) | ω = τM(τ ∗ω)}

(1.9)

where the sum is indexed over the embeddings v : E → C∞. Let us denote by
Λ∗v(M) the summand of (1.9) so that Λ(M) ∼=

⊕
v Λ∗v(M). Let e = (e1, ..., em)

be a basis of F ⊗E C∞ over C∞. The A-linear map

e∨v : Λv(M)m −→ Λ∗v(M), (ωi)i 7−→
∑
i

ωiei

is an isomorphism, and thus rkA Λ∗v(M) = m rkA Λv(M). Hence, we find

rkA Λ(M) =
∑

v:E→C∞

rkA Λ∗v(M) = m
∑

v:E→C∞

rkA Λv(M).

Because # HomK(E,C∞) = s and ms = [F : K], the proof is ended by
Proposition 1.52.

In virtue of Proposition 1.53, we now voluntarily forget the notion of v-rigid
analytic triviality. When M is rigid analytically trivial, in Definition 1.50 the
field C∞ can be replaced by a much smaller field. This is the next proposition.

Proposition 1.54. Let M be a rigid analytically trivial A-motive over F and
let v : F → C∞ be a K-algebra morphism. There exists a (complete) finite
separable field extension L of Fv contained in C∞ such that Λv(M) is contained
in M ⊗A⊗F,v L〈A〉. In particular, the action of Gv equipped with the profinite
topology, on Λv(M) equipped with the discrete topology, is continuous.

Proof. Let t be a nonconstant element of A. The inclusion F[t] ⊂ A makes
A into a finite flat A-module, therefore M defines an F[t]-motive of rank
deg(t) rankM over F . Using the identification F[t]⊗F = F [t], we rather write t
for t⊗1 and θ for 1⊗κ(t). Let n > 0 be an integer so that (t−θ)nτM(τ ∗M) ⊂M .
Let N be the F[t]-motive over F whose underlying module is N = F [t] and
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where τN is the multiplication by (t − θ)n. If q−1
√
−θ denotes a q − 1-root of

−θ in C∞, we have

Λv(N) = (
q−1
√
−θ)−n

∞∏
i=0

(
1− t

θqi

)n
· F[t] ⊂ K∞

(
q−1
√
−θ
)
〈t〉.

The F[t]-motive N has been chosen so that M ⊗N is effective (see Definition
1.2). By [And, Thm 4], there exists a finite extension H of Fv in C∞ such that

Λv(M)⊗F[t] Λv(N) = Λv(M ⊗N) ⊂ (M ⊗F [t] N)⊗F [t],v H〈t〉 = M ⊗F [t],v H〈t〉.

It follows that there exists a finite extension L′ of Fv such that Λv(M) ⊂
M ⊗F [t],v L

′〈t〉 (take for instance L′ := H( q−1
√
−θ)).

We now show that one can choose L′ separable over Fv (the argument
ressambles to the proof of Lemma 1.44). Note that M ⊗F [t],v F

s
v 〈t〉 is free

of finite rank over F s
v 〈t〉. Therefore, (M ⊗F [t],v F

s
v 〈t〉)/(tn) is a finite dimen-

sional F s
v -vector space for all positive integers n. By [Kat1, Prop. 1.1], the

multiplication map{
m ∈ (M ⊗F [t],v F

s
v 〈t〉)/(tn) | m = τM(τ ∗m)

}
⊗ F s

v → (M ⊗F [t],v F
s
v 〈t〉)/(tn)

is an isomorphism. In particular, the inclusion of{
m ∈ (M ⊗F [t],v Fv〈t〉)/(tn)|m = τM(τ ∗m)

}
in
{
m ∈ (M ⊗F [t],v C∞〈t〉)/(tn)|m = τM(τ ∗m)

}
is an equality. It shows that

Λv(M) is both a submodule of M ⊗F [t],v F
s
v 〈t〉 and M ⊗F [t],v L

′〈t〉. Because
M is free over F [t], it follows that Λv(M) ⊂ M ⊗F [t],v L〈t〉 where L is the
finite separable extension L′ ∩ F s

v of Fv in C∞. Since (A ⊗ F ) ⊗F [t],v L〈t〉 is
isomorphic to L〈A〉, we deduce that Λv(M) ⊂M ⊗A⊗F L〈A〉.

By the faithful flatness of L〈A〉 → C∞〈A〉 ([Bou, AC I§3.5 Prop. 9]), we
have:

Proposition 1.55. Let v : F → C∞ be a K-algebra morphism and let M be
a rigid analytically trivial A-motive over F . Let L be as in Proposition 1.54.
The multiplication map

Λv(M)⊗A L〈A〉 −→M ⊗A⊗F,v L〈A〉

is an isomorphism of L〈A〉-modules.

The next result is inspired by [BöcHa, Prop. 6.1]. We have adapted it to
descend from C∞ to F s

v in order to compute the module H1(G∞,Λv(M)) of
continuous Galois cohomology.

Theorem 1.56. Let v : F → C∞ be a K-algebra morphism, and let M be
a rigid analytically trivial A-motive. There is an exact sequence of A[Gv]-
modules:

0 −→ Λv(M) −→M ⊗A⊗F,v C∞〈A〉
id−τM−→ M ⊗A⊗F,v C∞〈A〉 −→ 0. (1.10)
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Furthermore, it induces a long exact sequence of A-modules

0→ Λv(M)+ →M⊗A⊗F,vFv〈A〉
id−τM→ M⊗A⊗F,vFv〈A〉

δv→ H1(Gv,Λv(M))→ 0.
(1.11)

Remark 1.57. The fact that (1.10) implies (1.11) has nothing immediate. We
have to descend from the completion F̂ p

v of the perfection of Fv, which cor-
responds to the fixed subfield of C∞ by Gv by the Ax-Sen-Tate Theorem, to
Fv.

Remark 1.58. The morphism δv is defined using the Snake Lemma. It can be
described as follows: for m ∈ M ⊗A⊗F,v Fv〈A〉, let ξm ∈ M ⊗A⊗F,v C∞〈A〉 be
such that

ξm − τM(τ ∗ξm) = m.

For σ ∈ Gv, ξσm − ξm is an element of Λv(M). The cocycle

δv(m) ∈ H1(Gv,Λv(M))

then corresponds to σ 7→ ξσm − ξm, and the Theorem 1.56 states that any
continuous cocycle of Gv → Λv(M) is of this form.

Proof of Theorem 1.56. Let F[t]→ A be a nonconstant morphism of rings (A
is then a finite and flat F[t]-module). We have C∞〈A〉 = A⊗F[t] C∞〈t〉 where
C∞〈t〉 is the Tate algebra over C∞ in the variable t.

The exactness of (1.10) follows from [BöcHa, Prop. 6.1]. We shall use the
same argument as in loc. cit. to show that the sequence

0 −→ Λv(M) −→M ⊗F [t],v F
s
v 〈t〉

id−τM−→ M ⊗F [t],v F
s
v 〈t〉 −→ 0, (1.12)

where the first inclusion is well-defined by Proposition 1.54, is exact. It suffices
to show the surjectivity of id−τM onM⊗F [t],vF

s
v 〈t〉. The argument ressambles

to the proof of Proposition 1.46. Let f ∈ M ⊗F [t],v F
s
v 〈t〉. Since M is v-rigid

analytically trivial, without loss of generality we can assume that f = c ·ω for
c =

∑
n≥0 cnt

n ∈ F s
v 〈t〉 and ω ∈ Λv(M). There exists a solution bn in F s

v of
x− xq = cn for all n ≥ 0. The condition |cn| → 0 implies |bn| → 0. Hence, the
element

g :=

(
∞∑
n=0

bnt
n

)
· ω

belongs to M ⊗F [t],v F
s
v 〈t〉 and satisfies (id−τM)(g) = f . It follows that (1.12)

is exact. By Proposition 1.54, Gv acts continuously on (1.12) and taking
invariants yields a long exact sequence of A-modules:

Λv(M)+ ↪→M ⊗A⊗F,v Fv〈A〉
id−τM−→ M ⊗A⊗F Fv〈A〉 −→ H1(Gv,Λv(M)) −→ · · ·

To conclude, it remains to prove that the module

H1(Gv,M ⊗F [t],v F
s
v 〈t〉) ∼= M ⊗F [t],v H

1(Gv, F
s
v 〈t〉)
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is zero. We claim that H1(Gv, F
s
v 〈t〉) vanishes. By continuity, it suffices to

show that H1(Gv, L〈t〉) vanishes for any L ⊂ F s
v finite Galois extension of Fv,

with Galois group H. By the additive version of Hilbert’s 90 Theorem [Ser1,
x.§1, Prop. 1], H1(Gv, L) = H1(H,L) vanishes and it follows that H1(Gv, L[[t]])
is zero. Therefore, we have a long exact sequence

0→ Fv〈t〉 → Fv[[t]]→ (L[[t]]/L〈t〉)Gv → H1(Gv, L〈t〉)→ 0.

In particular, for any cocycle c : Gv → L〈t〉, there exists f ∈ L[[t]] such that,

∀σ ∈ Gv : c(σ) = fσ − f.

Because L is separable over Fv its trace forme is non-degenerated, that is, there
exists α ∈ L such that η :=

∑
σ∈H α

σ ∈ Fv is nonzero. Thus, f can be written
as

f =

(
η−1

∑
σ∈H

ασfσ

)
−

(
η−1

∑
σ∈H

ασc(σ)

)
∈ Fv[[t]] + L〈t〉.

It follows that c is trivial, and that H1(Gv, L〈t〉) = 0. This concludes the
proof.

We introduce the category mentioned in the introduction.

Definition 1.59. We letMrig
F (resp. MMrig

F ) be the full subcategory ofMF

(resp. MMF ) whose objects are rigid analytically trivial.

The next proposition, which ensures us that extension modules in the cat-
egoryMMrig

F are well-defined, is borrowed from [HarJu, Lem. 2.3.25].

Proposition 1.60. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence in
MF . Then M is rigid analytically trivial if and only if M ′ and M ′′ are. In
particular, the categoryMrig

F (resp. MMrig
F ) is exact.

We finally record that Betti realization functors having MMrig
F as its

source are exact.

Corollary 1.61. The functorsM 7→ Λ(M) andM 7→ Λv(M) fromMrig
F (resp.

MMrig
F ) to the category RepA(Gv), of continuous A-linear representations of

Gv, is exact.

Proof. The proof is similar to the one of Corollary 1.46: this follows from
Theorem 1.56 together with the Snake Lemma.

1.4.2 Analytic continuation

We end this subsection by showing that elements of Λ(M) – which can be seen
as functions over the affinoid subdomain SpmC∞〈A〉 with values in M ⊗K C∞
– can be meromorphically continuated to the whole rigid analytification of the
affine curve SpecA⊗C∞, with their only poles supported at the closed support
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of j and its iterates τ ∗j, τ ∗2j, ... . In the deg(∞) = 1-case, this is treated in
[HarJu, §2.3.4]. The results of this subsection will be needed in Chapter 5
where we attach a mixed Hodge-Pink structure to a mixed rigid analytically
trivial A-motive.

Fix v : F → C∞ a K-algebra morphism and let L be any complete subfield
of C∞ that contains Fv. Let | · | be the norm on L it inherits as a subfield
of C∞. In what follows, we construct two sub-L-algebras L〈〈A〉〉 and L〈〈A〉〉j
(Definition 1.63) of L〈A〉. Our aim is to show that Λv(M) ⊂M ⊗A⊗F,v L〈〈A〉〉j
for any rigid analytically trivial A-motive M over F (Theorem 1.66).

By the so-called rigid analytic GAGA functor [Bos, §I.5.4], we associate
to C × SpecL its rigid analytification (C × SpecL)rig. It contains the rigid
analytification AL of Spec(A⊗ L) as an affinoid subdomain. We recall briefly
its construction. Let t ∈ A be a non-constant element and fix c ∈ L whose
norm satisfies |c| > 1. We define:

L

〈
t

c

〉
:=

{
∞∑
n=0

ant
n

∣∣∣∣ an ∈ L; lim
n→∞

anc
n = 0

}
, L

〈
A

c

〉
:= A⊗F[t] L

〈
t

c

〉
.

The inclusions

L〈A〉 ⊃ L

〈
A

c

〉
⊃ L

〈
A

c2

〉
⊃ · · · ⊃ A⊗ L

give rise to inclusions of affinoid subdomains

SpmL〈A〉 ⊂ SpmL

〈
A

c

〉
⊂ SpmL

〈
A

c2

〉
⊂ · · ·

where SpmL
〈
A
ci

〉
can be interpreted as the scale of coefficient |c|i of SpmL〈A〉.

The union of all these domains can be constructed using a glueing process, re-
sulting in the rigid analytic space AL = (SpecA ⊗ L)rig equipped with the
admissible covering

⋃∞
i=0 SpmL

〈
A
ci

〉
. This construction is independent of the

choice of t and c (we refer to [Bos, §I.5.4] for details). We recall that, as sets,
AL and SpmA ⊗ L coincide. Given an ideal a of A ⊗ L, we let V (a) be the
finite subset {m ∈ SpmA ⊗ L | a ⊆ m} of AL. We denote by L〈〈A〉〉 the ring
of global sections of AL.

We again denote by τ the scheme endomorphism of C × SpecL which
acts as the identity on C and as the q-Frobenius on SpecL. τ extends to
(C × SpecL)rig, and stabilizes both AL and SpmL〈A〉. For a a nonzero ideal
of A⊗L and i ≥ 0, we let a(i) be the ideal of A⊗L generated by the image of
τ i(a). As A ⊗ L-modules, a(i) is isomorphic to τ ∗ia. For instance, j(i) = j

(i)
κ is

the maximal ideal of A⊗ L generated by the set {a⊗ 1− 1⊗ κ(a)q
i|a ∈ A}.

Example 1.62. Let C = P1
F and let ∞ be the point [0 : 1]. We identify A

with F[t] and the tensor product A ⊗ F with F [t]. We let θ ∈ F denote κ(t)
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so that τ ∗ij corresponds to the ideal (t − θqi) of F [t]. Let v : F → C∞ be a
K-algebra morphism and let L be a complete field in C∞ containing F . We
have

L〈A〉 = L〈t〉 =

{
∞∑
n=0

ant
n

∣∣∣∣ an ∈ L; lim
n→∞

an → 0

}
,

L〈〈A〉〉 = L〈〈t〉〉 =

{
∞∑
n=0

ant
n

∣∣∣∣ an ∈ L; ∀ρ > 1 : lim
n→∞

anρ
n → 0

}
. (1.13)

The ring L〈A〉 corresponds to series converging in the closed unit disc, whereas
L〈〈A〉〉 consists of entire series. The morphism τ acts on both rings by mapping
f =

∑
n≥0 ant

n to f (1) =
∑

n≥0 a
q
nt
n.

Let u ∈ A be a separating element, that is, such that K is a separable
extension of F(u). Let L〈〈u〉〉 denote the subring of L〈u〉 defined by (1.13).
The multiplication map

A⊗F[u] L〈u〉 → L〈A〉, A⊗F[u] L〈〈u〉〉 → L〈〈A〉〉

are isomorphisms. For i ≥ 0, the converging product

Π(i)
u :=

∞∏
j=i

(
1− u⊗ 1

1⊗ κ(u)qi

)
defines an element in L〈〈A〉〉 whose only zeros in AL are supported at⋃

j≥i

V (u⊗ 1− 1⊗ κ(u)q
j

).

We set Πu := Π
(0)
u .

Definition 1.63. We let L〈〈A〉〉j(i) be the subring of QuotL〈〈A〉〉 consisting of
elements f for which there exists n ≥ 0 such that (Π

(i)
u )nf ∈ L〈〈A〉〉 for all

separating element u ∈ A.

Remark 1.64. The ring C∞〈〈A〉〉j(i) could have been defined as the subring of
QuotC∞〈〈A〉〉 consisting of elements f which are meromorphic on AC∞ and
whose poles are supported at V (j(i)), V (j(i+1)),... with bounded orders. Def-
inition 1.63 has the small advantage of not requiring much of rigid analytic
geometry. The next lemma3 is a bridge between both definitions:

Lemma 1.65. Let m be a maximal ideal of A ⊗ C∞ distinct from j, j(1), j(2),
... There exists a separating element u such that, for all non-negative integer
i, u⊗ 1− 1⊗ κ(u)q

i does not belong to m. In particular,⋂
u

(
∞⋃
i=0

V (u⊗ 1− 1⊗ κ(u)q
i

)

)
=
∞⋃
i=0

V (j(i))

where the intersection is indexed over separating elements u ∈ A.
3I thank Andreas Maurischat who gave me permission to include this lemma, which

originally was part of an unpublished collaborative work.
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Proof. Let t be a separating element. We first compute the prime ideal decom-
position of (t⊗ 1− 1⊗ κ(t)) in the Dedekind domain A⊗ C∞. The inclusion
of Dedekind ring F[t]⊗C∞ ⊂ A⊗C∞ makes A⊗C∞ a free F[t]⊗C∞-module
of rank [K : F(t)]. In particular, there are at most [K : F(t)] prime divi-
sors of (t ⊗ 1 − 1 ⊗ κ(t)). For σ : κ(K) → C∞ an F(t)-algebra morphism,
the ideal jσ of A ⊗ C∞ generated by the set {a ⊗ 1 − 1 ⊗ σ(κ(a))|a ∈ A}
is maximal and divides the principal ideal (t ⊗ 1 − 1 ⊗ κ(t)). There are
# HomF(t)(κ(K),C∞) = [K : F(t)] such ideals, hence

(t⊗ 1− 1⊗ κ(t)) =
∏
σ

jσ

where the product runs over σ ∈ HomF(t)(κ(K),C∞).
We turn to the proof of the lemma. Assume the converse, that is, for all

separating element v there exists j ≥ 0 such that v ⊗ 1 − 1 ⊗ κ(v)q
j ∈ m.

This means that there exists a non-negative integer i for which m ⊃ (t ⊗ 1 −
1⊗ κ(t)q

i
) =

∏
σ(jσ)(i). By uniqueness of the prime ideal decomposition, there

exists σ ∈ Homκ(F(t))(κ(K),C∞) such that m = (jσ)(i). Because m is distinct
from j, j(1), j(2), ..., the morphism σ is not the inclusion κ(K) ⊂ C∞. BecauseK
is generated by separating elements over F, there exists a separating element
u such that σ(κ(u)) 6= κ(u). From our converse assumption, there exists a
non-negative integer j such that u⊗ 1− 1⊗ κ(u)q

j ∈ m = (jσ)(i). Hence, both
u⊗ 1− 1⊗ κ(u)q

j and u⊗ 1− 1⊗ σ(κ(u))q
i are in m. Since m 6= A⊗C∞, this

implies σ(κ(u))q
i

= κ(u)q
j .

This is a contradiction. Indeed, κ(u)q
i and σ(κ(u))q

i
= κ(u)q

j have the
same minimal polynomial over κ(F(t)) so that either the latter polynomial has
coefficients in F or i = j. The first option is impossible as it would imply
κ(u) ∈ F̄ ∩ κ(A) = F. The second option is also impossible as we choose u
such that σ(κ(u)) 6= κ(u).

We are now in position to prove the main result of this subsection (compare
with [HarJu, Prop. 2.3.30]).

Theorem 1.66. Let v : F → C∞ be a K-algebra morphism and let M be
a rigid analytically trivial A-motive over F . There exists a finite separable
extension L of Fv such that Λv(M) ⊂M ⊗A⊗F,v L〈〈A〉〉j.

Let us start with a lemma:

Lemma 1.67. Let n ≥ 0 be such that jnτM(τ ∗M) ⊂M . Let u be a separating
element in A. Then Πn

u · Λv(M) ⊂M ⊗A⊗F,v C∞〈〈A〉〉.

Proof. Let q−1
√
−κ(u) be a q − 1-root of −κ(u) in C∞. Let

ωu := q−1
√
−κ(u)

∞∏
i=0

(
1− u⊗ 1

1⊗ κ(u)qi

)−1

= q−1
√
−κ(u) · Π−1

u ∈ QuotC∞〈〈A〉〉.

As in the proof of Proposition 1.54, let N be the F[u]-motive over F whose
underlying module is N = F [u] and where τN is the multiplication by (u ⊗
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1 − 1 ⊗ κ(u))n. We have Λv(N) = ω−nu · F[u]. The F[u]-motive N has been
chosen so that M ⊗ N is effective. Using [BöcHa, Prop. 3.4], we deduce that
Λv(M ⊗N) ⊂M ⊗F [u],v C∞〈〈u〉〉, and hence ω−nu ·Λv(M) ⊂M ⊗A⊗F,v C∞〈〈A〉〉.
The Lemma follows.

Proof of Theorem 1.66. BecauseM is projective over A⊗F , there exists t ≥ 1
and an A ⊗ F -module M ′ such that M ⊕M ′ ∼= (A ⊗ F )t. We let pM denote
the projection from (A⊗F )t ontoM . By Lemma 1.67, there exists n ≥ 0 such
that, for all u separating element of A, Πn

u ·Λv(M) ⊂M ⊗A⊗F,v C∞〈〈A〉〉. This
yields

Λv(M) ⊂ pM

(⋂
u

Π−nu · C∞〈〈A〉〉
t

)
where the inner intersection is over separating elements u ∈ A. The right-hand
side is M ⊗A⊗F,v C∞〈〈A〉〉j by definition of C∞〈〈A〉〉j. It follows at once that:

Λv(M) ⊂ (M ⊗A⊗F,v C∞〈〈A〉〉j) ∩ (M ⊗A⊗F,v L〈A〉).

To conclude that the right-hand side is M ⊗A⊗F,v L〈〈A〉〉j, we use the equality

L〈〈A〉〉j = C∞〈〈A〉〉j ∩ L〈A〉

together with the flatness of M over A ⊗ F , which by [Bou, §.I.2, Prop.6]
implies that M ⊗A⊗F − commutes with finite intersections.

We end this subsection by the following consequence of Theorem 1.66:

Corollary 1.68. Let v : F → C∞ be a K-algebra morphism and let M be
a rigid analytically trivial A-motive over F . Let m ∈ M [j−1] and let ξ ∈
M ⊗A⊗F,v C∞〈A〉 be such that ξ − τM(τ ∗ξ) = m (ξ exists by Theorem 1.56).
There exists a separable field extension L of Fv such that ξ ∈M⊗A⊗F,vL〈〈A〉〉j.

Proof. Let E = (E, τE) be the A-motive over F whose underlying module is
E := M ⊕ (A⊗ F ) and where τE acts by the matrix ( τM m

0 1 ) (namely, E is an
extension of 1 by M). The A-module Λv(E) is described by the couples (ψ, a)
where ψ ∈M ⊗A⊗F,v C∞〈A〉 and a ∈ C∞〈A〉, satisfying(

τM m
0 1

)(
τ ∗ψ
τ ∗a

)
=

(
ψ
a

)
(1.14)

The bottom rom equation yields that a ∈ A whereas the top row yields
τM(τ ∗ψ) + am = ψ. It follows that

Λ(E) = {(ω + aξ, a) | ω ∈ Λ(M), a ∈ A}.

The corollary follows from Theorem 1.66 applied to E.
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Chapter 2

Integral models of Anderson
A-motives

In this chapter we illustrate the notion of maximal integral models. For A-
motives, maximal integral models are understood as an analogue of Néron
models of abelian varieties. The notion dates back to Gardeyn’s work on mod-
els of τ -sheaves [Gar2] and their reduction [Gar1], where he proved a Néron-
Ogg-Shafarevich type criterion. However our setting differs by the fact that,
in opposition to τ -sheaves, A-motives might not be effective. We also removed
Gardeyn’s assumption for an integral model to be locally free. We will show
in Propositions 2.14 and 2.32 that this is implicit for maximal ones over local
and global function fields. Our presentation thus allows to avoid the use of a
technical lemma due to Lafforgue in Gardeyn’s exposition [Gar2, §2]. In that
sense, the content of this chapter is original.

In practice, to make maximal integral models of A-motives explicit is a dif-
ficult task. In section 2.1, we consider the easier problem of finding maximal
integral models of Frobenius spaces. Those are pairs (V, ϕ) where V is a finite
dimensional vector space over a local field E containing F and ϕ is a q-linear
endomorphism of V . We show in Proposition 2.2 that there exists a unique
OE-lattice in V stable by ϕ and which is maximal for this property. In the
remaining of the section, we study the type of an OE-lattice stable by ϕ and
provide numerical criteria of maximality (see Propositions 2.6, 2.8).

In Sections 2.2 and 2.3, we shall be concerned with integral models of A-
motives. Given R ⊂ S an inclusion of F-algebras and an A-motive M =
(M, τM) over S, an R-model for M is a finite sub-A ⊗ R-module of M stable
by τM (Definition 2.10).

We study the case where M is an A-motive over a local function field S
and where R is its valuation ring in Section 2.2. In Proposition 2.12, we prove
existence and uniqueness of R-models which are maximal for the inclusion,
and we prove that they are locally free in Proposition 2.14. We show that,
given a well-chosen maximal ideal m ⊂ A and a positive integer n, the data
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of (M/mnM, τM) defines a Frobenius space over S. Theorem 2.19, our main
result of this section, describes how to recover the maximal integral model of
M in terms of the data of the maximal integral model of (M/mnM, τM) for all
n. It permits to obtain a good reduction criterion for A-motives in Proposition
2.28.

In Section 2.3, we treat the case where M is an A-motive over a global
function field S and R is a Dedekind domain whose fraction field is S. If p is a
nonzero prime ideal of R, we obtain an A-motive MSp

by the base field exten-
sion from S to Sp. Our Proposition 2.30 explain how to recover the maximal
integral model of M from the data of the maximal integral models of MSp

for
all p.

We end this chapter by our Remark 2.40 which explains how our notion of
maximal integral models matches Gardeyn’s.

2.1 Integral models of Frobenius spaces
In this subsection we work with notations that are more general to what we
need in the sequel. We let k be a field containing F and let E = k(($)) be the
field of Laurent series over F in the the variable $. We let σ : E → E denote
the q-Frobenius Frobq on E (it fixes F), vE be the valuation of E, OE = k[[$]]
be its valuation ring with maximal ideal m = mE = ($).

Given a matrix M with coefficients in Ē, we let Mσ be the matrix whose
entries have been raised to the power q. IfM has coefficients in E, we let vE(M)
be the minimum of the valuations of the entries of M . We have vE(Mσ) =
qvE(M) and vE(MN) ≥ vE(M)+vE(N) for any two matricesM and N whose
product makes sense.

Our object of study are pairs (V, ϕ) where V is a finite dimensional E-vector
space and ϕ : σ∗V → V is an E-linear isomorphism. In the existing litterature,
there are generally referred to as étale finite F-shtukas over E (e.g. [Har2, §4]).
We prefer here the shorter name Frobenius spaces. By an OE-lattice in V we
mean a finitely generated sub-OE-module L of V which generates V over E.
A sub-OE-module L is stable by ϕ if ϕ(σ∗L) ⊂ L.

Definition 2.1. We say that L is an integral model for (V, ϕ) if L is an OE-
lattice in V stable by ϕ. We say that L is maximal if it contains all the integral
models for (V, ϕ).

Proposition 2.2. There exists a unique maximal integral model.

Proof. If it exists, a maximal integral model is clearly unique. We prove ex-
istence by first showing that there exists an OE-lattice in V stable by ϕ. Let
v := (v1, ..., v`) be a basis of V and let T ′ be the OE-module generated by v.
There exists a positive integer k such that ϕ(σ∗T ′) ⊂ $−kT ′. Inspired by the
proof of [Gar2, Prop. 2.2], we let T := $kT ′ so that

ϕ(σ∗T ) = $qkϕ(σ∗T ′) ⊂ $(q−1)kT ′ = $(q−2)kT ⊂ T.
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Hence, the OE-module T is an OE-lattice in V stable by ϕ.
We turn to the existence of the maximal integral model. Let L be the

union of all the OE-lattices in V stable by ϕ. The union L is non empty (it
contains T ′) and hence generates V over E. It suffices to show that L is finitely
generated. Let U be an OE-lattice stable by ϕ. As OE is a discrete valuation
ring, U is free over OE. Let u be a basis of U and let A ∈ GL`(E) be the
base-change matrix expressing u in v. Let F be the matrix of ϕ expressed in
the bases σ∗v and v. As U is stable by ϕ, we have FAσ = AM for a certain
matrix M with coefficients in OE. Therefore,

qvE(A) = vE(Aσ) = vE(F−1AM) ≥ vE(F−1) + vE(A)

and hence vE(A) ≥ vE(F−1)/(q − 1). This implies U ⊂ $vE(F−1)/(q−1)T ′ and
it follows that L ⊂ $vE(F−1)/(q−1)T ′. As OE is Noetherian, it yields that L is
finitely generated.

Example 2.3. Suppose V := E, f ∈ OE a nonzero element and ϕ is the
morphism corresponding to x 7→ fxq. Write f = u$khq−1 where u ∈ O×E ,
0 ≤ k < q− 1 is an integer and h ∈ OE. Then, the maximal integral model of
(V, ϕ) is given by h−1OE. This follows from Proposition 2.6 below.

Let T be an integral model for (V, ϕ) and let r be its rank as a free OE-
module. The cokernel of the inclusion ϕ(σ∗T ) ⊂ T is a torsion OE-module
of finite type and there exists elements g1,...,gr in OE with vE(gi) ≤ vE(gi+1)
such that

T/ϕ(σ∗T ) ∼= OE/(g1)⊕OE/(g2)⊕ · · · ⊕OE/(gr).

Equivalently, there exists a basis (v1, ..., vr) of T over OE such that

ϕ(σ∗T ) = (g1)v1 ⊕ (g2)v2 ⊕ · · · ⊕ (gr)vr.

The elements g1,...,gr are unique up to multiplication by units and are called
the elementary divisors relative to the inclusion of OE-lattices ϕ(σ∗T ) ⊂ T .

Lemma 2.4. Let t be a basis of T over OE and let F be the matrix of ϕ
written in the bases σ∗t and t. The elementary divisors relative to the inclusion
ϕ(σ∗T ) ⊂ T are the elementary divisors of the matrix F , up to units in OE.

Proof. If (f1, ..., fr) denotes the elementary divisors of F , the Smith’s normal
form Theorem implies that there exists U, V ∈ GLr(OE) such that UF =
diag(f1, ..., fr)V . If we let v = (v1, ..., vr) be the basis of T corresponding to
V · t, this relation reads

ϕ(σ∗T ) = (f1)v1 ⊕ (f2)v2 ⊕ · · · ⊕ (fr)vr.

By uniqueness of the ideals (g1), ..., (gr), we conclude that (fi) = (gi) for all
i ∈ {1, ..., r}.
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Definition 2.5. We let the type of T be the sequence (e1, ..., er) of the valua-
tions of the elementary divisors relative to the inclusion ϕ(σ∗T ) ⊂ T ordered
such that e1 ≤ e2 ≤ ... ≤ er. We define the range rT of T to be the integer er.

Proposition 2.6. Let T be an integral model for (V, ϕ).

1. If T is the maximal integral model of (V, ϕ), then e1 < q − 1.

2. If rT < q − 1, then T is the maximal integral model of (V, ϕ).

Proof. Let g1, ..., gr be the elementary divisors in OE relative to the inclusion
ϕ(σ∗T ) ⊂ T . There exists a basis v = (v1, ..., vr) of T over OE such that

ϕ(σ∗T ) = (g1)v1 ⊕ (g2)v2 ⊕ ...⊕ (gr)vr.

We prove 1. If e1 ≥ q − 1, then ei ≥ q − 1 for all i ∈ {1, ..., r} and hence
ϕ(σ∗T ) ⊂ $q−1T . If we set T ′ := $−1T , then

ϕ(σ∗T ′) = $−qϕ(σ∗T ) ⊂ $−1T = T ′,

and T ′ is an integral model for (V, ϕ) which contains T strictly. Hence T is
not maximal.
We prove 2. Because rT < q − 1, we have 0 ≤ ei < q − 1 for all i ∈ {1, ..., r}.
Let L be the maximal integral model of (V, ϕ), let u = (u1, ..., ur) be a basis
of L over OE and let M ∈Mr(OE), invertible over E, such that v = M · u.
To conclude that T = L, we have to prove that M ∈ GLr(OE).

Let F be the matrix of ϕ expressed in σ∗v and v. We have

ϕ(σ∗L) =Mr(OE)·ϕ(σ∗u) =Mr(OE)F (M−1)σ ·v =Mr(OE)F (M−1)σM ·u.

The inclusion ϕ(σ∗L) ⊂ L implies that F (M−1)σM has coefficients in OE.
Therefore, we have qvE(M−1) ≥ vE(F−1) + vE(M−1) and hence vE(M−1) ≥
vE(F−1)/(q − 1). The elementary divisors of F−1 are (g−1

r , ..., g−1
1 ) and our

assumption reads vE(F−1) > −(q − 1), which amounts to vE(M−1) ≥ 0. This
concludes.

Remark 2.7 (Extension of the base field). Let E ′ be a finite field extension of
E with ring of integers OE′ . We let V ′ be V ⊗E E ′ and ϕ′ be the extension of
ϕ to V ′. Let L and L′ be the maximal integral models of (V, ϕ) and (V ′, ϕ′).
We have L ⊗OE OE′ ⊂ L′, but we cannot always claim equality. Indeed, if
(e1, ..., er) is the type of L and e is the ramification index of E ′/E, then the
type of L⊗OE OE′ is (ee1, ..., eer). In particular, if ee1 ≥ q−1 then L⊗OE OE′

is not maximal by Proposition 2.6.

The following proposition enables us to say how far an integral lattice is
from being maximal given its range.

Proposition 2.8. Let T be an OE-lattice in V stable by ϕ and let L be the
maximal integral model of (V, ϕ). Let s be a non-negative integer. If the range
of T satifies rT ≤ s(q − 1), then L ⊂ $−sT .
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We start by a lemma:

Lemma 2.9. Let U be an OE-lattice in V such that U ⊂ ϕ(σ∗U). Then
L ⊂ U .

Proof. For n ≥ 0, we let σn∗ := (σn)∗ and denote by ϕn : σn∗V → V the
E-linear morphism given by the composition

σn∗V
σ(n−1)∗ϕ−→ σ(n−1)∗V −→ · · · −→ σ∗V

ϕ−→ V.

We consider the following sub-OE-module of V :

L ∩

(
∞⋃
n=0

ϕn(σn∗U)

)
. (2.1)

It is stable by ϕ, finitely generated because contained in L, and generates V
over E because contains the OE-lattice L ∩ U . By maximality, (2.1) equals
L and we deduce that there exists a non-negative integer m such that L ⊂
ϕm(σm∗U). Because ϕ(σ∗L) ⊂ L, we have σ∗L ⊂ ϕ−1(L) and by immediate
recursion one gets σm∗L ⊂ ϕ−m(L) ⊂ σm∗U . We conclude that L ⊂ U because
σ : OE → OE is faithfully flat.

Proof of Proposition 2.8. Let (e1, ..., er) be the type of T . Recall that m = mE

denotes the maximal ideal of OE. There exists a basis (t1, ..., tr) of T such
that ϕ(σ∗T ) = me1t1⊕me2t2⊕· · ·⊕mertr. By assumption, e1, ..., er ≤ s(q− 1)
and thus

$−sT ⊂ $−s
(
me1−s(q−1)t1 ⊕me2−s(q−1)t2 ⊕ · · · ⊕mer−s(q−1)tr

)
= me1−sqt1 ⊕me2−sqt2 ⊕ · · · ⊕mer−sqtr

= $−qsϕ(σ∗T )

= ϕ(σ∗($−sT )).

Hence, U := $−sT satisfies U ⊂ ϕ(σ∗U) and we deduce that L ⊂ U by Lemma
2.9.

2.2 Integral models of A-motives over a local
field

Let R be a commutative F-algebra given together with an F-algebra morphism
κ : A→ R. Let S be a commutative F-algebra containing R. LetM = (M, τM)
be an A-motive over S (with characteristic morphism κ : A→ S).

Definition 2.10. We define an R-model L for M to be a sub-A⊗ R-module
of M of finite type such that

(i) L generates M over A⊗ S,
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(ii) τM(τ ∗L) ⊂ L[j−1].

We say that L is maximal if it contains all the R-models of M .

The next proposition is inspired by [Gar2, Prop. 2.2]:

Proposition 2.11. If S is obtained from R by localization, an R-model for M
exists.

Proof. Let (m1, ...,ms) be generators of M as an A⊗S-module, and let L0 be
the sub-A⊗R-module of M generated by (m1, ...,ms). Let d ∈ R be such that
τM(τ ∗L0) ⊂ d−1L0[j−1], and set L := dL0. We have

τM(τ ∗L) = dqτM(τ ∗L0) ⊂ dq−1L0[j−1] = dq−2L[j−1] ⊂ L[j−1].

Thus L is an R-model.

2.2.1 Existence and first properties

Let E be a local field containing F, let O = OE be its ring of integers and
let k = kE be its residue field. In this subsection, we shall be concerned
with the case where S = E and R = OE, where the characteristic morphism
κ : A → OE is an F-linear morphism. Let M be an A-motive over E of
characteristic κ.

Proposition 2.12. A maximal OE-model for M exists and is unique.

Proof. A maximal OE-model, if it exists, is necessarily unique. We show exis-
tence. Let U be the A⊗OE-module given by the union of all the OE-models
for M . We claim that U is the maximal OE-model of M . As U is non-empty
by Proposition 2.11, it generates M over E. We also have τM(τ ∗U) ⊂ U [j−1].
So our task is to show that U is finitely generated.

Let T be an OE-model forM and let t = {t1, ..., ts} be a set of generators of
T over A⊗OE. Letm be a basis ofM⊗A⊗EQuot(A⊗E) as a vector space over
Quot(A⊗E), and let FM ∈ GLr(Quot(A⊗E)) be the matrix of τM written in
the bases τ ∗m and m. Let P ∈Ms,r(A⊗E) be the matrix expressing t in m.
Because of points (ii) in Definition 2.10, there exists N ∈Ms(A ⊗ OE[j−1])
such that P (1)FM = NP . If v denotes the valuation in Quot(A ⊗ E) at the
special fiber C × Spec kE of C × SpecOE, then v(N) ≥ 0 and

qv(P ) = v(P (1)) = v(NPF−1
M ) ≥ v(N) + v(P ) + v(F−1

M ) ≥ v(P ) + v(F−1
M ).

Hence, v(P ) ≥ v(F−1
M )/(q−1). We conclude that T is contained in the A⊗OE-

module

U0 := {a1m1⊕ ...⊕armr | ∀ i ∈ {1, ..., r}, ai ∈ A⊗E, (q−1)v(ai) ≥ v(F−1
M )}.
(2.2)

In particular, U is contained in U0. The latter being a finitely generated module
over the Noetherian ring A⊗OE, the former is finitely generated.
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Definition 2.13. We denote by MO the unique maximal OE-model of M .

We have the next:

Proposition 2.14. The maximal OE-model MO of M is locally free over A⊗
OE.

We start with a useful lemma.

Lemma 2.15. Let a ⊂ A be an ideal. Then MO ∩ aM = aMO.

Proof. The inclusion ⊃ is clear. We assume a 6= 0 and consider the sub-
A-motive (aM, τM) of M . If T is an OE-model for (aM, τM), then a−1T is
an OE-model for M and we have a−1T ⊂ MO. This implies that aMO is
the maximal OE-model of (aM, τM) so that (aM)O = a(MO). Therefore, the
inclusionMO∩aM ⊂ aMO follows from the fact thatMO∩aM is an OE-model
for (aM, τM).

Proof of Proposition 2.14. Because A ⊗ OE is a Noetherian domain and MO
is finitely generated, it is enough to show that MO is flat. We use Bourbaki’s
local criterion of flatness. Let m ⊂ A be a maximal ideal and let Fm be its
residue field. Note that

TorA⊗OE1 (A/m⊗OE,MO) = {m ∈MO | ∀r ∈ m, (r ⊗ 1)m = 0} = 0.

Hence, by [Bou, AC §III.5.2 Thm. 1], the flatness of MO over A ⊗ OE is
equivalent to that of MO/mMO over Fm⊗OE. The ring Fm⊗OE is a product
of discrete valuation rings and thus MO/mMO is flat (and then locally free)
if and only if it is OE-torsion free. The latter condition is easily seen to be
equivalent to the equality:

mMO = MO ∩mM

which follows from Lemma 2.31.

Remark 2.16. Let M and N be two A-motives over E, and let MO and NO be
their respective integral models. While the maximal integral model of M ⊕N
is easily shown to be MO ⊕ NO, it is not true in general that the maximal
integral model of M ⊗N is the image of MO⊗A⊗OE NO in M ⊗A⊗EN . To find
a counter-example, we assume q > 2 and consider $ ∈ OE a uniformizer. We
consider the A-motive M over E where M = A ⊗ E and where τM = $ · 1.
The maximal integral model of M is MO = A ⊗ OE. However, M⊗(q−1) has
$−1M

⊗(q−1)
O for maximal integral model.

2.2.2 Comparison with Frobenius spaces

As in Section 2.1, let E = k(($)) for a field k containing F, let OE = k[[$]]
be its valuation ring and let mE = ($) be the maximal ideal of OE. Let m
be a maximal ideal of A. Note that j(A/mn ⊗E) = A/mn ⊗E for all positive
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integers n.

Let M be an A-motive over E. We have canonical isomorphisms

∀n ≥ 1 : M/mnM ∼= M [j−1]/mnM [j−1]. (2.3)

In particular, for all n ≥ 1, τM defines anA⊗E-linear morphism τ ∗(M/mnM)→
M/mnM through the composition

τ ∗(M/mnM)
τM−→M [j−1]/mnM [j−1]

(2.3)−→M/mnM

which we still denote by τM . The pair (M/mnM, τM) defines a Frobenius space
over E in the sense of Section 2.1. Let Ln ⊂M/mnM be its maximal integral
model.

Remark 2.17. In general, we cannot claim equality between (MO+mnM)/mnM
and Ln. Here is a counter-example.

Suppose that A = F[t], so that A ⊗ OE is identified with OE[t], and let
m = (t). Let κ : A → OE be the F-algebra morphism which maps t to $. In
this setting, j is the principal ideal of OE[t] generated by (t − $). Consider
the A-motive M := (E[t], f · 1) over E where f = $q−1 − $q−2t. We claim
that the maximal integral model of M is OE[t]. Clearly, OE[t] is an integral
model for M so that OE[t] ⊂ MO. Conversely, by [Qui2, Thm. 4], MO is free
of rank one over OE[t]. If h generates MO, there exists b ∈ OE[t] such that
fh(1) = bh. For p ∈ E[t], let v(p) be the infinimum of the valuations of the
coefficients of p. We have

v(h) ≥ − v(f)

q − 1
= −q − 2

q − 1
> −1

and h ∈ OE[t]. We get MO ⊂ OE[t].
On the other-hand, the Frobenius space (M/mM, τM) is isomorphic to

(OE, $
q−11) whose maximal integral model is $−1OE, not OE.

If one wants to compare MO with (Ln)n≥1, then one wishes that (MO +
mnM)/mnM defines an integral model for (M/mnM, τM) for all n ≥ 1. This is
the case in Remark 2.17, although it is not maximal, because the considered
A-motiveM is effective. In general, this is not true1. From now on, we assume

(Cm) The ideal m ⊂ A is such that κ(m) contains a unit in OE, that is,

κ(m)OE = OE.

The above assumption ensures that j(A/mn⊗OE) = A/mn⊗OE for all n ≥ 1
(e.g. the proof Proposition 1.29), and thus that (MO + mnM)/mnM is an
integral model for (M/mnM, τM).

1For instance, consider the t-motive (E[t], (t−$)−11) over E, whose maximal OE-model
is OE [t], together with m = (t).
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Remark 2.18. Note that there always exists a maximal ideal m in A satisfying
(Cm): it suffices to take a maximal ideal m in A coprime to κ−1(mE).

Even though we cannot claim always equality between (MO+mnM)/mnM
and Ln, the data of Ln for all n ≥ 1 is enough to recover MO as we show in
the next theorem2.

Theorem 2.19. Let Ln be the maximal integral model of the Frobenius space
(M/mnM, τM). Let m ∈M . Then m ∈MO if and only if m+ mnM ∈ Ln for
all positive integers n large enough.

We start with some lemmas:

Lemma 2.20. The OE-module Ln is an A/mn ⊗OE-module.

Proof. For an elementary tensor r⊗f in A/mn⊗OE, the OE-module (r⊗f)Ln
is stable by τM . Indeed, we have τM(τ ∗(r ⊗ f)Ln) = (r ⊗ f q)τM(τ ∗Ln) ⊂
(r ⊗ f)Ln. By maximality of Ln, we have (r ⊗ f)Ln ⊂ Ln.

Lemma 2.21. Let rn be the range of the OE-lattice (MO + mnM)/mnM in
M/mnM . Then (rn)n≥1 is bounded.

Proof. Note thatMO is a finite projective A⊗OE-module by Proposition 2.14.
Let P be a finitely generated A⊗OE-module such that N := MO ⊕ P is free
of finite rank. Let r′ be the rank of N and let n be a basis of N . Let also
τN : τ ∗N [j−1]→ N [j−1] be the morphism τM ⊕ 0, and denote by

FN = (bij)ij ∈Mr′(A⊗OE[j−1])

the matrix of τN written in the bases τ ∗n and n.
For n ≥ 1, let tn be a basis of A/mn over F. For i, j ∈ {1, ..., r′}, let Bn

ij

be the matrix with coefficients in OE representing the multiplication by bij
on A/mn ⊗ OE in the basis tn ⊗ 1. Then, the matrix of τN : τ ∗(N/mnN) →
N/mnN , seen as an OE-linear map, and written in the bases τ ∗(tn ⊗ n) and
tn ⊗ n, takes the form of the block matrix:

F n
N := (Bn

ij)ij ∈Mr′dn(OE)

where dn is the dimension of A/mn over F. One verifies that v(Bn
ij) equals the

infinimum of the valuation of the coefficients of bij (mod mn) in OE written
in tn. Thus, for large values of n, we have

∀ i, j ∈ {1, ..., r′} : v(Bn
ij) = v(bij) (n large enough). (2.4)

For all n ≥ 1, note that (MO+mnM)/mnM ∼= MO/m
nMO by Lemma 2.15. Be-

causeMO/mnMO is a direct factor in N/mnN , the range of (MO+mnM)/mnM

2In Theorem 2.19, one could weaken assumption (Cm) to "(MO + mnM)/mnM is an
integral model for all n ≥ 1". It would then include the setting of Remark 2.17. We do not
need, however, this degree of generality in the sequel.
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equals the maximal valuation of the (nonzero) elementary divisors relative to
the inclusion of OE-modules

τN(τ ∗(N/mnN)) ⊂ N/mnN. (2.5)

The elementary divisors relative to (2.5) coincide, up to units of OE, to those
appearing in the Smith normal form of the matrix F n

N ∈Mr′dn(OE).
By (2.4), the valuations of the coefficients of F n

N are stationary. The range
of (MO +mnM)/mnM in M/mnM is thus stationary and hence bounded.

For n ≥ 0, let L̃n be the inverse image in M of Ln ⊂M/mnM .

Proof of Theorem 2.19. The statement is equivalent to the equality

MO =
∞⋂
n=D

(L̃n + mnM)

for all positive integer D ≥ 1. The sequence of subsets (L̃n + mnM)n≥1 de-
creases for the inclusion: for n ≥ 1, we have L̃n+1 + mn+1M ⊂ L̃n+1 + mnM
and, because (L̃n+1+mnM)/mnM defines an integral model for (M/mnM, τM),
we also have L̃n+1 + mnM ⊂ L̃n + mnM . Consequently, it suffices to treat the
case D = 1.

Consider

L :=
∞⋂
n=1

(L̃n + mnM).

By Lemma 2.20, L is an A ⊗ OE-module. The inclusion MO ⊂ L follows
from the fact that, for all n, (MO + mnM)/mnM is an integral model for
(M/mnM, τM). To prove the converse inclusion, we show that L is an integral
model forM . FromMO ⊂ L, one deduces that L generatesM over E. Because
τM(τ ∗(L̃n + mnM)) ⊂ L̃n + mnM [j−1], we also have τM(τ ∗L) ⊂ L[j−1]. The
theorem follows once we have proved that L is finitely generated.

Assume that L is not finitely generated. From the Noetherianity of A⊗OE,
for all s ≥ 0, it follows that L 6⊂ $−sMO. Equivalently, there exists an
unbounded increasing sequence (sn)n≥0 of non-negative integers such that
$snLn 6⊂ (MO + mnM)/mnM . By Proposition 2.8, the range of (MO +
mnM)/mnM is > sn(q − 1). But this contradicts Lemma 2.21.

For the sequel, it is also useful to have the next statement which is easily
deduced from Theorem 2.19.

Corollary 2.22. For all positive integers n, let Ln be the maximal integral
model of (M [j−1]/mnM [j−1], τM). Let m ∈ M [j−1]. Then m ∈ MO[j−1] if and
only if m+ mnM [j−1] ∈ Ln for all positive integers n large enough.

For the next chapter, we shall not only be interested in how to recover MO
from Ln, but also in how to recover MO + (id−τM)(M). We continue with
some technical lemmas.
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Even if we do not have equality between L̃n + mnM and MO + mnM ,
the former is a good approximation of the latter as we show in the next two
lemmas.

Lemma 2.23. Let n ≥ 1. The sequence (L̃m +mnM)m≥n is decreasing for the
inclusion, stationary and converges to MO + mnM .

Proof. Let m ≥ 1. (L̃m+1 + mmM)/mmM is an OE-lattice stable by τM in
M/mmM so that L̃m+1 + mmM ⊂ L̃m + mmM . If m ≥ n, we have L̃m+1 +
mnM ⊂ L̃m + mnM which shows that (L̃m + mm)m≥n decreases. Similarly,
MO+mnM ⊂ L̃m+mnM for all m ≥ n. Because the set of OE-lattices Λ such
that MO + mnM ⊆ Λ ⊆ L̃n + mnM is finite, the sequence (L̃m + mnM)m≥n is
stationary. We denote by Ln its limit. By Theorem 2.19, we have

Ln =
∞⋂
m=n

(L̃m + mnM) =
∞⋂
m=n

(L̃m + mmM) + mnM = MO + mnM.

This concludes the proof.

Lemma 2.24. There exists an unbounded and increasing sequence (kn)n≥1 of
non-negative integers such that, L̃n + mnM ⊂ MO + mknM (typically, kn ≤ n
for all n).

Proof. For m ≥ 1, let Im be the set of non-negative integers k such that
L̃m + mmM ⊂ MO + mkM . Im is nonempty as it contains 0. Im is further
bounded: otherwise we would have

L̃m + mmM ⊂
⋂
k

(MO + mkM) = MO (2.6)

which is impossible (L̃m + mmM is an A ⊗ OE-module which is not of finite
type). Hence Im has a maximal element, which we denote by km. Because
L̃m+1 +mm+1M ⊂ L̃m +mmM , we have km+1 ≥ km. This shows that (km)m≥1

increases. We show that it is unbounded. Let n ≥ 1. By Lemma 2.23, there
existsm ≥ n such thatMO+mn = L̃m+mnM . Thus L̃m+mmM ⊂MO+mnM .
In particular, there exists m ≥ n such that km ≥ n.

Proposition 2.25. Let m ∈M [j−1]. We have m ∈MO + (id−τM)(M) if and
only, for all positive integers n ≥ 0, the image of m in M [j−1]/mnM belongs
to Ln + (id−τM)(M) + mnM .

Proof. By Theorem 2.19, the inclusion

MO + (id−τM)(M) ⊂
∞⋂
n=1

[
L̃n + (id−τM)(M) + mnM

]
holds as subsets of M [j−1]. The converse inclusion follows from Lemma 2.24:

∞⋂
n=1

[
L̃n + (id−τM)(M) + mnM

]
⊂
∞⋂
n=1

[
MO + (id−τM)(M) + mknM

]
= MO + (id−τM)(M).
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Similarly, we rewrite Proposition 2.25 in view of (2.3).

Corollary 2.26. For all positive integers n, let Ln be the maximal integral
model of (M [j−1]/mnM [j−1], τM). Let m ∈ M [j−1]. We have m ∈ MO[j−1] +
(id−τM)(M) if and only if, for all n ≥ 0, the image of m in M [j−1]/mnM [j−1]
belongs to Ln + (id−τM)(M) + mnM [j−1].

2.2.3 Good reduction criterion

In this subsection we prove a good reduction criterion, similar to Gardeyn’s
slogan "a τ -sheaf has good reduction if and only if it admits a good model"
(see Proposition [Gar2, Prop.2.13(ii)]). The results of this subsection are not
needed in the remaining of the text, although they are useful in examples to
compute maximal models.

We begin with the following key lemma:

Lemma 2.27. If there exists an OE-model L for M such that τM(τ ∗L)[j−1] =
L[j−1], then L = MO.

Proof. From Remark 2.18, let m be a maximal ideal of A such that (Cm)
holds. For all positive integers n, the OE-lattice Ln := (L + mnM)/mnM in
M/mnM defines an integral model of (M/mnM, τM) satisfying τM(τ ∗Ln) = Ln.
By Proposition 2.6, Ln is maximal. We conclude that L = MO by Theorem
2.19.

The next proposition follows by Lemma 2.27 and Proposition 2.14.

Proposition 2.28. The following statements are equivalent:

(i) τM(τ ∗MO)[j−1] = MO[j−1],

(ii) there exists an OE-model N for M such that τM(τ ∗N)[j−1] = N [j−1],

(iii) the data (MO, τM) forms an A-motive over OE,

(iv) there exists an A-motive N over OE such that NE is isomorphic to M .

Definition 2.29. We say that M has good reduction if one of the equivalent
points of Proposition 2.28 is satisfied.

2.3 Integral models of A-motives over a global
field

We go back to Definition 2.10. Let S = F be a global function field that
contains F, and let R be a sub-F-algebra of F which, as a ring, is a Dedekind
domain whose fraction field is F . Given a maximal ideal p in R, we denote
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by Rp the completion of R at p and we let Fp be the fraction field of Rp. Let κ :

Let M = (M, τM) be an A-motive over F of rank r, and let M p = MFp
be

the A-motive over Fp of rank r obtained from M by base extension from F to
Fp. We let MRp denote the maximal Rp-model of M p.

Proposition 2.30. There exists a unique maximal R-model for M . It equals
the intersection

⋂
p(M ∩MRp) for p running over the maximal ideals of R. We

denote it MR.

Proof. The uniqueness of a maximal R-model, when it exists, is clear. We
focus on existence.

We begin by the maximality. Let N be an R-model forM (whose existence
is ensured by Proposition 2.11). For any maximal ideal p of R, we have N ⊂
N ⊗R Rp ⊂MRp by maximality of MRp . Therefore N ⊂

⋂
p(M ∩MRp).

It remains to show that
⋂

p(M ∩MRp) is an R-model. First note that it is
a sub-A ⊗ R-module of M which, as it contains N , generates M over F . To
show stability by τM , let e ≥ 0 be such that τM(τ ∗M) ⊂ j−eM . Then,

τM

(
τ ∗
⋂
p

(M ∩MRp)

)
⊂
⋂
p

j−e(M ∩MRp) ⊂

(⋂
p

M ∩MRp

)
[j−1].

It then suffices to show that
⋂

p(M ∩MRp) is finitely generated over A⊗R. We
use a similar argument than that of the proof of Proposition 2.12. Let m :=
(m1, ...,mr) be a family of elements inM⊗A⊗F Quot(A⊗F ) and let a ⊂ A⊗F
be a nonzero ideal such that M = (A⊗F )m1⊕ · · · ⊕ (A⊗F )mr−1⊕ amr. Let
FM ∈ GLr(Quot(A⊗ F )) be the matrix of τM written in τ ∗m and m and let
U ∈Ms,r(Quot(A⊗F )) be a matrix expressing generators (u1, ..., us) of N in
m. Because τM(τ ∗N) ⊂ N [j−1], there exists P ∈ Ms(A ⊗ R[j−1]) such that
U (1)FM = PU . In particular, for all nonzero prime ideal p of R of valuation
vp,

qvp(U) = vp(U
(1)) = vp(PUF

−1
M ) ≥ vp(U) + vp(F

−1
M ).

Hence, vp(U) ≥ vp(F
−1
M )/(q − 1). The A⊗R-module:

{a1m1 + ...+ armr|∀i, ∀p ∈ SpmR : ai ∈ A⊗ F, (q − 1)vp(ai) ≥ vp(F
−1
M )}

contains
⋂

p(M ∩MRp) and is finitely generated (compare with (2.2)). Because
A⊗R is Noetherian,

⋂
p(M ∩MRp) is finitely generated.

We now state the global version of Lemma 2.15 and Proposition 2.14 (with
R in place of Rp). The argument is similar, so we omit proofs.

Lemma 2.31. Let a ⊂ A be an ideal. Then

MR ∩ aM = aMR.

Proposition 2.32. The maximal R-model of M is locally-free over A⊗R.
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Remark 2.33. An OF -model for M , when not maximal, is not necessarily
locally-free. For instance, the F[t]-motive 1 = (F[t](θ),1) over F(θ) admits
L := tF[t, θ] + θF[t, θ] as F[θ]-model. But it is well-known that L is not a
flat F[t, θ]-module. A short way to see this consists in considering the element
∆ := (t⊗ θ − θ ⊗ t) ∈ L⊗F[t,θ] L. ∆ is nonzero in L⊗F[t,θ] L, but

θ ·∆ = (θt)⊗ θ − θ ⊗ (θt) = (θt)⊗ θ − (θt)⊗ θ = 0.

Then L is not flat because L⊗F[t,θ] L has non trivial torsion.

Here is a useful consequence of Lemma 2.31:

Proposition 2.34. If R equals the integral closure of κ(A) in F , then

MR[j−1] ∩M = MR.

Proof. The inclusion ⊃ is clear. Because R is the integral closure of κ(A) in F ,
for m ∈M there exists a ∈ A such that (1⊗κ(a))m ∈MR. If m ∈MR[j−1], for
k large enough we have (a⊗ 1− 1⊗κ(a))p

k
m ∈MR. Hence, (a⊗ 1)p

k
m ∈MR.

Therefore (a ⊗ 1)p
k
m belongs to MR ∩ (a ⊗ 1)p

k
M . We conclude by Lemma

2.31 that (a⊗ 1)p
k
m ∈ (a⊗ 1)p

k
MR.

Definition 2.35. We say thatM has good reduction at p ifM p has good reduc-
tion. We say that M has everywhere good reduction if M has good reduction
at p for all maximal ideals p of R.

The good reduction criterion of Lemma 2.27 can be extended to the global
situation:

Proposition 2.36. Let L be an R-model for M such that (τ ∗L)[j−1] = L[j−1].
Then L = MR and M has everywhere good reduction.

Proof. Let us first show that L is a flat A ⊗ R-module. Let m be a maximal
ideal in A. By Bourbaki’s local criterion for flatness, L is flat over A ⊗ R if
and only if L/mL is a flat A/m ⊗ R-module. Because A/m ⊗ R is a finite
product of finite flat R-algebras, L/mL is flat if and only if it is R-torsion free.
Therefore, we reduce the problem to showing the equality:

mM ∩ L = mL

as subsets of mM . Clearly, we have an inclusion mL ⊂ mM ∩L whose cokernel
is R-torsion. For all nonzero prime ideal p ⊂ R, L ⊗R Rp is an R-model for
M p which satisfies the equivalent points of Proposition 2.28. As such, L⊗RRp

is maximal and M has good reduction at p. Hence, M has everywhere good
reduction and it follows that

(mL)⊗R Rp = m(L⊗R Rp) = m(M ⊗R Rp) ∩ (L⊗R Rp) (by Proposition 2.15)

= (mM ∩ L)⊗R Rp.
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Because this equality holds for all p, we conclude that mL = mM ∩ L. Thus,
L is flat over A⊗R.

We now show that L = MR. Let m ∈ MR, and let d ∈ R be such that
m ∈ L[d−1]. If p1, p2, ..., ps are the prime ideal divisor in R of (d), then

s⋂
i=1

(Rpi ∩R[d−1]) = R.

Because L is flat over A⊗R, we have

s⋂
i=1

(Lpi ∩ L[d−1]) = L.

Because m is a member of the left-hand side, we deduce that m ∈ L.

We continue this section by recording additional properties of maximal R-
models. Those will eventually by useful in Chapter 3 for the computation of
extensions groups with good reduction in the category of A-motives.

Proposition 2.37. Let N be a finitely generated sub-A⊗R-module of M such
that τM(τ ∗N) ⊂ N [j−1]. Then, N ⊂ MR. In particular, any element m ∈ M
such that τM(τ ∗m) = m belongs to MR.

Proof. It suffices to notice that the module L generated by MR and N over
A⊗R is an R-model for M , and hence N ⊂ L ⊂MR.

Corollary 2.38. We have (id−τM)(MR) = (id−τM)(M) ∩MR[j−1].

Proof. The inclusion (id−τM)(MR) ⊂ (id−τM)(M) ∩MR[j−1] is clear. Con-
versely, let m ∈ MR[j−1] and let n ∈ M be such that m = n − τM(τ ∗n).
The sub-A ⊗ R-module 〈MR, n〉 of M generated by elements of MR together
with n over A ⊗ R is an R-model for M . In particular, 〈MR, n〉 ⊂ MR and
n ∈MR.

We end this chapter with a remark on the assignment M 7→ MR, and
explain how our notion of maximal integral model matches [Gar2, Def. 2.3].

Corollary 2.39. Let f : M → N be a morphism inMF . Then f(MR) ⊂ NR.
In particular, the assignation M 7→MR is functorial.

Remark 2.40. LetM′
R be the category whose objects are pairs N = (N, τN)

where N is a finite locally-free A ⊗ R-module and τN : (τ ∗N)[j−1] → N [j−1]
is an injective A ⊗ R-linear morphism whose cokernel is R-torsion. We have
a functor M′

R → MF which assigns to N = (N, τN) the A-motive NF :=
(N ⊗R F, τM ⊗R 1).

Given an A-motive M over F , N an object in M′
R and h : NF

∼→ M an
isomorphism inMF , we call (N, h) a Gardeyn’s model for M . We call (N, h)
maximal if it satisfies the following universal property: given an object N ′ in
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M′
R and a morphism h′ : N ′F → M inMF , there exists a unique morphism

f : N ′ → N inM′
R such that the following diagram commutes

N ′F M

NF

h′

fF
h

It is formal to check that if a maximal Gardeyn’s model exists, it is necessarily
unique up to unique isomorphism. If MO is the maximal integral model of M ,
we check easily that (MO,MO ⊗OF F ∼= M) is a maximal Gardeyn’s model of
M , where MO := (MO, τM). This proves existence.

In other words, the covariant functor

M′
R −→ Set, N ′ 7−→ HomMF

(M,N ′F )

is representable. Equivalently, the functor M 7→ MO is left-adjoint to N ′ 7→
N ′F .

This universal property satisfied by maximal integral models is closed to
the Néron mapping property for schemes (cf. [BLR]).
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Chapter 3

A-Motivic Cohomology

Let R be a commutative A-algebra whose A-algebra structure is given through
a morphism κ : A→ R.

As we showed in Proposition 1.7, the category MR is A-linear and ex-
act. The Yoneda extension modules ExtiMR

do make sense and this section
is devoted to their computation. There have already been researches related
to these computations in the particular case of extensions in the the full sub-
category Meff

R of MR (see Definition 1.4). We refer for instance to [PapRa],
[Tae1]. To the extent of my knowledge, the general case ofMR has not been
studied yet.

Section 3.1 is devoted to the computation of ExtiMR
for i ≥ 0. To achieve

the determination of these extension groups, we rather offer the computation
by hand of Ext1

MR
. Given an A-motive M over R, we show in Theorem 3.4

that there is an A-linear isomorphism

ι :
M [j−1]

(id−τM)(M)

∼−→ Ext1
MR

(1,M).

This explicit description will allow us to conclude that ExtiMR
vanishes for

i > 1 when R is Noetherian. This is conjectured for classical mixed motives
over a number field [Nek, §4].

In Subsection 3.2, we restrict our attention to extensions in the subcategory
MMF of mixed A-motives over R = F a field. In the case where M is pure
of weight µ over F , we prove in Corollary 3.12 that

Ext1
MMF

(1,M) =

{
Ext1

MF
(1,M) if µ ≤ 0

Ext1
MF

(1,M)tors if µ > 0.

This solves the analogue of a number field conjecture which states that every
extension of the unit motive 1 by a pure motive of positive weight, in the
category of mixed motives over a number field, is split ([Del, §1.3]).

In the case where F is a local or a global function field, and R is its ring
of integers, following Scholl [Sch] in the number field case we consider, in
Subsection 3.3, the A-module Ext1

MF ,R
(1,M) of extensions having everywhere
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good reduction. We present our main results in this chapter, Theorems 3.15
and 3.18, which state that ι induces an isomorphism

MR[j−1]

(id−τM)(MR)

∼−→ Ext1
MF ,R

(1,M)

where MR denotes the maximal R-model of M . This answers positively to the
analogue of a number field’s conjecture due to Scholl.

3.1 Extension modules inMR

Let R be an F-algebra and let M and N be two A-motives over R. The
morphisms from N to M in MR are precisely the A ⊗ R-linear map of the
underlying modules f : N → M such that τM ◦ τ ∗f = f ◦ τN . Because 0th
extension group is given by the homomorphisms, we have:

Ext0
MR

(N,M) = HomMR
(N,M) = {f ∈ HomA⊗R(N,M) | τM ◦τ ∗f = f ◦τN}.

As we saw in Proposition 1.7, MR possesses exact sequences in the sense
of Quillen which turns it into an A-linear exact category. It allows us to
consider higher Yoneda extension A-modules ExtnMR

(N,M) (for n ≥ 1) of two
A-motivesM and N . The next proposition computes the first extension group.

Proposition 3.1. Let M and N be A-motives over R. There is a canonical
isomorphism of A-modules

HomA⊗R(τ ∗N,M)[j−1]

{f ◦ τN − τM ◦ τ ∗f | f ∈ HomA⊗R(N,M)}
∼−→ Ext1

MR
(N,M),

which maps the class of a morphism u ∈ HomA⊗R(τ ∗N,M)[j−1] to the class of
the extension [M ⊕N, ( τM u

0 τN )] in Ext1
MR

(N,M).

Proof. Let [E] : 0 → M
ι→ E

π→ N → 0 be an exact sequence in MR,
that is an exact sequence of the underlying A ⊗ R-modules with commuting
τ -action. Because N is a projective module, there exists s : N → E a section
of the underlying short exact sequence of A⊗ R-modules. We let ξ := ι⊕ s :
M ⊕N → E. We have a congruence:

0 M E N 0

0 M (M ⊕N, ξ−1 ◦ τE ◦ ξ) N 0

ι π

id ξ id

Because ξ−1 ◦ τM ◦ ξ is an isomorphism from τ ∗M [j−1]⊕ τ ∗N [j−1] to M [j−1]⊕
N [j−1] which restricts to τM on the left and to τN on the right, there exists
u ∈ HomA⊗R(τ ∗N [j−1],M [j−1]) = HomA⊗R(τ ∗N,M)[j−1] such that ξ−1◦τE◦ξ =
(
τM u
0 τN ). We have just shown that the map

ι : HomA⊗R(τ ∗N,M)[j−1]→ Ext1
MR

(N,M), u 7→ [M ⊕N, ( τM u
0 τN )]
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is onto. Note that ι(0) corresponds to the class of the split extension. Further,
ι(u + v) corresponds to the Baer sum of ι(u) and ι(v). In addition, given the
exact sequence [E] and a ∈ A, the pullback of multiplication by a on N and
π gives another extension which defines a · [E]. If [E] = ι(u) then it is formal
to check that a · [E] = ι(au). As such, ι is a surjective A-module morphism.
To find its kernel, it suffices to determine when ι(u) is congruent to the split
extension. The extension ι(u) is congruent to the split extension if and only if
there is a commutative diagram inMR of the form

0 M M ⊕N N 0

0 M [M ⊕N, ( τM u
0 τN )] N 0

idM h idN

where h is a morphism inMR. Since the diagram commutes in the category
of A ⊗ R-modules, it follows that h is of the form

(
idM f

0 idN

)
for an A ⊗ R-

linear map f : N → M . Because it is a diagram in MR, it further requires
commuting τ -action which translates to(

τM u
0 τN

)
τ ∗
(

idM f
0 idN

)
=

(
idM f

0 idN

)(
τM 0
0 τN

)
.

The above equation amounts to u = f ◦ τN − τM ◦ τ ∗f , and hence

ker(ι) = {f ◦ τN − τM ◦ τ ∗f | f ∈ HomA⊗R(N,M)} .

This concludes.

Corollary 3.2. Suppose that R is Noetherian. Let N be an A-motive over R
and let f : M →M ′′ be a surjective morphism inMR. Then, the induced map
Ext1

MR
(N,M)→ Ext1

MR
(N,M ′′) is onto.

Proof. As R is Noetherian, so is A ⊗ R. Because τ ∗N is finite locally-free
over A⊗R, it is projective. The induced morphism HomA⊗R(τ ∗N,M)[j−1]→
HomA⊗R(τ ∗N,M ′′)[j−1] is thus surjective. We conclude by Proposition 3.1.

Let N be an A-motive over R. The functor HomMR
(N,−) from the cate-

goryMR to the category ModA of A-modules is left-exact and therefore right-
derivable. Because MR is an exact category, the higher extensions modules
ExtiMR

(N,M) are computed by the cohomology of RHomMR
(N,M). This

implies that, given a short exact sequence inMR

0 −→M ′ −→M −→M ′′ −→ 0,

we have a long-exact sequence of A-modules given by its cohomology

HomMR
(N,M ′) ↪→ HomMR

(N,M)→ HomMR
(N,M ′′)→ Ext1

MR
(N,M ′)→ ...

We deduce the following from Corollary 3.2.

65



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

Proposition 3.3. Suppose that R is Noetherian. The modules ExtiMR
(N,M)

vanish for i > 1. In particular, the cohomology of RHomMR
(N,M) is repre-

sented by the complex of A-modules[
HomA⊗R(N,M)

τ∨N−τM−→ HomA⊗R(τ ∗N,M)[j−1]

]
(3.1)

placed in degree 0 and 1.

Proof. Let C be the complex (3.1). We have

Ext0
MR

(N,M) = HomMR
(N,M) = {f ∈ EndA⊗R(M,N) | f ◦ τN = τM ◦ τ ∗f}

= ker(τ∨N − τM) = H0(C).

By Proposition 3.1, Ext1
MR

(N,M) ∼= H1(C). By Corollary 3.2, the func-
tor Ext1

MR
(N,−) is right-exact. By [PetSt][Lem. A.33], we deduce that

ExtiMR
(N,M) ∼= H i(C) = 0 for i ≥ 2.

Let N be an nonzero A-motive over R. The canonical morphism of A-
motives

1N : 1→ N ⊗N∨ = Hom(N,N), a 7−→ a · idN
induces functorial isomorphisms for all i ≥ 0:

ExtiMR
(N,M)

∼−→ ExtiMR
(1,M ⊗N∨). (3.2)

In particular, there is no loss of generality in considering extension modules of
the form ExtiMR

(1,M). From now on, we will be interested mainly in extension
modules of the latter form. We shall restate the main results of this section in
this case (repeated from Theorem A in Chapter 0).

Theorem 3.4. Suppose that R is Noetherian, and let M be an A-motive over
R. The cohomology of RHomMR

(1,M) is computed by the cohomology of the
complex of A-modules [

M
id−τM−→ M [j−1]

]
placed in degree 0 and 1. The induced A-module isomorphism

ι :
M [j−1]

(id−τM)(M)

∼−→ Ext1
MR

(1,M)

is given explicitely by mapping the class of m ∈ M [j−1] to the class of the
extension

0→M → [M ⊕ (A⊗R), ( τM m
0 1 )]→ 1→ 0.

We end this subsection by some remarks.
Remark 3.5. There is a harmless abuse of notations in the above theorem,
where, in the matrix ( τM m

0 1 ), 1 rather designates the A ⊗ R-linear map ε :
τ ∗(A ⊗ R) → A ⊗ R which maps a ⊗τ b ∈ (A ⊗ R) ⊗τ,A⊗R (A ⊗ R) to aτ(b),
and m rather designates m · ε.
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Remark 3.6. Let M̃R be the category of motives over R up to isogenies (see
Definition 1.10). From the identity HomM̃R

(−,−) = HomMR
(−,−)⊗AK, we

deduce that the extension groups of 1 by M in the K-linear category M̃R are
computed by the complex[

M ⊗A K
id−τM−→ M [j−1]⊗A K

]
.

Remark 3.7. Let S be a Noetherian R-algebra, and consider the restriction
of scalar functor ResS/R : MS → MR. Given M an A-motive over S, then
Ext1

MS
(1S,M) is naturally isomorphic to Ext1

MR
(1R,ResS/RM).

3.2 Extension modules inMMF

Let F be a field containing F and consider an F-algebra morphism κ : A→ F .
As we showed in Proposition 1.36, the category MMF of mixed A-motives
over F is exact, and we can consider the extension groups ExtiMMF

(1,−).
Given a mixed A-motive M and i > 0, the module ExtiMMF

(1,M) is a sub-
module of ExtiMF

(1,M). In particular, ExtiMMF
(1,M) = 0 for i /∈ {0, 1}.

The next propostion can be used to spot some cases of equality of the inclu-
sion Ext1

MMF
(1,M) ⊂ ExtiMF

(1,M).

Proposition 3.8. Let 0 → M ′ i→ M
p→ M ′′ → 0 be an exact sequence of

A-motives inMF .

1. If M is mixed, so are M ′ and M ′′.

2. If M ′ and M ′′ are mixed, and if the smallest weight of M ′′ is strictly
bigger than the biggest weight of M ′, then M is mixed.

Proof. Point 1 is a reformulation of Lemma 1.35.
We move to point 2. Let {µ1, ..., µs} be the union of the sets of weights for M ,
M ′ and M ′′ sorted by increasing order. Let i ∈ {1, ..., s− 1}. By Proposition
1.37, the sequence of K ⊗ F -modules

0 −→ (WµiM
′)⊗A K −→ (WµiM)⊗A K −→ (WµiM

′′)⊗A K −→ 0

is exact. Let si : (WµiM
′′) ⊗A K → (WµiM) ⊗A K be a section of the above.

We have decompositions of K ⊗ F -modules

Wµi+1
M ∼= Grµi+1

M ⊕WµiM, and Wµi+1
M ′′ ∼= Grµi+1

M ′′ ⊕WµiM
′′.

Let si+1 : Wµi+1
M ′′ → Wµi+1

M be the the linear morphism gi+1 ⊕ si where
gi+1 : Grµi+1

M ′′ → Grµi+1
M is a splitting of

0 −→ (Grµi+1
M ′)⊗A K −→ (Grµi+1

M)⊗A K −→ (Grµi+1
M ′′)⊗A K −→ 0.

By induction on i, we construct a splitting s : M ′′ ⊗A K →M ⊗A K of

0 −→M ′ ⊗A K −→M ⊗A K −→M ′′ ⊗A K −→ 0
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preserving the weight filtration.
Extending scalars from K ⊗ F → B∞(F ), we obtain a splitting of B∞(F )-

modules
(Iµ(M))µ = (i(Iµ(M ′))⊕ s(Iµ(M ′′)))µ.

The filtration (i(WµM
′) ⊕ s(WµM

′′))µ∈Q seems a good candidate to be the
weight filtration on M . It only remains to check that elements of this fam-
ily indeed define A-motives. The action of τM on i(M ′) ⊕ s(M ′′) decomposes
as
( τM′ v

0 τM′′

)
for a certain morphism v : τ ∗M ′′[j−1] → M ′[j−1] of A ⊗ F [j−1]-

modules. From the weight assumption, the fact that v preserves the weight fil-
tration onM ′′ andM ′ is automatic. Therefore (i(WµM

′)⊕s(WµM
′′),
( τM′ v

0 τM′′

)
)

defines a sub-A-motive of M for all µ ∈ Q.

Proposition 3.8 implies that Ext1
MF

(M ′′,M ′) = Ext1
MMF

(M ′′,M ′) when
the weights of M ′′ are bigger than the biggest weight of M ′. In general this is
not true. In this direction we record:

Proposition 3.9. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence of
A-motives where M ′ and M ′′ are mixed. We assume that all the weights of
M ′′ are strictly smaller than the smallest weight of M ′. Then, the sequence is
torsion in Ext1

MF
(M ′′,M ′) if, and only if, M is mixed.

Proof of Proposition 3.9. Taking N := M ′ ⊗ (M ′′)∨, we can assume that the
exact sequence is of the form (S) : 0 → N → E → 1 → 0, N having
positive weights In view of Theorem 3.4, we may assume that E is of the form
[M ⊕ (A⊗ F ), ( τM u

0 1 )] for some u ∈M [j−1]. Note that 0 is a weight of E, the
smallest.

If E is mixed, E contains a sub-A-motive L = (L, τM) of weight 0 which is
isomorphic to 1. Let (m⊕ a) ∈M ⊕ (A⊗ F ) be a generator of L over A⊗ F .
We have (

τM u
0 1

)(
τ ∗m
τ ∗a

)
=

(
m
a

)
.

This amounts to a ∈ A and au ∈ im(id−τM), and then that a[E] = 0 in
Ext1

MF
(1, N). Conversely, if there exists a nonzero a ∈ A such that a[E]

is split, Theorem 3.4 implies that there exists m ∈ N such that au = m −
τM(τ ∗m). The nonzero A⊗F -module L generated by m⊕ a together with τM
defines a sub-A-module of E isomorphic to 1. For all µ ∈ Q, we define the
A⊗ F -module

WµE := WµM + 1µ≥0L

where (WµM)µ∈Q is the weight filtration of M . It is easy to see that WµE :=
(WµE, τM) defines a sub-A-motive of E and that (I∞(WµM))µ∈Q coincides
with the slope filtration of I∞(E). Hence, E is mixed.

Remark 3.10. Under the same hypothesis, Proposition 3.9 can be rephrased
into

Ext1
MF

(M ′′,M ′)tors = Ext1
MMF

(M ′′,M ′).
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In particular, the K-vector space Ext1

M̃MF
(M ′′,M ′) vanishes. The latter is

only conjectured to be true in the number fields setting ([Del, §1.3]).

According to the latter reference, it is believed that the extension group of
two classical pure motives motives of the same weight vanishes. This is not
expectable for mixed Anderson A-motives by the next proposition:

Proposition 3.11. Let M be a pure A-motive of weight 0 over F . We have

Ext1
MMF

(1,M) = Ext1
MF

(1,M).

Proof. As the weights remain unchanged by base change, we can assume that F
is a perfect field. Let [E] ∈ Ext1

MF
(1,M). By the Dieudonné-Manin Theorem

1.24, 0 is the only weight of E. In particular, I∞(E) is pure of slope 0.

As a consequence of Propositions 3.8, 3.9 and 3.11, we record:

Corollary 3.12. Let M be a pure A-motive over F of weight µ. We have:

Ext1
MMF

(1,M) =

{
Ext1

MF
(1,M) if µ ≤ 0

Ext1
MF

(1,M)tors if µ > 0.

3.3 Extensions with good reduction

In this section, we introduce and study extensions with good reduction for A-
motives over local and global function fields. Our philosophy follows Scholl’s
ones in the number fields setting [Sch].

We first describe the local situation. Let E be a local field containing F
and let OE be its valuation ring. We let k be the residue field of E (it is a
finite extension of F). For a uniformizer $ ∈ E, we have the identifications
E = k(($)) and OE = k[[$]]. Let Es be an algebraic closure of E and let Eur

be the maximal unramified extension of E in Es. We have Eur = k̄(($)) where
k̄ is the algebraic closure of k in Es. Finally, we let GE = Gal(Es|E) be the
absolute Galois group of E and let IE = Gal(Es|Eur) be the inertia group of E.

Let κ : A → OE be an F-algebra morphism, and let m ⊂ A be a maximal
ideal such that κ(m)OE = OE (hence, condition (Cm) is satisfied and the re-
sults of Subsection 2.2.2 apply). Let Om be the completion of A at m endowed
with the trivial action of GE. Let M be an A-motive over E.

Given an extension [E] : 0 → M → E → 1 → 0 in Ext1
ME

(1,M), the
sequence ofOm[GE]-modules [TmE] : 0→ TmM → TmE → Om → 0 is exact by
Corollary 1.46. In the category of Om-modules, the latter sequence splits and
the choice of a splitting yields an Om-module isomorphism TmE ∼= TmM ⊕Om

on which σ ∈ GE acts by a matrix of the form ( σ c
0 1 ). The mapping σ 7→ c

defines a cocycle cE : GE → TmM which, up to principal cocycles, does not
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depend on the choice of a splitting. The association [E] 7→ cE defines an
A-linear map

Ext1
ME

(1,M) −→ H1(GE, TmM).

We call the above the m-adic realization map of M . We shall rather be inter-
ested in the restriction of the m-adic realization map to the inertia subgroup:

rm : Ext1
ME

(1,M) −→ H1(IE, TmM). (3.3)

Definition 3.13. We let Ext1
ME ,mE

(1,M) be the kernel of rm. We say that
the extension [E] has good reduction if [E] lies in Ext1

ME ,mE
(1,M).

Remark 3.14. This definition is the analogue of Scholl’s notion of extensions
of mixed motives over Z in the number fields setting (see [Sch, §III]). It will
follow from our Theorem 3.15 below that Ext1

ME ,mE
(1,M) does not depend

on the choice of m. The analogous result for number fields is still a conjecture
([Sch, §III,Rmk.(i)]).

The next result implies Theorem C of Chapter 0.

Theorem 3.15. Let M be an A-motive over E and let MO be its maximal
OE-model. The morphism ι of Theorem 3.4 induces an isomorphism of A-
modules

MO[j−1]

(id−τM)(MO)

∼−→ Ext1
ME ,mE

(1,M).

We now present a similar result for the global situation. Let F be a fi-
nite extension of K and let OF be the integral closure of A in F . We let
κ : A→ OF denote the inclusion. We fix S to be a finite set of nonzero prime
ideals of OF and consider the Dedekind subring R := OF [S−1] of F whose
spectrum is (SpecOF ) \ S.

We let F s be a separable closure of F and let GF = Gal(F s|F ) be the
absolute Galois group of F . We let Rs denote the integral closure of R in F s.
For p a maximal ideal in R, we let Rp be the completion of R at p and we let
Fp be its fraction field. If P denotes a maximal ideal in Rs above p, we let

GP := {ρ ∈ GF | ρP = P}

be the decomposition group of P. Any automorphism ρ in GP induces an
automorphism ρ̄ of FP := Rs/P leaving Fp := R/p invariant. Note that FP is
an algebraic closure of Fp. Further, it is well-known that the group morphism

GP −→ Gal(FP|Fp), ρ 7−→ ρ̄

is surjective ([Neu, §I,Prop.9.2]) and that its kernel is IP the inertia group of
P ([Neu, §I,Def.9.5]). If P′ is a maximal ideal of Rs above p, then IP and IP′
are conjugated.
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For any maximal ideal m ⊂ A such that p ∩ A 6= m (we say that p is not
above m), we have mRp = Rp. The morphism (3.3) in the local function field
situation induces

rP,m : Ext1
MF

(1,M) −→ H1(IP, TmM). (3.4)

We denote by Ext1
MF ,p

(1,M) the kernel of rP,m. It does not depend on the
choice of P above p, and by Theorem 3.15, it does not depend on the choice
of m.

Definition 3.16. We say that [E] has good reduction at the maximal ideal p
if [E] lies in Ext1

MF ,p
(1,M).

In other terms, [E] has good reduction at p if and only if [EFp
] has good

reduction in the sense of Definition 3.13.

Definition 3.17. We say that [E] ∈ Ext1
MF

(1,M) has everywhere good re-
duction if [E] has good reduction at p for all maximal ideals p of R. We let
Ext1

MF ,R
(1,M) be the sub-A-module consisting of extensions having every-

where good reduction, that is,

Ext1
MF ,R

(1,M) =
⋂
p⊂R

Ext1
MF ,p

(1,M)

where the intersection is indexed over nonzero prime ideals of R.

Repeated from Theorem D, we state:

Theorem 3.18. Let M be an A-motive over F and let MR be its maximal R-
model. The morphism ι of Theorem 3.4 induces an isomorphism of A-modules

MR[j−1]

(id−τM)(MR)

∼−→ Ext1
MF ,R

(1,M).

The next sections are devoted to the proof of Theorems 3.15 and 3.18.

3.3.1 Preliminaries for Theorem 3.15

We recall the notations used in the context of Frobenius spaces (Subsection
2.1): E is a complete local field containing F whose residual field is denoted by
k, vE is its valuation, OE is its ring of integers, mE is its maximal ideal, $ is
a uniformizer. We let Ē be an algebraic closure of E, Es the separable closure
of E in Ē and Eur the subfield of Ē given by the union of the unramified field
extensions of E in Ē.

We recall some notations from section 1.2. Given m a maximal ideal of A,
we let Om be the completion of A at m. For L a subfield of Ē, we let Am(L)
denote the completion of A⊗ L at m⊗ L.
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Let M be an A-motive over E and let MO be its maximal OE-model. By
Theorem 3.4, every extension [E] of 1 by M in ME is of the form ι(m) =
[M ⊕ (A⊗ E), ( τM m

0 1 )] for some m ∈ M [j−1]. Let us precise the morphism
(3.3) under this explicit description.

The m-adic realization TmE of E = ι(m) is the Om[GE]-module consisting
of solutions ξ ⊕ a ∈M ⊗A⊗E Am(Es)⊕Am(Es) of the equation(

τM m
0 1

)(
τ ∗ξ
τ ∗a

)
=

(
ξ
a

)
(see Definition 1.42). It follows that a ∈ Om and that ξ satisfies ξ− τM(τ ∗ξ) =
am. A splitting of [TmE] as a sequence of Om-modules corresponds to the
choice of a particular solution ξm ∈ M ⊗A⊗E Am(Es) of ξ − τM(τ ∗ξ) = m
(whose existence is provided by Proposition 1.45). We then have

TmM ⊕Om
∼−→ TmE, (ω, a) 7−→ (ω + aξm, a).

It follows that the morphism (3.3) maps ι(m) for m ∈ M [j−1] to the cocycle
(σ 7→ ξσm − ξm), where ξm is any solution in M ⊗A⊗E Am(Es) of the equation
ξ − τM(τ ∗ξ) = m.

Therefore, an extension [M ⊕ (A⊗ E), ( τM m
0 1 )] has good reduction if and

only if, given a solution ξm ∈M⊗A⊗EAm(Es) of ξ−τM(τ ∗ξ) = m, the cocycle
(σ 7→ ξσm−ξm) is trivial in H1(IE, TmM). This amounts to say that there exists
ω ∈ TmM for which (ξm − ω)σ = ξm − ω for all σ ∈ IE. This can be rephrased
into the following:

Proposition 3.19. The following are equivalent:

(a) The extension ι(m) = [M ⊕ (A⊗ E), ( τM m
0 1 )] for m ∈ M [j−1] has good

reduction,

(b) There exists a separable unramified extension E ′ of E such that the equa-
tion ξ − τM(τ ∗ξ) = m admits a solution ξ in M ⊗A⊗E Am(E ′).

This motivates the study of the equation ξ − τM(τ ∗ξ) = m, and the search
of solutions ξ insideM⊗A⊗EAm(Eur) rather than insideM⊗A⊗EAm(Es). We
discuss this problem in the setting of Frobenius spaces in the next subsection.

3.3.2 Artin-Schreier type equations in Frobenius mod-
ules

Let (V, ϕ) be a Frobenius space over E and let L be its maximal integral model.
The next proposition is an essential ingredient in the proof of Theorem 3.15.

Proposition 3.20. Let x ∈ V . The following are equivalent:

(i) there exists y ∈ V ⊗E Eur such that y − ϕ(σ∗y) = x,

(ii) x ∈ L+ (idV −ϕ)(V ).
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Proposition 3.20 is a useful criterion to determine the existence of solutions
y over Eur of y − ϕ(σ∗y) = x. This subsection is devoted to its proof. We
begin by some preliminary results Lemmas 3.21, 3.22 and 3.23, the first one
being a well-known particular case of what we aim to prove.

Lemma 3.21. Let x ∈ E and y ∈ Ē be such that y − yq = x. Then, the
following are equivalent:

(a) the extension E(y)/E is unramified,

(b) x ∈ OE + (id−Frobq)(E).

Proof. Let us show that (a) implies (b) Assume that x does not belong to
OE+(id−Frobq)(E). Let e be the ramification index of the extension E(y)/E
so that vE(y) = evE over E. Up to the substitution of x by x+ k− kq and y by
y + k for k ∈ E (this does not change E(y)), we can assume that vE(x) < 0
and that vE(x) is not divisible by q. As y − yq = x, we have vE(y)(y) < 0 and
hence qvL(y) = vL(x) = evE(x). As q does not divide vE(x), we have e > 1
and the extension E(y)/E is ramified.

We now show that (b) implies (a). Assume that x belongs to OE +
(id−Frobq)(E). Up to replacing x by x+k−kq for some k ∈ E we can assume
that vE(x) ≥ 0. Let P (X) be the minimal polynomial of y over E. It has in-
tegral coefficients. By Hensel’s Lemma, if k′ is a finite extension of k in which
P (X) splits modulo ($), then P (X) splits in k′(($)) (P (X) and P ′(X) are co-
prime since P (X) divides Xq−X +x). We then have k((π)) ⊂ E(y) ⊂ k′(($)),
where k′((π)) is a unramified extension of k(($)). Therefore, E(y)/E is unram-
ified.

The next lemma is a generalization of Lang’s isogeny Theorem for pre-
scribed ranks.

Lemma 3.22. Let k be a field containing F, and let M ∈M`(k) be a matrix
with rank r. There exists an finite extension k′ of k and G ∈ GL`(k

′) such that

M = G−1I`,rG
σ

where I`,r denotes the diagonal matrix of rank r with diagonal (1, ..., 1, 0, ..., 0).

Proof. Our proof is inspired by [Kat1, Cor 1.1.2]. Denote byM`(k, r) the set
of square matrices of size `× ` of rank r over the field k. M`(k, r) is a Zariski
open subset of

{A ∈M`(k) | det(U) = 0 for all square submatrices U of A of size r + 1}

=
⋃
r′≤r

M`(k, r
′)

and hence is an algebraic variety. If k̄ is an algebraic closure of k,M`(k̄, r) is
also irreducible. Indeed, GL`(k̄)2 is irreducible and we have a surjective regular
morphism

GL`(k̄)2 −→M`(k̄, r), (P,Q) 7−→ PI`,rQ
−1.
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The morphism

ϕk : GL`(k) −→M`(k, r), G 7−→ G−1I`,rG
σ

is étale as one can see by computing is tangent map. Therefore its image is
open. AsM`(k̄, r) is irreducible, ϕk̄ is surjective.

The next technical lemma will help to use a Galois descent argument, re-
ducing the proof of Proposition 3.20 to the case of Lemma 3.21.

Lemma 3.23. Let E ′ be a tamely ramified finite Galois extension of E and
let (V ′, ϕ′) be the Frobenius module obtained from (V, ϕ) by base-change to
E ′. Let L′ be the maximal integral model of (V ′, ϕ′) and let x ∈ V . If x ∈
L′ + (idV ′ −ϕ′)(V ′), then x ∈ L+ (idV −ϕ)(V ).

Proof. The group Gal(E ′|E) acts on V ′ = V⊗EE ′ by idV ⊗ρ for ρ ∈ Gal(E ′|E).
We claim that L′ is stable under this action. Indeed, for ρ ∈ Gal(E ′|E) and
` ∈ L′, ϕ(σ∗`ρ) = ϕ(σ∗x)ρ so that {`ρ|` ∈ L′} is stable by ϕ. It is also an
OE′-lattice in V ′, and {`ρ|` ∈ L′} ⊂ L′ by maximality of L′.

We show that H1(Gal(E ′|E), L′) = 0. If k′ denotes the residue field of
E ′, then k′/k is a finite separable extension and there exists α ∈ k′ such that
Trk′|k(α) 6= 0. If e denotes the ramification degree of E ′/E, then

TrE′|E(α) = eTrk′|k(α) ∈ k×

as E ′/E is tamely ramified.
Let c ∈ H1(Gal(E ′|E), L′). By the additive version of Hilbert’s 90 Theorem

(see [Ser1, §X.1, Prop 1]), H1(Gal(E ′|E), V ′) is zero, and there exists w ∈ V ′
such that c(ρ) = w − wρ for all ρ ∈ Gal(E ′|E). We have

w =

 1

TrE′|E(α)

∑
ρ∈Gal(E′|E)

ρ(α)wρ

−
 1

TrE′|E(α)

∑
ρ∈Gal(E′|E)

ρ(α)c(ρ)

 ∈ V+L′.

In particular, there exists ` ∈ L′ such that c(ρ) = w − wρ = ` − `ρ for all
ρ ∈ Gal(E ′|E), and c is trivial.

We return to the proof of the lemma. Assume that x ∈ L′ + (id−ϕ′)(V ′).
There exists a ∈ L′, w ∈ V ′ such that x = a + w − ϕ(σ∗w). From x ∈ V , we
have xρ = x for all ρ ∈ Gal(E ′|E). This reads

ϕ′(σ∗(w − wρ)) = (a− aρ) + (w − wρ).

In particular, the OE′-module L′+(w−wρ) ·OE′ is stable by ϕ′ and defines an
integral model for (V ′, ϕ′). This implies L′+OE′(w−wρ) ⊂ L′ by maximality
and thus w − wρ ∈ L′. The map

Gal(E ′|E) −→ L′, ρ 7−→ w − wρ
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defines a cocycle which is trivial by H1(Gal(E ′|E), L′) = 0. Therefore, there
exists v ∈ V and b ∈ L′ such that w = v + b. We thus have

x = `+ v − ϕ(σ∗v)

where ` = a + b − ϕ′(σ∗b) ∈ L′. Since `ρ = ` for all ρ ∈ Gal(E ′|E), we also
have ` ∈ V ∩ L′ ⊂ L. It follows that x ∈ L+ (id−ϕ)(V ).

Proof of Proposition 3.20. Let v = (v1, ..., v`) be a basis of L and let F ∈
GL`(E) with coefficients in OE be the matrix of ϕ written in τ ∗v and v. By
the Lang-Steinberg Theorem for GL` [Ste, Thm 10.1], there exists a finite
Galois extension E ′/E and G ∈ GL`(E

′) such that F = G−1Gσ. Without loss,
E ′ can be chosen so that E ′/E is tamely ramified. Indeed, for s big enough
the matrix Gσs has coefficients in a tamely ramified extension Et ⊂ E ′ of E,
and we have

G = Gσs(FF σ · · ·F σs−1

)−1 ∈ GL`(E
t).

The relation F = G−1Gσ also implies that G has coefficients in OE′ .
LetX ∈M`1(E) be the column vector expressing the coefficients of x in the

basis v. If (i) is satisfied, there exists Y ∈M`1(Eur) such that Y −FY σ = X
and hence GY − (GY )σ = GX. The extension E ′(Y )/E ′ is unramified and
Lemma 3.21 implies that GX ∈ O`

E′+(id`−Frobq)(E
′)` which is equivalent to

X ∈ G−1O`
E′ + (id`−F Frobq)((E

′)`). The lattice G−1O`
E′ corresponds to an

OE′-lattice in V ⊗E E ′ stable by ϕ′. Because E ′/E is tamely ramified, Lemma
3.23 implies that x ∈ L+ (id−ϕ)(V ).

Conversely, if (ii) is satisfied, we write X = A+W−FW σ for some A ∈ O`
E

and W ∈ E`. It suffices to show that the equation

Y − FY σ = A (3.5)

admits a solution Y in (Eur)`. Let Ā and F̄ denote the reduction modulo mE

in k of A and F . Let ks be the separable closure of k given by the residue field
of Eur. By Lemma 3.22, there exists G0 ∈ GL`(k

s) such that F̄ = G−1
0 I`,rG

σ
0

for some integer r ≤ ` corresponding to the rank of F̄ . Let Y1 ∈ (ks)` be a
solution of Y1−I`,rY σ

1 = G0Ā. Then Y0 := G−1
0 Y1 is a solution of (3.5) modulo

mE. By the multivariate Hensel’s Lemma [Con], a solution of (3.5) exists in
ks((π)) = Eur.

3.3.3 Proof of Theorem 3.15

Let M = (M, τM) be an A-motive over E and let MO be its maximal OE-
model. Let m be a maximal ideal of A such that κ(m)OE = OE.

Proof of Theorem 3.15. We aim to prove that the morphism ι of Theorem 3.4
induces an isomorphism of A-modules

MO[j−1]

(id−τM)(MO)

∼−→ Ext1
ME ,OE(1,M).
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By Corollary 2.38, we have

MO[j−1]

(id−τM)(MO)
=
MO[j−1] + (id−τM)(M)

(id−τM)(M)
⊂ M [j−1]

(id−τM)(M)
.

Thus, in view of Proposition 3.19, we need to show that the following are
equivalent:

(i) there exists ξ ∈M ⊗A⊗E Am(Eur) such that ξ − τM(τ ∗ξ) = m,

(ii) m ∈MO[j−1] + (id−τM)(M).

For a positive integer n, we denote (Vn, ϕn) the Frobenius module

(M [j−1]/mnM [j−1], τM)

and let Ln be its maximal OE-model.
Let n ≥ 1. If (i) is satisfied, then ξn := ξ (mod mn) belongs to Vn ⊗E Eur

and satisfies ξn−ϕn(τ ∗ξn) = m (mod mn). By Proposition 3.20, m belongs to
Ln + (id−τM)(M) +mnM [j−1] and by Corollary 2.26, we have m ∈MO[j−1] +
(id−τM)(M).

Conversely, if (ii) is satisfied, Corollary 2.26 impliesm ∈ Ln+(id−τM)(M)+
mnM [j−1] for all positive integers n. By Proposition 3.20, there exists ξn ∈
Vn ⊗E Eur such that

ξn − τM(τ ∗ξn) = m (mod mn). (3.6)

Note that, for each n, there are only finitely many such ξn. To obtain (i), we
need to show that we can choose compatible ξn for all n (that is ξn+1 ≡ ξn
(mod mn)). To this end, let us define a tree T indexed by n ≥ 1 whose nodes
at the height n are the solutions ξn of (3.6) in Vn ⊗E Eur. There is an edge
between zn and zn+1 if and only if zn+1 coincides with zn modulo mnM [j−1].
The tree has finitely many nodes at each height and it is infinite from the
fact that a solution of (3.6) exists for all n. By König’s Lemma, there exists
an infinite branch on T . This branch corresponds to a converging sequence
(ξn)n≥1 whose limit ξ in M ⊗A⊗E Am(Eur) satisfies m = ξ − τM(τ ∗ξ).

3.3.4 Proof of Theorem 3.18

Let F be a finite field extension of K and let OF be the integral closure of A
in F . We let κ : A→ OF denote the inclusion. We fix S to be a set of nonzero
prime ideals of OF and consider the subring R := OF [S−1] of F . The ring R
is a Dedekind domain whose fraction field is F .

LetM = (M, τM) be an Anderson A-motive over F . Given a maximal ideal
p ⊂ R, let M p be the A-motive over Fp obtained from M by base-change from
F to Fp. Let MRp be the integral model of M p.

Lemma 3.24. We have

M [j−1] ∩
(
MRp [j

−1] + (id−τM)(Mp)
)

= M [j−1] ∩MRp [j
−1] + (id−τM)(M).
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Proof. The inclusion ⊃ is clear. Since M is generated over F by elements in
M ∩MRp and Fp = F + Rp, we have Mp = M + MRp . Let m ∈ M [j−1] ∩(
MRp [j

−1] + (id−τM)(Mp)
)
. We can write m as mp + np − τM(τ ∗np) + n −

τM(τ ∗n) where mp ∈ MRp [j
−1], np ∈ MRp and n ∈ M . In particular, mp +

np − τM(τ ∗np) belongs to M [j−1] ∩MRp [j
−1] which implies that m ∈ M [j−1] ∩

MRp [j
−1] + (id−τM)(M).

Lemma 3.25. Let m ∈M . Then m ∈MOp for almost all prime ideal p of R.

Proof. There exists a nonzero element d ∈ R such that dm ∈ MR. Let
{q1, ..., qs} be the finite set of maximal ideals in R that contain (d). By Propo-
sition 2.30, m ∈MRp for all p not in {q1, ..., qs}.

Let N be a finite dimensional vector space over F (resp. Fp). By a lattice in
N we mean a finitely generated module over R (resp. Rp) in N that contains
a basis of N .

Lemma 3.26 (Strong approximation). Let N be a finite dimensional F -vector
space and, for all maximal ideals p of R, let NRp be an Rp-lattice in Np :=
N ⊗R Fp such that the intersection

⋂
p

(
N ∩NRp

)
, over all maximal ideals p of

R, is an R-lattice in N . Let T be a finite set of maximal ideals in R and, for
q ∈ T , let nq ∈ Nq. Then, there exists n ∈ N such that n − nq ∈ NRq for all
q ∈ T and n ∈ NRp for all p not in T .

Proof. Let NR denote the intersection
⋂

p

(
N ∩NRp

)
over all maximal ide-

als p of R. By the structure Theorem for finitely generated modules over
the Dedekind domain R, there exists a nonzero ideal a ⊂ R and elements
{b1, ..., br} ⊂M such that

NR = Rb1 ⊕ · · · ⊕Rbr−1 ⊕ abr.

Because NR⊗RRp ⊂ NRp for p ⊂ R, we have Rpb1⊕· · ·⊕pvp(a)Rpbr ⊂ NRp . For
q ∈ T , let us write nq =

∑
i fq,ibi with fq,i ∈ Fq. By the strong approximation

Theorem [Ros, Thm. 6.13], for all i ∈ {1, ..., r}, there exists fi ∈ F such that

1. for q ∈ T and i ∈ {1, ..., r − 1}, vq(fi − fq,i) ≥ 0,

2. for q ∈ T , vq(fr − fq,r) ≥ vq(a),

3. for p /∈ T and i ∈ {1, ..., r − 1}, vp(fi) ≥ 0,

4. for p /∈ T , vp(fr) ≥ vp(a).

The element n =
∑

i fibi ∈ N satisfies the assumption of the lemma.

Lemma 3.27. We have⋂
p⊂R

(
M [j−1] ∩MRp [j

−1] + (id−τM)(M)
)

= MR[j−1] + (id−τM)(M)

where the intersection is indexed over the maximal ideals of R.
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Proof. The inclusion ⊃ follows from Proposition 2.30. Conversely, let m be an
element of

⋂
p⊂R

(
M [j−1] ∩MRp [j

−1] + (id−τM)(M)
)
. By Lemma 3.25, there

exists a finite subset T of maximal ideals of R such that m ∈ MRp [j
−1] for

p /∈ T . For q ∈ T , there exists nq ∈ M and mq ∈ M [j−1] ∩MRq [j
−1] such that

m = mq + nq − τM(τ ∗nq).
Let N be a finite dimensional sub-F -vector space of M that contains m

and nq for all q ∈ T . For a maximal ideal p of R, let NRp := MRp ∩ (N ⊗F Fp).
We have NR :=

⋂
p(N ∩NRp) = N ∩MR. The latter is an R-lattice in N and

hence we are in the situation of Lemma 3.26. Therefore, there exists n ∈ N
such that n − nq ∈ NRq for all q ∈ T and n ∈ NRp for all p not in T . Then
m+ n− τM(τ ∗n) ∈ NR ⊂MR, which ends the proof.

Proof of Theorem 3.18. Let [E] be an extension of 1 by M in MF , and let
m ∈ M [j−1] be such that [E] = ι(m) where ι is the isomorphism of Theorem
3.4. Let SpmR be the set of maximal ideals of R. We have the following
equivalences

[E] has everywhere good reduction,

⇐⇒ ∀p ∈ SpmR: [EFp
] has good reduction, (Definition 3.16)

⇐⇒ ∀p ∈ SpmR: m ∈M [j−1] ∩ [MRp [j
−1] + (id−τM)(Mp)], (Theorem 3.15)

⇐⇒ ∀p ∈ SpmR: m ∈M [j−1] ∩MRp [j
−1] + (id−τM)(M), (Lemma 3.24)

⇐⇒ m ∈MR[j−1] + (id−τM)(M), (Lemma 3.27).

We obtain that ι induces an isomorphism of A-modules

MR[j−1] + (id−τM)(M)

(id−τM)(M)
−→ Ext1

MF ,R
(1,M).

We conclude by Corollary 2.38.
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Chapter 4

Mixed Hodge Structures in equal
characteristic

To define function fields regulators and state the analogue of Beilinson’s first
conjecture, we require the notion of mixed Hodge structures (abridged MHS)
in positive characteristic. In this chapter, we provide the definitions and main
properties related to MHS. Our ultimate reference is Pink’s unpublished mono-
graph [Pin], from which we adapt the definitions to allow slightly more general
coefficient rings R. The main novelty of this section is the introduction of func-
tion fields’ infinite Frobenius, which allows us to define the categoriesMH+

K∞

and MHP+
K∞

evoked in the introduction (Chapter 0). The objective is to
describe the extension spaces in both categories, a task we achieve under mild
conditions (Propositions 4.14 and 4.55). In Chapter 5, these computations will
be used to express regulator morphisms in a very explicit manner (see Theorem
5.34).

After a review of filtered spaces in Section 4.1, we develop the theory of
MHS in Section 4.2, we construct the abelian categoriesMHR andMH+

R over
a certain coefficient ring R and compute the respective extension modules.

More relevant to function field arithmetic are Mixed Hodge-Pink Structures
(MHPS) which form higher versions of MHS, where the Hodge filtration is
replaced by the refined data of the Hodge-Pink lattice. In Section 4.3, following
closely [Pin], we define the categoriesMHPR andMHP+

R and compute the
extension modules similarly.

To an MHPS, one associates an Hodge filtration. Yet, this does not neces-
sarily define a MHS. To circumvent this obstruction, we introduce a category
MHPhd

K∞ in Subsection 4.3.4, the supscript hd standing for Hodge descent.
We prove that there is an exact functor:

# :MHPhd
R −→MHR

(see Theorem 4.47). This constitutes an improvement of Pink’s theory. The
functor # will be used in Chapter 5 to define regulated objects ofMMrig

F .
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4.1 Filtered spaces and classical mixed Hodge
structures

4.1.1 Filtered spaces

We review filtrations of vector spaces following [DaOrR, §I.1]. Let V be a finite
dimensional vector space over a field k. An increasing filtration F on V is an
increasing function of ordered sets

(R,≤) −→ ({subspaces of V },⊂), x 7−→ FxV,

that is, FxV ⊂ FyV if x ≤ y. The filtration F is separated if FxV = (0) for
x� 0 and exhaustive if FxV = V for x� 0. For x ∈ R, the xth graded piece
of F is the k-vector space

GrFx (V ) := FxV/
⋃
y<x

FyV.

A break of F is an element x ∈ R such that GrFx (V ) is nonzero. Because V is
finite dimensional, the number of breaks is finite. For S a subset of R, we say
that F is S-graded if the all the breaks of F are in S. The degree of F is the
real number given by the finite sum

degF (V ) =
∑
x∈R

x dimk GrFx (V ).

If V ′ ⊂ V is a subspace, the induced filtration by F on V ′ is the increasing
filtration

(R,≤) −→ ({subspaces of V ′},⊆), x 7−→ FxV ∩ V ′.

The induced filtration by F on V/V ′ is the increasing filtration

(R,≤) −→ ({subspaces of V/V ′},⊆), x 7−→ (FxV + V ′)/V ′.

Let W be a finite dimensional vector space equipped with an increasing fil-
tration G. A k-linear map f : V → W is said to preserve filtrations, to be
compatible with the filtrations, or is a morphism of filtrated spaces from (V, F )
to (W,G) if, for all x ∈ R, f(FxV ) ⊂ GxW . f is said to be strict if, for all
x ∈ R, f(FxV ) = f(V ) ∩ GxW . In other words, f is strict if the filtration
x 7→ f(FxV ) on W equals the induced filtration by G on f(V ).

Lemma 4.1. Let S : 0→ V ′ → V → V ′′ → 0 be an exact sequence of k-vector
spaces equipped with filtrations which are preserved by the morphisms of the
sequence. The following properties hold:

(i) The morphisms of S preserve the filtration strictly if and only if the
sequence FxS : 0→ FxV

′ → FxV → FxV
′′ → 0 is exact for all x ∈ R.
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(ii) If (i) is satisfied, there exists a section s : V ′′ → V which preserves the
filtration strictly.

Proof. (i) is obvious. We prove (ii). Let {x1, ..., x`} be the union of the set
of breaks for the filtrations on V ′, V and V ′′ sorted by increasing order. For
1 ≤ i < `, fix a section si : FxiV

′′ → FxiV of FxiS which preserves the induced
filtration. The following sequence is exact by (i):

GrFxi+1
S : 0 −→ GrFxi+1

V ′ −→ GrFxi+1
V −→ GrFxi+1

V ′′ −→ 0.

Let ti+1 : GrFxi+1
V ′′ → GrFxi+1

V be a section of the above. We have the
decompositions

Fxi+1
V ′′ ∼= GrFxi+1

V ′′ ⊕ FxiV ′′, and Fxi+1
V ∼= GrFxi+1

V ⊕ FxiV,

so that si+1 := ti+1 ⊕ si defines a section of Fxi+1
S preserving the filtration.

By induction, we deduce the existence of a section s : V ′′ → V of S which
preserves the filtration. One verifies that s preserves the filtrations strictly
because p : V → V ′′ is strict and p ◦ s = idV ′′ .

Let n be a positive integer. By a polygon of length n, we mean the graph
in R2 of a piecewise linear convex function [0, n] → R, mapping 0 to 0, and
such that the length of the subinterval on which the function has a given slope
x ∈ R is an integer, called the multiplicity of x. Convexity means that the
slopes increase.

To a filtration F on V one can attach a unique polygon PF of length
the dimension of V , such that for all x ∈ R the multiplicity of x equals the
dimension of GrFx (V ). We call PF the polygon of F .

Remark 4.2. We define decreasing filtrations and the notions attached similarly.
For a decreasing filtration F , we switch upperscripts and subscript, hence
writing: degF , F x, GrxF , etc. All the results can be turned in corresponding
statements for decreasing filtrations by considering x 7→ F−xV .

4.1.2 Classical mixed Hodge structures

Let us review the classical definition of mixed Hodge Structures in the number
fields setting. According to Deligne (we refer to [DelI, Def. 1.1] for the precise
definition), a mixed Hodge structure (over Z) consists of

(a) A Z-module H of finite type (the integral lattice),

(b) A Z-graded increasing filtrationW onHQ := H⊗ZQ by R⊗ZQ-subspaces
(the weight filtration),

(c) A Z-graded decreasing filtration F on HC := H ⊗Z C by C-subspaces
(the Hodge filtration).
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Those datas are subject to the following condition:
Condition (Deligne): For all n ∈ Z, there exists on GrnW (HC) a bigraded
filtration by subspaces Hp,q such that

(i) GrWn (HC) =
⊕
p+q=n

Hp,q,

(ii) the filtration F induces on GrWn (HC) the filtration given for p ∈ Z by

F p GrWn (HC) =
⊕
p′≥p

p′+q′=n

Hp′,q′ ,

(iii) (idH ⊗Zc)(H
p,q) = Hq,p where c : C→ C is the complex conjugation.

We form the category MHZ whose objects are mixed Hodge structures and
whose morphisms are morphisms of the underlying Z-modules which preserve
the weight (resp. Hodge) filtration once scalars are extended to Q (resp. C).

An equivalent formulation of points (i)-(iii) was found by Pink in [Pin,
Prop. 2.4]:
Condition (Pink): For every R-subspace H ′R of HR := H ⊗Z R, we have

degF (H ′C) ≤ 1

2
degW (H ′R)

with equality whenever H ′R = WnHR for n ∈ Z.
Remark 4.3. Pink’s condition is also called the local semistability condition over
R. The factor 1/2 reflects the degree of C/R and can be removed by renormal-
izing the weight filtration using half-integers. As there is no analogue of the
complex conjugation in the function fields setting, hence no clear analogue of
Deligne’s condition, it is better suggested to follow Pink’s reformulation.

According to Nekovar [Nek, (2.4)] and Deligne [Del, §1.4 (M7)], an infinite
Frobenius φ∞ for a mixed Hodge structure (H,W,F ) is an involution of the
Z-module H which is compatible with the weight filtration once scalars have
been extended to Q and such that φ∞⊗ c preserves the Hodge filtration. MHS
coming from the singular cohomology groups of a variety X over a number
field are naturally equipped with an infinite Frobenius coming from the action
of the complex conjugation on the complex points X(C).

We letMH+
Z be the category whose objects are pairs (H,φ∞) where H is

a mixed Hodge structures and φ∞ is an infinite Frobenius for H. Morphisms
inMH+

Z are the morphisms inMHZ which commute to infinite Frobenius.

4.2 Function fields’ mixed Hodge structures
We now discuss the function fields situation. To the extent of my knowledge,
the ad hoc definition of mixed Hodge structures over function fields was not
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defined yet, although Deligne’s formalism seems to apply without changes us-
ing Pink’s condition.

Let L be a complete subfield of C∞ containing K, and fix Ls a separable
closure of L. In the next chapters, L will be Fv for F be a finite extension of
K, v : F → C∞ be a K-algebra morphism and Fv be the completion of F with
respect to |x|v := |v(x)|. Let R be a Noetherian subring of K∞ containing
A such that R ⊗A K is a field (in all the following, R will be A, K or K∞).
Because L contains K∞, the field R⊗AK identifies canonically with a subfield
of L.

4.2.1 The categories MH and MH+

Definition 4.4. A pre-mixed Hodge structure H (with base field L, coefficients
ring R) consists of a triple (H,W,F ) where

• H is a finitely generated R-module,

• W is a Q-graded increasing filtration on HK = H ⊗R (R ⊗A K) by
R⊗A K-subspaces which is exhaustive, separated,

• F is a Z-graded decreasing filtration of HLs := H⊗RLs by Ls-subspaces
which is exhaustive, separated.

We call W the weight filtration of H and F the Hodge filtration of H. The
weights of H are the breaks of its weight filtration.

LetH andH ′ be two pre-mixed Hodge structures. A morphism f : H → H ′

is an R-linear morphism f : H → H ′ such that fK = f ⊗ idK : HK → H ′K and
fLs = f ⊗ idLs : HLs → H ′Ls preserve W and F respectively. The morphism f
is said to be strict if fK and fLs are strictly compatible with the weight and
Hodge filtrations respectively.

Remark 4.5. The category of pre-mixed Hodge structures is too large to be
an abelian category. Indeed, given a morphism f between two objects in this
category, the natural map coim f → im f needs not to be an isomorphism (it
is bijective on the underlying vector spaces, but its inverse does not necessarily
respect both filtrations). It is an isomorphism if and only if f is strict.

Let H be a pre-mixed Hodge structure. A sub-R-module H ′ ⊂ H de-
fines a subobject of H ′ = (H ′,W ′, F ′) of H with weight filtration W ′ (resp.
Hodge filtration F ′) the induced filtration on H ′ by W (resp. on H ′Ls by
F ). By definition, the inclusion H ′ ↪→ H is strict. Similarly, the quotient
H/H ′ = (H/H ′,W ′′, F ′′) is defined so thatW ′′ (resp. F ′′) is the induced filtra-
tion on H/H ′ by W (resp. on HLs/H

′
Ls by F ). The quotient map H → H/H ′

is also strict.
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The weight and Hodge degrees of H are defined as follows:

degW (H) :=
∑
µ∈Q

µ dimK GrWµ (HK), degF (H) :=
∑
p∈Z

p dimLs GrpF (HLs).

The next definition is directly inspired by Pink’s condition.

Definition 4.6. Let H be a pre-mixed Hodge structure with coefficients ring
K∞. We call H locally semistable if for each K∞-subspace H ′ ⊂ H, we have

degF (H ′) ≤ degW (H ′),

with equality whenever H ′K = WµHK for some µ ∈ Q.
If H = (H,W,K) is a pre-mixed Hodge structure over R, we say that H a
mixed Hodge structure if H∞ is locally semistable, where H∞ is the pre-mixed
Hodge structure with coefficient ring K∞ given by (H ⊗R K∞,W ⊗R K∞, F ).
We form the category MHR as the full subcategory of the category of pre-
mixed Hodge structures whose objects are mixed Hodge structures.

The following proposition, inspired by Deligne’s [DelII, Thm. 2.3.5], is due
to Pink (see [Pin, Thm. 4.15]) in the case of mixed Hodge-Pink structures.
Because Pink’s proof applies almost without changes to our situation, we omit
the proof.

Proposition 4.7. Every morphism of mixed Hodge structures is strict. The
categoryMHR is R-linear abelian.

We fix Ls a separable closure of L and let GL = Gal(Ls|L) be the absolute
Galois group of L. One novelty of our account is the notion of function fields
infinite Frobenius akin to the eponymous notion for number fields:

Definition 4.8. Let H be an object of MH+
R. An infinite Frobenius for

H = (H,W,F ) is an R-linear continuous representation φH : GL → EndR(H),
GL carrying the profinite topology and H the discrete topology, such that, for
all σ ∈ GL,

1. φH(σ)⊗AidK preserves the weight filtration, that is, (φH(σ)⊗AidK)(WµHK) ⊂
WµHK for all µ ∈ Q,

2. φH(σ)⊗Rσ preserves the Hodge filtration, that is, (φH(σ)⊗σ)(F pHLs) ⊂
F pHLs for all p ∈ Z.

Remark 4.9. Let 1 be the triplet (R,W,F ) where W = 1µ≥0(R ⊗A K) and
F = 1p≤0(R⊗A Ls). One easily verifies that 1 is a mixed Hodge structure and
we call it the unit mixed Hodge structure with coefficient ring R. The map
φ1 : GL → R, σ 7→ idR defines an infinite Frobenius for 1.

We let MH+
R be the category whose objects are pairs (H,φH) where H

is a mixed Hodge structure and where φH is an infinite Frobenius for H. A
morphism (H,φ) → (H ′, φ′) in MH+

R is a morphism f : H → H ′ in MHR

such that f ◦ φ(σ) = φ′(σ) ◦ f for all σ ∈ GL. We let 1+ be the object (1, φ1)
inMH+

R.
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The next proposition is a formal consequence of Proposition 4.7 so we omit
the proof.

Proposition 4.10. The categoryMH+
R is R-linear abelian.

4.2.2 Extensions of mixed Hodge structures

By Propositions 4.7 and 4.10, the extension R-modules in the categoriesMHR

andMH+
R are well-defined, and this subsection is devoted to their description.

Comparison with the classical theory

In the classical setting, extension modules in the category MHR of mixed
Hodge structures with real coefficients are well known. Given H an object of
MHR, the complex of R-vector spaces[

W0H ⊕ F 0W0HC
(x,y)7→x−y−→ W0HC

]
represents the cohomology of RHomMHR(1, H) (e.g. [Bei1, §1], [Carls, Prop.
2], [PetSt, Thm. 3.31]). We obtain an R-linear morphism

W0HC

W0H + F 0W0HC

∼−→ Ext1
MHR

(1, H). (4.1)

If now H+ denotes an object in the category MH+
R with infinite Frobenius

φ∞, the complex RHomMH+
R

(1+, H+) is rather represented by[
(W0H)+ ⊕ (F 0W0HC)+ (x,y) 7→x−y−→ (W0HC)+

]
where the subscript + means the corresponding R-subspace fixed by φ∞ ⊗ c
(e.g. [Bei1, §1], [Nek, (2.5)]). We obtain an R-linear morphism

(W0HC)+

(W0H)+ + (F 0W0HC)+

∼−→ Ext1
MH+

R
(1, H). (4.2)

In this subsection, we proceed to the analogue constructions for MHS and
MHPS in the function fields setting. While the ingenous analogue of (4.1) holds
inMH+

R (Proposition 4.11), a description similar as (4.2) does not hold in our
setting as GL is an infinite group. For H+ = (H,φH) an object inMH+

R (resp.
MHP+

R ), the extension space Ext1
MH+

R
(1+, H+) is intertwined with the Galois

cohomology of GL, preventing an isomorphism as simple as (4.2) to exist. In
fact, the latter extension space has generally infinite dimension. In order to
clarify how Galois cohomology interferes with the computation of extension
spaces, we introduce an R-linear morphism dH+ (Definition 4.13), functorial
in H+, which inserts in a non-necessarily exact sequence of R-modules:

0→ (W0HLs)
+

(W0H)+ + (F 0W0HLs)+
−→ Ext1

MH+
R

(1+, H+)
dH+

−→ H1(G∞, H)→ 0
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where the superscript + now designates the submodule of elements fixed by
φH(σ)⊗σ for all σ ∈ GL. We prove in Proposition 4.14 that, under the condi-
tion that H1(GL, HLs) and H1(GL, F

0HLs) vanish, the above sequence is exact
(this condition will hold for MHS coming from regulated objects in MMrig

F ,
see Theorem 5.31). The kernel of dH+ is then the correct analogue of the
right-hand side of (4.2) (its elements will be said to have analytic reduction).

Extensions in MHR

We now turn to the computation of extension modules in the categoryMHR.
The theory is similar to the number field situation. For instance, the number
fields version of the next proposition is due to Carlson [Carls]. We give a proof
adapted to our different setting.

Proposition 4.11. Let B and C be two mixed Hodge structures such that there
exists µ ∈ Q for which WµCK = CK and WµBK = 0. Assume further that the
underlying module B of B is projective. There is a canonical isomorphism of
R-modules

HomLs(BLs , CLs)

HomR(B,C) + HomF
Ls(BLs , CLs)

∼−→ Ext1
MHR(B,C) (4.3)

where HomF
Ls(BLs , CLs) designates the Ls-vector space of Ls-linear map from

BLs to CLs which preserve the Hodge filtrations. (4.3) is given explicitely by
mapping h ∈ HomLs(BLs , CLs) to the class of the extension

[h] :=

[
C ⊕B, (WµCK ⊕WµBK)µ∈Q,

((
idC h
0 idB

)
F pCLs ⊕ F pBLs

)
p∈Z

]
in Ext1

MHR(B,C).

Proof of Proposition 4.11. Let h : BLs → CLs be an Ls-linear morphism. To
see that the pre-mixed Hodge structure [h] is a mixed Hodge structure, it suf-
fices to note that the canonical morphisms α and β appearing in the sequence
0 → C

β→ [h]
α→ B → 0 are strict. Because WµCK = CK and WµBK = 0 for

some µ ∈ Q, [h] is locally semistable by [Pin, Prop. 4.11].
Conversely, let 0→ C

β→ H
α→ B → 0 be a short exact sequence inMHR.

Since the underlying R-module B of B is projective, the exact sequence

0 −→ C −→ H −→ B −→ 0

splits. We fix s : B → H a section. From Proposition 4.7, the R ⊗A K-linear
maps αK and βK are strict with respect to the weight filtration. As the highest
weight of C is lower than the lowest weight of C, sK : BK → HK automatically
preserves the weight filtration strictly. The next diagram of R-modules

0 C H B 0

0 C C ⊕B B 0.

β α

id β⊕s id
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defines a congruence between the class of the extension [H] in Ext1
MHR(B,C)

with the class of the extension[
C ⊕B, (WµCK ⊕WµBK)µ∈Q, (β ⊕ s)−1(F pHLs)p∈Z

]
.

By Proposition 4.7, βLs and αLs are strict with respect to the Hodge filtra-
tion and induce, for all p ∈ Z, an exact sequence 0 → F pCLs

β→ F pHLs
α→

F pBLs → 0 of Ls-vector spaces. By Lemma 4.1(ii), the latter sequence
possesses its own splitting σ : BLs → CLs preserving the Hodge filtration
strictly. Setting h := σ − sLs , we obtain that (β ⊕ s)−1(F pHLs) has the form(

idC h
0 idB

)
(F pCLs ⊕ F pBLs) for all integers p. Therefore [H] is congruent to [h]

as desired.
Note that if h′ ∈ HomF

Ls(BLs , CLs), then [h + h′] = [h] as their Hodge
filtrations coincide. We have proved that there is a surjective application

HomLs(BLs , CLs)

HomF
Ls(BLs , CLs)

−→ Ext1
MHR(B,C), h 7−→ [h]. (4.4)

Note that [0] corresponds to the class of the split extension. Further, [h + k]
corresponds to the Baer sum of [h] and [k]. In addition, given the exact
sequence [H] and a ∈ R, the pullback of the extension [H] by the multiplication
by a on B gives another extension which defines a · [H]. If [H] = [h] then it is
formal to check that a · [H] = [ah]. As such, (4.4) is R-linear. The extension
[h] is congruent to the split extension if and only if there is a commutative
diagram inMHR of the form

0 C C ⊕B B 0

0 C [h] B 0

idC j idB

where j is a morphism in MHR. The fact that j is an automorphism of
C⊕B which restricts to the identity on C and B implies that there exists g ∈
HomR(B,C) such that j =

(
idC g
0 idB

)
. The property that j stabilizes the Hodge

filtration is therefore equivalent to g−h ∈ HomF
Ls(BLs , CLs). We conclude that

the kernel of (4.4) is HomF
Ls(BLs , CLs) + HomR(B,C) as desired.

The following corollary is a reformulation of Proposition 4.11 in the special
case of B = 1.

Corollary 4.12. Let H be an object inMHR whose weights are negative and
whose underlying R-module is projective. We have an R-linear isomorphism

HLs

H + F 0HLs

∼−→ Ext1
MHR(1, H)

which maps the class of h ∈ HLs to the class of the extension[
H ⊕R, (WµHK ⊕ 1µ≥0K)µ∈Q,

((
idH h
0 1

)
F pHLs ⊕ 1p≤0L

s

)
p∈Z

]
in Ext1

MHR(1, H).
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Extensions in MH+
R

Extension modules in the categoryMH+
R are more involved than the ones in

MHR as they involve the cohomology of the profinite group GL. We are able
to compute them under some vanishing assumptions on Galois cohomology
groups (see Proposition 4.14 below). In the number fields case, the situation
is much easier as Gal(C|R) ∼= Z/2Z (e.g. [Nek, (2.4)]).

Given an object H+ = (H,φH) of MH+
R, the R-module H is endowed

with a continuous action of GL via φH . We suppose that the weights of H are
negative and that its underlying R-module is projective.

We next define a canonical R-linear map

dH+ : Ext1
MH+

R
(1+, H+) −→ H1(GL, H) (4.5)

as follows. An extension in Ext1
MH+

R
(1+, H) is of the form [E, φE] where, by

Corollary 4.12, [E] is congruent to an extension in the form

[h] =

[
H ⊕R, (WµBK ⊕ 1µ≥0K)µ∈Q,

((
idH h
0 1

)
F pHLs ⊕ 1p≤0L

s

)
p∈Z

]
.

Under the above description, and for σ ∈ GL, the action of φE(σ) on the
underlying R-module is given by

(
φH(σ) c(σ)

0 1

)
for a certain cocycle c : GL → H.

We define dH([E]) to be the image of the cocycle c in H1(GL, H). It is well-
defined as if [h] = [h′], there exists m ∈ H such that h′ − h ∈ m + F 0HLs . It
follows that dH([h′])(σ) = c(σ) + m − φH(σ)(m), and thus that dH([h]) and
dH([h′]) are equivalent.

Definition 4.13. We call dH the adic realization map of H.

Proposition 4.14. Suppose that H1(GL, HLs) = H1(GL, F
0HLs) = 0. We

have an exact sequence of R-modules

0 −→ (HLs)
+

H+ + (F 0HLs)+
−→ Ext1

MH+
R

(1+, H+)
dH+

−→ H1(GL, H) −→ 0

where the second arrow maps the class of h ∈ (HLs)
+ to the class of the exten-

sion (
[h], φ[h] : σ 7→

(
φH(σ) 0

0 1

))
in Ext1

MH+
R

(1+, H+).

Proof. For a cocycle c : GL → H, we denote by [c] theR-linearGL-representation
of H ⊕R given by

[c] : GL −→ EndR(H ⊕R), σ 7−→
(
φH(σ) c(σ)

0 1

)
.
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We first show that dH+ is surjective. Let c : GL → H be a cocycle. Because
H1(GL, HLs) = 0, there exists h ∈ HLs such that c(σ) = h− (ϕH(σ)⊗ σ)(h).
It is formal to check that [c] defines an infinite Frobenius for [h] and that the
extension given by the pair ([h], [c]) is an element of Ext1

MH+
R

(1+, H+). Its
image through dH+ is c, as desired.

Before computing the kernel of dH+ , we begin with an observation. Let c
be a cocycle GL → H such that ([h], [c]) defines an extension of 1+ by H+ in
MH+

R. For m ∈ H, the diagram

0 H+ ([h], [c]) 1
+ 0

0 H+ ([h+m], [σ 7→ c(σ) +m− φH(σ)(m)]) 1
+ 0

idH

idH m

0 1

 1

defines a congruence inMH+
R between the extensions:

([h], [c]) and ([h+m], [σ 7→ c(σ) +m− φH(σ)(m)]) . (4.6)

Let us compute the kernel of dH . If [E] is an element of ker dH there exists
h′ ∈ HLs and m ∈ H such that [E] is congruent to an extension of the form
([h′], [σ 7→ m−φH(σ)(m)]). By our computation (4.6), we can assume without
loss of generality that [E] is of the form ([h], [0]). The condition that the
infinite Frobenius of E preserves the Hodge filtration reads

∀σ ∈ GL, (φH(σ)⊗ σ)(h)− h ∈ F 0HLs .

In particular, h + F 0HLs is invariant under GL in (HLs/F
0HLs)

+. Because
H1(GL, F

0HLs) vanishes, we have (HLs/F
0HLs)

+ = (HLs)
+/(F 0HLs)

+. To
conclude, it suffices to note that [E] = ([h], [0]) is congruent to ([k], [0]) if and
only if h− k ∈ H+.

Remark 4.15. We present a cohomological definition of dH+ , although less
explicit, which provides an alternative proof of Proposition 4.14. Given two
objects (X,φX) and (Y , φY ) inMH+

R, the R-module

HomMHR(X, Y )

is naturally endowed with a continuous action of GL: to σ ∈ GL and a mor-
phism f : X → Y in MHR, we define fσ to be φY (σ) ◦ f ◦ φX(σ)−1. By
definition of morphisms inMH+

R, we have

HomMHR(X, Y )+ = HomMH+
R

((X,φX), (Y , φY ))

where the superscript + designates the submodule of elements fixed by GL.
That is to say, the functor Γ+ :MH+

R → ModR, which associates HomMH+
R

(1+, H+)

to H+ = (H,φH), factors through

MH+
R RepR(GL)

ModR

Γ

Γ+
ΓGL
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where Γ assignates HomMHR(1, H) equipped with its continuous action of GL

to H+ and ΓGL takes the invariant under the action of GL. Now, if the weights
of H are negative, Corollary 4.12 implies that there is a distinguished triangle
in the derived category of R[GL]-modules:

H[−1]⊕ F 0HLs [−1] −→ HLs [−1] −→ RΓ(H) −→ [1].

By the composition Theorem for right-derived functor, there is a canonical
isomorphism RΓGL ◦RΓ ∼= RΓ+. Applying RΓGL to the above triangle yields
another a distinguished triangle

RΓGL(H)[−1]⊕ RΓGL(F 0HLs)[−1] −→ RΓGL(HLs)[−1] −→ RΓ+(H) −→ [1].

We obtain a long exact sequence of R-modules

0 Ext0
MH+

R
(1+, H+) H+ ⊕ (F 0HLs)

+ (HLs)
+

Ext1
MH+

R
(1+, H+) H1(GL, H)⊕H1(GL, F

0HLs) H1(GL, HLs)

The first morphism on the bottom row recovers dH+ as the induced morphism

dH+ : Ext1
MH+

R
(1+, H+) −→ H1(GL, H).

If H1(GL, F
0HLs) and H1(GL, HLs) vanishes, we obtain the exact sequence of

Proposition 4.14.

4.3 Mixed Hodge-Pink structures
In this section, we discuss mixed Hodge-Pink structures (MHPS) as in [Pin]
and compare them with MHS. The main innovation here is the study of Hodge
descent (Subsection 4.3.4). This notion will be used in Chapter 5 to define the
Hodge realization functor.

4.3.1 Completion along the diagonal

We begin with some preliminaries on the ring L[[j]] for a complete subfield L
of C∞ containing K, generalizing Pink’s C∞[[z − ζ]]. Let L be an A-field. We
let L[[j]] be the completion of A ⊗ L at the ideal j = jκ generated by the set
{a⊗ 1− 1⊗ κ(a) | a ∈ A}:

L[[j]] = lim←−
n

A⊗ L/jn.

This is a discrete valuation ring with maximal ideal j, residue field L, and we
let L((j)) denote its fraction field.
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From now on we assume that L is a complete subfield of C∞ that contains
K. Before introducing MHPS, we begin by some prelimary results on the
ring L[[j]], where κ : A → L is the inclusion. The next lemma extends [Pin,
Prop. 3.1].

Lemma 4.16. The map ν : A→ A⊗ L, a 7→ a⊗ 1 defines a ring homomor-
phism A → L[[j]] which extends uniquely to a ring homomorphism ν : K∞ →
L[[j]] such that the composition of ν followed by reduction modulo j coincide
with the canonical inclusion K∞ ↪→ L ∼= L[[j]]/j.

Proof. Uniqueness is clear. We proceed in three steps for the existence. The
first step is to extend ν to K. Let a ∈ A. We have a ⊗ 1 ∼= 1 ⊗ a (mod j).
Additionally, L[[j]] is a discrete valuation ring with maximal ideal j and residue
field L. Hence, if a is nonzero, a⊗ 1 is invertible because a is invertible in L.
This extends ν to K.

Let π∞ ∈ K be a uniformizing parameter for K∞ and let a, b 6= 0 be
elements of A such that π∞ = a/b. We have the identification K∞ = F∞((π∞))
where F∞ is the residue field of K∞. Let E be the subfield E := F((π∞)) of
K∞. Our second step is to extend ν to E. Following Pink’s observation [Pin,
Prop. 3.1], we unfold the formal computation

E 3
∑
k

(fkπ
k
∞ ⊗ 1) =

∑
k

fk(1⊗ π∞ + π∞ ⊗ 1− 1⊗ π∞)k

=
∑
k

fk

(
1⊗ π∞ +

a⊗ b− b⊗ a
b⊗ b

)k
=
∑
k

fk
∑
`≥0

(
k

l

)(
a⊗ b− b⊗ a

b⊗ b

)`
(1⊗ π∞)k−`

=
∑
`≥0

(
1⊗

∑
k

fk

(
l

k

)
πk−`∞

)(
a⊗ b− b⊗ a

b⊗ b

)`
where the inner sum converges in K∞. We then set

ν

(∑
k

fkπ
k
∞

)
:=
∑
`≥0

(
1⊗

∑
k

fk

(
l

k

)
πk−`∞

)(
a⊗ b− b⊗ a

b⊗ b

)`
∈ L[[j]].

It is formal to check that this defines a ring homomorphism E → L[[j]] which
extends ν.

Finally, we extend ν to K∞. Let α ∈ K∞ and let pα(X) be the minimal
polynomial of α over E. As K∞/E is a separable extension, pα(X) ∈ E[X] is
separable. We consider pα(X) as a polynomial in L[[j]][X] via ν : E → L[[j]].
It admits the image of α through K∞ ↪→ L ∼= L[[j]]/j as a root modulo j. By
Hensel’s Lemma, pα(X) admits a unique root α̃ in L[[j]] which lifts α. Setting
ν(α) = α̃ extends ν toK∞ → L[[j]] in a morphism which verifies the assumption
of the lemma.
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The next lemma follows from the above construction:

Lemma 4.17. The kernel v of ν ⊗ id : K∞⊗L→ L[[j]] is the ideal of K∞⊗L
generated by the set {f ⊗ 1− 1⊗ f | f ∈ F∞}.

Proof. Let d∞ := [F∞ : F]. For i ∈ Z/d∞Z, we consider the ideal of K∞ ⊗ L
given by

d(i) = 〈{f ⊗ 1− 1⊗ f qi | f ∈ F∞}〉.
It is the kernel of the map K∞ ⊗ L → L, a ⊗ b 7→ abq

i , hence is a maximal
ideal. For f ∈ F∞, the polynomial

∏
i∈Z/d∞Z (x− f qi) belongs to F[x], and

thus the product of the d(i) is zero. By the chinese remainders Theorem, we
have

K∞ ⊗ L = K∞ ⊗ L/d(0)d(1) · · · d(d∞−1) =
∏

i∈Z/d∞Z

K∞ ⊗ L/d(i)

which is a product of d∞ fields. Because v is a prime ideal of K∞⊗L, we have
v = d(i) for some i. If f ∈ F∞, then f ⊗ 1− 1⊗ f belongs to v by definition.
We deduce that i = 0.

4.3.2 The categories MHP and MHP+

The next definitions are inspired by [Pin, Def. 3.2]. We slightly generalize
Pink’s setting to handle a general coefficient ring R and A not necessarily a
polynomial ring.

Definitions of mixed Hodge-Pink structures

Let R be a Noetherian subring of K∞ that contains A and such that R⊗A K
is a field. As in the previous ssubsection, let L be a complete subfield of C∞
that contains K.

Let ν : K∞ → L[[j]] be the A-algebra morphism of Lemma 4.16. Given a
R-module H, we obtain a L[[j]]-module H ⊗R,ν L[[j]] by tensoring H with L[[j]]
seen as an R-algebra via ν.

Compared to Definition 4.4, we obtain MHPS by replacing the data of the
Hodge filtration by the data of an Ls[[j]]-lattice:

Definition 4.18. A pre-mixed Hodge-Pink structure H (with base field L,
coefficients ring R) consists of a triple (H,W, q) where

• H is a finitely generated R-module,

• W is a Q-graded increasing filtration of HK = H⊗AK by sub-(R⊗AK)-
vector spaces which is exhaustive, separated,

• q is a Ls[[j]]-lattice in the Ls((j))-vector space H ⊗R,ν Ls((j)), that is, q is
a finitely generated Ls[[j]]-module in H ⊗R,ν Ls((j)) that contains a basis.
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We call W the weight filtration of H and q the Hodge-Pink lattice of H. We
define the tautological lattice of H to be p := H ⊗R,ν Ls[[j]].

As for filtrations, we have a notion of degree for lattices. For any Ls[[j]]-
lattice l contained both in q and p, the quotients q/l and p/l are finite dimen-
sional Ls-vector spaces. Under this observation, we let the Hodge-Pink degree
of H be the integer

degq(H) := dimLs

(
q

p ∩ q

)
− dimLs

(
p

p ∩ q

)
.

Let H = (H,W, q) and H ′ = (H ′,W ′, q′) be two pre-mixed Hodge-Pink struc-
tures. The next definitions are borrowed from [Pin, Def. 3.7]:

(a) A morphism f : H → H ′ is an R-linear morphism f : H → H ′ such that
fK = f ⊗A idK : HK → H ′K preserves the weight filtration and fLs((j)) =
f ⊗R,ν idLs((j)) : H ⊗R,ν Ls((j))→ H ′ ⊗R,ν Ls((j)) satisfies fLs((j))(q) ⊂ q′.

(b) A morphism f : H → H ′ is strict if fK is strictly compatible with the
weight filtrations, and if fLs((j)) satisfies

fLs((j))(q) = q′ ∩ fLs((j))(H ⊗R,ν Ls((j))).

As for degW , degq is additive in strict short exact sequences.
We form the category of pre-mixed Hodge-Pink structures with morphism

as in (a).

Let H = (H,W, q) be a pre-mixed Hodge-Pink structure. A sub-R-module
H ′ ⊂ H defines a subobject H ′ = (H ′,W ′, q′) of H by taking for W ′ the in-
duced filtration on H ′ by W , and for q′ the lattice q ∩ (H ′ ⊗R,ν Ls((j))). The
canonical morphism H ′ ↪→ H is strict. Similarly, the quotient H/H ′ is defined
so that the underlying module is H/H ′, its weight filtrationW ′′ is the filtration
on HK/H

′
K induced byW , and its Hodge-Pink lattice q′′ is q/q′. The canonical

morphism H → H/H ′ is strict.

The next definition is inspired by [Pin, Def. 4.5].

Definition 4.19. Let H = (H,W, q) be a pre-mixed Hodge-Pink structure
with coefficients ring R.

• If R = K∞, we call H locally semistable if for each K∞-subspace H ′ ⊂ H,
we have

degq(H
′) ≤ degW (H ′),

with equality whenever H ′K = WµHK for some µ ∈ Q.

• For general coefficients R, we call H = (H,W, q) a mixed Hodge-Pink
structure ifHK∞ is locally semistable, whereHK∞ is the pre-mixed Hodge
structure with coefficients in K∞ given by (H ⊗R K∞,W ⊗R K∞, q).
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We form the categoryMHPR as the full subcategory of the category of pre-
mixed Hodge-Pink structures whose objects are mixed Hodge-Pink structures.

The triplet (R,W, q) where W := 1µ≥0(R ⊗A K) and q = Ls[[j]] defines a
mixed Hodge-Pink structure. It is the unit mixed Hodge-Pink structure with
coefficients ring R, we denote it 1.

The following Proposition is due to Pink [Pin, Thm. 4.15]. Although our
setting differs slightly, it is straighforward to adapt Pink’s proof to our context.

Proposition 4.20. Every morphism of mixed Hodge-Pink structures is strict.
The categoryMHPR is abelian.

Definition 4.21. An infinite Frobenius for H = (H,W, q) an object ofMHPR
is an R-linear continuous representation φH : GL → EndR(H), H carrying the
discrete topology, such that, for all σ ∈ GL,

1. φH(σ)⊗A idK : HK → HK preserves the weight filtration,

2. φH(σ)⊗R σ : HLs((j)) → HLs((j)) preserves the Hodge-Pink lattice, that is,
we have (φH(σ)⊗R σ)(q) ⊂ q.

We let MHP+
R denote the category whose objects are pairs (H,φH) where

H is a mixed Hodge structure and where φH is an infinite Frobenius for H.
Morphisms inMHP+

R are morphisms inMHPR compatible with the infinite
Frobenius.

It follows easily from Proposition 4.20 that:

Proposition 4.22. The categoryMHP+
R is abelian.

Induced Hodge filtration

We now discuss the relation between pre-MHPS and pre-MHS. Let H =
(H,W, q) be a pre-mixed Hodge-Pink structure over R. H induces a pre-
mixed Hodge structure H# as follows (see [Pin, Def. 3.5]). By Lemma 4.16,
the reduction modulo j:

p := H ⊗R,ν Ls[[j]] −→ H ⊗R Ls =: HLs

identifies p/jp with HLs . We define a Z-graded decreasing, exhaustive and
separated filtration F on HLs by setting, for all p ∈ Z, F pHLs to be the image
of p ∩ jpq in p/jp.

Definition 4.23. We defineH# to be the pre-mixed Hodge structure (H,W,F ),
and we call F the induced Hodge filtration. We let degF (H) be the degree of
the filtration F .

The next lemma is immediate:
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Lemma 4.24 (Functoriality of the Hodge filtration). Let f : H → H ′ be
a morphism of pre-mixed Hodge-Pink structures over R. Then, fLs = f ⊗R
idLs is compatible with the Hodge filtration, that is, for all integers p we have
fLs(F

pHLs) ⊂ F pH ′Ls. Furthermore, degq(H) = degF (H).

Remark 4.25. Be aware that a strict morphism H ′ → H of pre-mixed Hodge-
Pink structures does not necessarily induce a strict morphism H ′# → H# of
pre-mixed Hodge structures. As a consequence, if H ′ → H is an inclusion of
subobject, the inequality (following from Lemma 4.24)

degq(H
′) ≤ degF |H′(H

′)

might not be an equality.
Remark 4.26. Related to the above, that H is a mixed Hodge-Pink structure
does not necessarily imply that H# is a mixed Hodge structure. We use Pink’s
[Pin, Ex. 6.14] as a counter-example. Consider the pre-mixed Hodge-Pink
structure H pure of weight 0 where H = R⊕2 and with Hodge-Pink lattice

q =

〈(
1
0

)
,

(
qe
1

)〉
Ls[[j]]

where qe ∈ Ls((j)) is an element of valuation −e for an integer e > 0. By [Pin,
Cor. 4.12], H is locally semistable and hence defines an object in MHPR.
Consider H ′ the R-submodule of H generated by ( 1

0 ). It defines a strict sub-
object of H whose Hodge-Pink lattice is

q′ = q ∩ (H ′ ⊗R,ν Ls((j))) = H ′ ⊗R,ν Ls[[j]] =: p′.

We then have

degq(H
′) = dimLs

(
q′

p′ ∩ q′

)
− dimLs

(
p′

p′ ∩ q′

)
= 0.

On the other-hand, the induced Hodge filtration on HLs turns out to be

F pHLs =


0 if p > e
H ′Ls if e ≥ p > −e
HLs if p ≤ −e

As such, degF ((H ′)#) = e > 0 although degW ((H ′)#) = 0. Hence, H# is not
locally semistable.

Let H = (H,W, q) be an object inMHPR and let r be the dimension of
H ⊗A K over R⊗A K. Let p be the tautological lattice of H. By the relative
version of the elementary divisors Theorem applied to the discrete valuation
ring Ls[[j]], there exists a family of integers (w1, ..., wr) sorted by ascending
order such that, for any large enough integer e for which jep ⊂ q and jeq ⊂ p,
we have

q/jep ∼=
r⊕
i=1

Ls[[j]]/je+wi , p/jeq ∼=
r⊕
i=1

Ls[[j]]/je−wi .

The next result is immediate from Definition 4.23 (see also [HarJu, Rmk.
2.2.4]).
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Lemma 4.27. For all p ∈ Z, we have

dimLs(F
pHLs) = #{i ∈ {1, ..., r} | p = wi}

where F is the induced Hodge filtration. In particular, the elements of {w1, ..., wr}
are the breaks of F .

Definition 4.28. The Hodge polygon of H is the polygon of length r whose
multiplicity at any x ∈ R is #{i ∈ {1, ..., r}|x = wi}. We denote it by
HodPol(H). By Lemma 4.27, the Hodge polygon of H is the polygon of the
induced filtration F .

4.3.3 Hodge additivity

We review some materials of [Pin, §7]. In order to characterize the Tannakian
Hodge group of a mixed Hodge-Pink structure, Pink introduced the notion of
Hodge additivity. The very same notion will allow us to define a sub-abelian
category MHPha

R of MHPR on which the assignation H 7→ H# defines an
exact functor

MHPha
R −→MHR.

We first need the concept of semisimplification in abelian categories with finite
length. Let A be an abelian category and let X be an object of A. We refer
to [EGNO, Def. 1.5.3] for the next definition:

Definition 4.29. (i) X is called simple if it is nonzero and 0 and X are its
only subobjects.

(ii) X is said to have finite length if there exists a sequence of inclusions

0 = X0 ⊂ X1 ⊂ · · · ⊂ Xn−1 ⊂ Xn = X (4.7)

such that Xi/Xi−1 is simple for all i. Such a filtration is called a Jordan-
Hölder series of X. We will say that this Jordan-Hölder series contains
a simple object Y with multiplicity m if the number of values of i for
which Xi/Xi−1 is isomorphic to Y is m.

We refer to [EGNO, Thm. 1.5.4] for the next lemma.

Lemma 4.30 (Jordan-Hölder). Suppose that X has finite length. Then any
increasing sequence of inclusions

0 = Z0 ⊂ Z1 ⊂ · · · ⊂ Zs−1 ⊂ Zs = X

can be completed into a Jordan-Hölder series of X, and any two Jordan-Hölder
series of X contain any simple object with the same multiplicity, so in partic-
ular have the same length.
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Definition 4.31. Fix a Jordan-Hölder series for X as in (4.7). The associated
semisimplification of X, denoted Xss, is the object of A given by

Xss :=
n⊕
i=1

Xi/Xi−1.

By Jordan-Hölder (Lemma 4.30), Xss does not depend on the Jordan-Hölder
series of X, up to isomorphisms. We call n the length of X.

We come back to the categoryMHPR. In the case where the coefficient
ring R is K∞, any object H of MHPK∞ has finite length (this can fail for
R not a field). Indeed, any subobject H ′ of H is such that the inclusion
H ′ ↪→ H is strict, and hence is determined by its underlying K∞-vector space.
A Jordan-Hölder series for H is then constructed by immediate induction. It
yields the inequality:

length(H) ≤ dimK∞(H). (4.8)

Remark 4.32. Note however that (4.8) may not be an equality as not everyK∞-
subspace H ′ of H equipped with the induced filtrations is locally semistable
(we do not necessarily have degF (H ′) = degW (H ′).)

By Jordan-Hölder (Lemma 4.30), the Hodge polygon (Definition 4.28) of
a semisimplification Hss attached to a Jordan-Hölder series of an object H of
MHPK∞ does not depend on the chosen Jordan-Hölder series. We denote it
by HodPol(Hss). The next lemma is adapted from [Pin, Prop. 6.9] (see also
[Kat2, Lem. 1.2.3]).

Lemma 4.33. Consider an exact sequence 0 → H ′ → H → H ′′ → 0 in
MHPK∞. The Hodge polygon of H ′ ⊕ H ′′ is above that of H and has the
same endpoints. In particular, the Hodge polygon of Hss is above that of H.

Before proving Lemma 4.33, some notations are called for. For P and P ′
two polygons of length n and n′, we write P t P ′ for the polygon of length
n+ n′ given by the slope-by-slope concatenation of P and P ′: if P (resp. P ′)
has multiplicity m (resp. m′) at the slope x ∈ R, then P t P ′ has multiplicity
m+m′ at x. Note that, for H and H ′ two objects inMHPR, we have

HodPol(H ⊕H ′) = HodPol(H) t HodPol(H ′).

If n = n′, we write P ≤ P ′ if P ′ lies above P , that is, if for every point (x, y)
of P , the point with the same abscissa (x, y′) of P ′ satisfies y ≤ y′.

Proof of Lemma 4.33. Only the second assertion does not already appear in
[Pin, Prop. 6.9] (nor [Kat2, Lem. 1.2.3]). It follows by induction on the length
n of H. If n = 1, H is simple and H = Hss. We fix n ≥ 2 and assume the
assertion proven for n− 1. We consider a Jordan-Hölder series of H:

0 = H0 ( H1 ( · · · ( Hn = H.
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By assumption, HodPol(Hn−1) ≤ HodPol(Hss
n−1). The first part of the lemma

applied to the exact sequence 0→ Hn−1 → H → H/Hn−1 → 0 yields:

HodPol(H) ≤ HodPol(Hn−1 ⊕H/Hn−1)

= HodPol(Hn−1) t HodPol(H/Hn−1)

≤ HodPol(Hss
n−1) t HodPol(H/Hn−1)

= HodPol(Hss
n−1 ⊕H/Hn−1)

= HodPol(H)ss

as desired.

Following [Pin, Def. 7.1 (a)], we define Hodge additivity as follows:

Definition 4.34. Let H be an object ofMHPR.

• If R = K∞, we say that H is Hodge additive if the Hodge polygons of
Hss and H coincide.

• For general ring R, we say that H = (H,W, q) in MHPR is Hodge
additive if HK∞ := (H ⊗R K∞,W ⊗R K∞, q) is Hodge additive as an
object ofMHPK∞ .

Remark 4.35. Let us use the notations of Remark 4.26. Assuming first R =
K∞, we easily find out that 0 ( H ′ ( H is a Jordan-Hölder series of H with
respective quotients isomorphic to 1. By Remark 4.26, the Hodge polygon of
Hss ∼= 1

⊕2 and that of H do not coincide as qe has valuation < 0. Hence, for
general coefficient ring R, H is not Hodge additive. On the contrary, if qe has
non negative valuation, H is Hodge additive.

Our next objective is to define the category of Hodge additive objects, and
show that it is abelian. We begin with a crucial observation.

Lemma 4.36. Let H be Hodge additive. Any subobject or quotient of H is
also Hodge additive. Any exact sequence 0→ H ′ → H → H ′′ → 0 inMHPR
is such that the Hodge polygons of H ′ ⊕H ′′ and H coincide.

Proof. By Definition 4.34, we may assume R = K∞. In MHPK∞ , consider
an exact sequence 0→ H ′ → H → H ′′ → 0. By Lemma 4.33, we have

HodPol(H) ≤ HodPol(H ′) t HodPol(H ′′).

By Jordan-Hölder (Lemma 4.30), there exists a Jordan-Hölder series (H i)0≤i≤n
for H such that (H i)0≤i≤m and (H i/H

′)m≤i≤n are Jordan-Hölder series for H ′

and H ′′ respectively. Because H is Hodge additive, it follows that:

HodPol(H) = HodPol(Hss) = HodPol(H ′ss) t HodPol(H ′′ss).

By Lemma 4.33 again, we obtain:

HodPol(H ′) t HodPol(H ′′) ≤ HodPol(H).
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This proves the second assertion. The first assertion follows since

HodPol(H ′) t HodPol(H ′′) ≤ HodPol(H ′)ss t HodPol(H ′′)ss

is an equality.

Conversely, we have:

Lemma 4.37. If 0 → H ′ → H → H ′′ → 0 is an exact sequence in MHPR
with H ′ and H ′′ Hodge additive and such that the Hodge polygons of H ′ ⊕H ′′
and H coincide, then H is Hodge additive.

Proof. We have

HodPol(H)ss = HodPol(H ′)ss t HodPol(H ′′)ss

= HodPol(H ′) t HodPol(H ′′)

= HodPol(H)

as desired.

Definition 4.38. We letMHPha
R be the full subcategory ofMHPR whose

objects are Hodge additive.

The next proposition is an immediate consequence of Lemma 4.36 (compare
with [Pin, Thm. 7.9]):

Proposition 4.39. The categoryMHPha
R is R-linear abelian.

An important feature of the category MHPha
R is that it preserves the

exactness of the induced filtration. We end this subsection by quoting the
corresponding statement of Pink ([Pin, Prop. 6.12]):

Proposition 4.40. Let 0 → H ′ → H → H ′′ → 0 be an exact sequence in
MHPR. The following are equivalent:

(a) the Hodge poylgons of H ′ ⊕H ′′ and H coincide,

(b) For all integer p, the sequence 0 → F pH ′Ls → F pHLs → F pH ′′Ls → 0 is
exact in the category of Ls-vector spaces.

Proof. Suppose (b). We obtain dim(F pHLs) = dim(F pH ′Ls) + dim(F pH ′′Ls) for
all integers p, and (a) follows.

Conversely, let j be a uniformizing parameter of the complete discrete
valuation ring Ls[[j]]. For an integer p, consider the commutative diagram of
Ls-vector spaces with exact columns:

0 p′ ∩ jp−1q′ p ∩ jp−1q p′′ ∩ jp−1q′′ 0

0 p′ ∩ jpq′ p ∩ jpq p′′ ∩ jpq′′ 0

0 F pH ′Ls F pHLs F pH ′′Ls 0

×j ×j ×j

(4.9)
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(the last row is well-defined by Lemma 4.24). Consider for induction hypoth-
esis: the sequence

0→ p′ ∩ jpq′ → p ∩ jpq→ p′′ ∩ jpq′′ → 0 (Hp)

is exact. There exists an integer p0 (large enough) such that for all p ≥ p0,
the above equals 0 → jpq′ → jpq → jpq′′ → 0 which is exact by strictness of
0→ H ′ → H → H ′′ → 0. Hence (Hp) is exact for p ≥ p0. If (Hp) is exact for
an integer p, a simple diagram chase shows that F pHLs → F pH ′′Ls is surjective.

Suppose (a) and let p ∈ Z such that (Hp) is exact. We obtain dim(F pHLs) =
dim(F pH ′Ls)+dim(F pH ′′Ls) so that the bottom row is exact. The 3×3-Lemma
on (4.9) then implies that the upper row is exact. That is, (Hp−1) is exact. By
descending induction, (b) follows.

4.3.4 Hodge descent

In the previous section, we have revealed a category MHPha
R on which the

hashtag functor # preserves the exactness of the Hodge filtration (Proposition
4.40). Yet, this does not guarantee us that the image of # lands inMHR as
Example 4.43 below shows. This motivates the next definition.

Definition 4.41. Let H be a mixed Hodge-Pink structure. We say that H has
Hodge descent if it is Hodge additive and if H# is a mixed Hodge structure.

We let MHPhdR be the full subcategory of MHPha
R whose objects have

Hodge descent.

Remark 4.42. We would have preferred a less artificial Definition 4.41. We
hope to come up with a less obvious version in a second form of this text.

Example 4.43. We exhibit a simple object H in the category of mixed Hodge-
Pink structures such that H# is not a mixed Hodge structure. Hence, H is
Hodge additive but does not have Hodge descent.

We assume R = K∞, and consider the pre-mixed Hodge structure H, made
pure of weight 0, whose underlying vector space is H = K⊕2

∞ and whose Hodge-
Pink lattice is

qH :=

〈(
je

0

)
,

(
j−f

j−e

)〉
for two distinct positive integers f > e > 0.

We claim that H is locally-semistable. First note that if p denotes the tau-
tological lattice of H, the elementary divisor Theorem provide a basis (e1, e2)
of p over Ls[[j]] with respect to which we have

q =

〈(
j−f

0

)
,

(
0
jf

)〉
, p ∩ q =

〈(
1
0

)
,

(
0
jf

)〉
.

It follows that

degq(H) = dimLs

(
q

p ∩ q

)
− dimLs

(
p

p ∩ q

)
= f − f = 0 = degW (H).
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Let H ′ be a nonzero strict subspace of H. Then H ′ has dimension 1, and we
fix a basis of it ( ab ) (a, b ∈ K∞). We compute its associated Hodge-Pink lattice
q′:

q′ = H ′Ls((j)) ∩ q = H ′Ls((j)) ∩
{
x

(
je

0

)
+ y

(
j−f

j−e

) ∣∣∣∣ x, y ∈ Ls[[j]]} .
If b 6= 0, we find q′ = jf ( ab ) whose degree is degq(H

′) = −f < 0. If b = 0, then
q′ = je ( ab ) and degq(H

′) = −e < 0. We conclude that H is locally semistable,
hence is a MHPS, and that H is a simple object in the categoryMHPK∞ .

We claim thatH#, however, is not locally semistable. An easy computation
shows that the induced Hodge filtration on H has the form:

F pHLs =


0 if p > f
Ls ( 1

0 ) if f ≥ p > −f
HLs if p ≤ −f

In particular, the choice of H ′ = K∞ ( 1
0 ) provides a K∞-subspace of H such

that degF (H ′) = f > degW (H ′).

The next Proposition is inspired by Pink [Pin, Prop. 4.11]

Proposition 4.44. Let 0 → H ′ → H → H ′′ → 0 be an exact sequence
in MHPha

R such that H ′ and H ′′ have Hodge descent. Then H has Hodge
descent.

Proof. The sequence 0 → H ′# → H# → H ′′# → 0 is strict by Proposition
4.40, and by assumption, both H ′# and H ′′# are locally semistable. Our aim
is to show that H# is locally semistable as well.

We assume R = K∞. Let G be a subspace of H, and let Ĝ be the strict
subobject1 of H# whose underlying space is G. Let Ĝ

′
be the strict subobject

of Ĝ whose underlying space is G′ := G∩H ′. Let Ĝ
′′
be the strict quotient of

Ĝ by Ĝ
′
. We have a strict exact sequence of pre-mixed Hodge structures:

0 −→ Ĝ
′
−→ Ĝ −→ Ĝ

′′
−→ 0. (4.10)

While Ĝ
′
↪→ H ′# is strict, Ĝ

′′
↪→ H ′′# may not. Let K̂

′′
be the strict subobject

of H ′′# whose underlying space is G′′ := G/G′. We have an inclusion of pre-
mixed Hodge structures

Ĝ
′′
↪→ K̂

′′
(4.11)

which is an equality if and only if it is strict, if and only if Ĝ
′′
↪→ H ′′# is strict.

1We denoted it by Ĝ to avoid confusions with G which would be here the strict sub-pre-
mixed Hodge-Pink structure of H whose underlying space is G; note that we might not even
have G# = Ĝ.
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We have:

degF (Ĝ) = degF (Ĝ
′
) + degF (Ĝ

′′
) ((4.10) is strict exact)

≤ degW (Ĝ
′
) + degF (Ĝ

′′
) (local semistability of H ′#)

≤ degW (Ĝ
′
) + degF (K̂

′′
) (by (4.11))

≤ degW (Ĝ
′
) + degW (K̂

′′
) (local semistability of H ′′#)

≤ degW (Ĝ
′
) + degW (Ĝ

′′
) (by (4.11) again)

= degW (Ĝ) ((4.10) is strict exact). (4.12)

This is the required inequality for the local semistability of H#, and it remains
to prove that this is an equality whenever G = WνH for some ν ∈ Q.

We have a commutative diagram with exact lines in the categoryMHPha
R :

0 WνH
′ WνH WνH

′′ 0

0 H ′ H H ′′ 0

whose morphisms are all strict for the Hodge filtration (by Proposition 4.40).
Hence for G = WνH, then ˆ̂

G = WνH
#, Ĝ

′
= WνH

′#, Ĝ
′′

= WνH
′′# and (4.11)

is an equality. From the local semistability of H ′# and H ′′#, we conclude that
(4.12) is an equality for G = WνH.

It follows from Proposition 4.44 that MHPhd
R is a Serre subcategory of

MHPha
R (in the sense of (02MO)). We obtain from (02MP):

Corollary 4.45. The category MHPhd
R is a strictly full abelian subcategory

ofMPHha
R .

We also record the following result, useful to spot when an Hodge additive
MHPS has Hodge descent:

Corollary 4.46. Let H be an object ofMHPha
R , and let

0 = H0 ( H1 ( H2 ( · · · ( Hm = H

be a Jordan-Hölder series for H. Suppose that for all i ∈ {1, ...,m}, the K∞-
vector spaces (Hi/Hi−1)⊗RK∞ have dimension 1. Then H has Hodge descent.

Proof. If the underlying vector space of H has dimension 1, then H# is a
mixed Hodge structure as degq(H) = degF (H). The general case follows by
induction on the length of H using Proposition 4.44.

We summarize the previous observations into a theorem, which constitutes
the main innovation of this subsection.
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Theorem 4.47. The association H 7→ H# defines an exact functor

# :MHPhd
R −→MHR

of abelian categories.

Remark 4.48. One shows that MHPhd
R is the biggest full subcategory of

MHPR on which H 7→ H# defines an exact functor with targetMHR. This
is almost tautological: if A is a full subcategory of MHPR with the same
property, then for H object of A, H# must be a mixed Hodge structure. The
exactness of # imposes all exact sequences in A to satisfy (a) of Proposition
4.40, and we deduce that A ⊆MHPha

R . Therefore, A ⊆MHPhd
R .

4.3.5 Extensions of Hodge-Pink structures

Next we consider extensions modules in the categoriesMHPR,MHPha
R and

MHP+
R . This has been initiated by Pink in [Pin, §8]. Some arguments are

similar enough to the ones discussed in Subsection 4.2.2 to be omitted.

Extensions in the category MHPR
In [Pin, §.8], Pink studied extension modules of Hodge-Pink structures. We
restate Proposition 8.6 in loc. cit. adaptin it to our notations:

Proposition 4.49 (Prop. 8.6 loc. cit.). Let B and C be two mixed Hodge-Pink
structures such that there exists µ ∈ Q for which WµCK = CK and WµBK = 0.
Assume further that the underlying module B of B is projective. There is a
canonical isomorphism of R-modules

HomLs((j))(BLs((j)), CLs((j)))

HomR(B,C) + HomLs[[j]](qB, qC)

∼−→ Ext1
MHPR(B,C). (4.13)

It is given explicitly by mapping h ∈ HomLs((j))(BLs((j)), CLs((j))) to the class of
the extension

[h] :=

[
C ⊕B, (WµCK ⊕WµBK)µ∈Q,

(
idC h
0 idB

)
qC ⊕ qB

]
in Ext1

MHPR(B,C).

Extensions in the category MHPha
R

Let B and C be two objects inMHPR. As one notices by Proposition 4.13,
the module Ext1

MHPR(B,C) is not finitely generated over R. Handling finitely
generated extension modules guarantees the possibility to construct appropri-
ate regulator maps. In this regard, finite generation is necessary. As Pink
already noticed ([Pin, Prop. 8.7]), this is solved by working with extension
modules in the category MHPha

R . However, it might be too restrictive. For
that reason we introduce Hodge additive extensions:
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Definition 4.50. An extension [H] in Ext1
MHPR(B,C) is said to be Hodge

additive if the Hodge polygon of H coincides with that of C ⊕ B. We denote
by Ext1,ha

MHPR(B,C) the subset of Ext1
MHPR(B,C) consisting of extensions that

are congruent to an Hodge-additive extension.

The next proposition rephrases [Pin, Prop. 8.7].

Proposition 4.51. Under the assumptions of Proposition 4.49, the map (4.13)
induces an isomorphism

HomLs[[j]](pB, pC) + HomLs[[j]](qB, qC)

HomR(B,C) + HomLs[[j]](qB, qC)

∼−→ Ext1,ha
MHPR(B,C).

If we suppose that B and C are Hodge additive, then Ext1
MHPha

R
(B,C) is

well-defined and lemma 4.37 yields the equality

Ext1,ha
MHPR(B,C) = Ext1

MHPha
R

(B,C).

In this case, Proposition 4.51 describes extension modules in the category
MHPha

R under the assumptions of Proposition 4.49. If further B and C have
Hodge descent, then Ext1

MHPhd
R

(B,C) is well-defined and Proposition 4.44 im-
plies that

Ext1,ha
MHPR(B,C) = Ext1

MHPhd
R

(B,C).

Using the functor # (Definition 4.23), these modules can be compared with
extension modules in the categoryMHR. By Theorem 4.47, # is exact and
the assignation [H] 7→ [H#] defines an R-linear morphism

Ext1
MHPhd

R
(B,C) −→ ExtMHR(B#, C#).

Under the explicit descriptions of Propositions 4.51 and 4.11, the above map
specializes to "reduction modulo j":

Proposition 4.52. Let B and C be two objects of MHPhd
R . Under the as-

sumptions of Proposition 4.49, we have a commutative square of R-modules:

HomLs[[j]](pB, pC)

HomR(B,C) + HomLs[[j]](qB, qC) ∩ HomLs[[j]](pB, pC)
Ext1

MHPhd
R

(B,C)

HomLs(BLs , CLs)

HomR(B,C) + HomF
Ls(BLs , CLs)

Ext1
MHR(B#, C#)

4.51
∼

[H]7→[H#]

(4.3)
∼

where the left vertical map is induced by HomLs[[j]](pB, pC)→ HomLs(BLs , CLs),
mapping h to the composition BLs BLs[[j]] CLs[[j]] CLs .

h mod j
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Proof. Given [H] in Ext1
MHPhd

R
(B,C), we can assume by Proposition 4.51 that

there exists h ∈ HomLs[[j]](pB, pC) such that [H] = [h]. The Hodge-Pink lattice
of H is then

(
idB h
0 idC

)
qB⊕qC . Let j ∈ Ls[[j]] be a uniformizer at j. The induced

Hodge filtration is defines so that, for all integer p, the Ls-vector space F pHLs

identifies with the quotient of

(pB ⊕ pC) ∩ jp−1
(

idB h
0 idC

)
(qB ⊕ qC) (pB ⊕ pC) ∩ jp

(
idB h
0 idC

)
(qB ⊕ qC).

×j

It follows that F pH =
(

idB δ(h)
0 idC

)
(F pBLs⊕F pCLs), where δ : HomLs[[j]](pB, pC)→

HomLs(BLs , CLs) is the map appearing in the proposition. We conclude by
Proposition 4.11.

We immediately reformulate Proposition 4.52 in the simpler case (the only
one used later on) where B is the unit mixed Hodge-Pink structure 1 over R
(it is an object ofMHPha

R by Corollary 4.46) and C = H has Hodge descent,
has negative weights, and has a projective underlying R-module. The diagram
of Proposition 4.52 clarifies to

pH
H + pH ∩ qH

Ext1
MHPhd

R
(1, H)

HLs

H + F 0HLs
Ext1

MHR(1, H#)

∼

h7→h(mod j) [E]7→[E#]

∼

Extensions in the category MHP+
R

We end this chapter by considering extension modules in the categoryMHP+
R .

Let φ1 : σ 7→ idR be the trivial infinite Frobenius attached to 1 and let 1+

denote the object (1, φ1) ofMHP+
R .

Let H+ = (H,φH) be an object ofMHP+
R . We suppose that the weights

of H are negative and that H is projective over R. Under these assumptions,
the R-module Ext1

MHPR(1, H) is described by Proposition 4.11. As we did in
Subsection 4.2.2, Definition 4.13, we now define an adic realization map for
H+:

dH+ : Ext1
MHP+

R
(1+, H+) −→ H1(GL, H).

We use the same process: by Proposition 4.49, any extension [E] of 1 by H in
the categoryMHPR is of the form

[h] :=

[
C ⊕B, (WµCK ⊕WµBK)µ∈Q,

(
idC h
0 idB

)
qC ⊕ qB

]
(4.14)

for some h ∈ H ⊗R,ν Ls((j)), and the infinite Frobenius φE acting on C ⊕ B
takes the form

(
φH c
0 1

)
for a certain cocycle c : GL → H. The choice of an

other expression of the form (4.14) produces an equivalent cocycle, and we
define dH([E+]) to be the well-defined class of c in H1(GL, H).
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Definition 4.53. We call dH+ the adic realization map of H+.

Remark 4.54. WhenH has Hodge descent, note that dH+ on Ext1,ha
MHP+

R

(1+, H+)

coincides with the composition:

Ext1,ha
MHP+

R

(1+, H+)
[E] 7→[E#]−→ Ext1

MH+
R

(1+, (H+)#)
d
(H+)#−→ H1(GL, H)

where d(H+)# is the adic realization map of (H+)# (Definition 4.13).

The next proposition synthesizes Proposition 4.14 and extends it to the
Hodge-Pink context. It allows to compute the extension spaces under certain
Galois cohomology vanishing assumptions.

Proposition 4.55. Let H+ = (H,φH) be an object inMHP+
R whose weights

are negative, whose underlying R-module is projective, and such that H has
Hodge descent. Assume that H1(GL, HLs) = H1(GL, pH∩qH) = H1(GL, qH) =
0. The following diagram of R-modules is commutative and exact on rows:

(H ⊗R,ν Ls((j)))+

H+ + q+
H

Ext1
MHP+

R
(1+, H+) H1(GL, H)

p+
H

H+ + (pH ∩ qH)+
Ext1,ha

MHP+
R

(1+, H+) H1(GL, H)

(HLs)
+

H+ + (F 0HLs)+
Ext1

MH+
R

(1+, (H+)#) H1(GL, H)

h7→([h],[0]) dH+

h7→h(mod j)

dH+

[E]7→[E#] id

id

d
(H+)#

Proof. We claim that H1(GL, pH ∩ qH) = 0 implies H1(GL, F
0HLs) = 0. In-

deed, a cocycle c : GL → F 0HLs can be lifted to a cocycle GL → pH ∩ qH via
the splitting

pH ∩ qH = F 0HLs ⊕ j(pH ∩ qH) (4.15)

and our assumption H1(GL, pH ∩qH) = 0 implies that there exists h ∈ pH ∩qH
such that c(σ) = h−(ϕH(σ)⊗σ)(h) for all σ ∈ GL. The fact that c(σ) ∈ F 0HLs

yields that the projection of h onto j(pH ∩ qH) under the decomposition (4.15)
is GL-invariant. As such, c(σ) = h0 − (ϕH(σ) ⊗ σ)(h0) where h0 denotes the
projection of h onto F 0HLs . Hence, c is trivial.

By Proposition 4.14 and the previous claim, the last line is exact. The fact
that H1(GL, H) = 0 and H1(GL, pH ∩ qH) = 0 (resp. H1(GL, qH) = 0) implies
that the middle line (resp. the first line) is exact, yet the details of the proof
are similar enough to the one of Proposition 4.14 to be skipped.
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Chapter 5

Hodge realizations and regulators
of A-motives

In the hypothetical landscape of classical mixed motives, Beilinson’s regulators
are constructed as follows. There should exist a Hodge realization functor H+

from the category of mixed motives over a number field F to the category of
mixed Hodge structures over R, equipped with infinite Frobenius, expected
to be exact. In this hypothesis, given a mixed motive M over F , H+ would
induce an R-linear map at the level of extension modules:

Ext1
MMF

(1,M)⊗Q R −→ Ext1
MH+

R
(1+,H+(M)). (5.1)

The above is the abstract construction of the Beilinson regulator for M ([Nek,
(2.6.1)]). As any extension space in the categoryMH+, the right-hand side of
(5.1) is expected to be finite dimensional (e.g. beginning of Subsection 4.2.2).
Beilinson’s first conjecture states that, under an assumption on the weights
of M , (5.1) is an isomorphism once restricted to the subspace of extensions
having everywhere good reduction (e.g. [Nek]).

In the first Section 5.1, we construct regulators in the function field situa-
tion. Let F be a finite extension of K = F(C), and letMMrig

F be the category
of mixed rigid analytically trivial A-motives over F (Definition 1.59). Follow-
ing Pink, we define a Hodge-Pink realization functor H + from the category
MMrig

F to the categoryMHP+
K∞

(Subsection 5.1.1). Given an object M of
MMrig

F , the exactness of H (Corollary 5.6) allows us to define the general
regulator of M (Definition 5.21):

Reg(M) : Ext1
MMrig

F

(1,M)⊗A K∞ → Ext1
MHP+

K∞
(1+,H +(M)).

However, because the image of H + does not land in the subcategory of
Hodge additive objects ofMHP+

K∞
, it does not induce a functorMMrig

F →
MH+

K∞
. This prevents the analogue of (5.1) to exist in the function field

setting. To palliate this issue, we introduce in Subsection 5.1.2 the notion of
regulated objects ofMMrig

F and the subcategoryMMreg
F they define. We will
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show that Pink’s functor H + induces an exact functor

H+ :MMreg
F −→MH+

K∞

which, by construction, factors throughMHPha
K∞ (Proposition 5.15). In the

case where M is regulated, we define the special regulator of M from the
exactness of H+ (Definition 5.23):

Reg(M) : Ext1
MMreg

F
(1,M)⊗A K∞ → Ext1

MH+
K∞

(1+,H +(M)).

Although special regulators are closer in analogy to (5.1), it will appear next
(Chapter 6) that general regulators are more relevant in the study of Beilin-
son’s first conjecture. Special regulators will play an important role in Chapter
7 to study algebraic relations among polylogarithm.

For an object of MMrig
F , to be regulated appears to be a strong condi-

tion. As considering extension modules in the category MMreg
F may be too

restrictive, we discuss in Subsection 5.1.3 regulated extensions inMMrig
F and

the associated modules Ext1,reg
MMrig

F

. From Definition 5.16, the general regulator

of M , an object ofMMrig
F , induces

Reg(M) : Ext1,reg
MMrig

F

(1,M)⊗A R −→ Ext1,ha
MHP+

R

(1+,H +
R (M)).

This will be required for Chapter 6.

The target spaces of general and special regulators are not finite dimen-
sional over K∞. In that respect, we showed in Chapter 4 that kernels of adic
realization maps are more convenient to represent the analogue of the right-
hand side of (5.1). In Section 5.2, we investigate the notion of extensions
in MMrig

F having analytic reduction at v, v : F → C∞ being a K-algebra
morphism (Definition 5.26). Retrospectively, our definition shares similarities
with Taelman’s work [Tae2] in the context of Drinfeld modules. Analytic re-
duction at v will provide us a natural module Ext1,v

MMrig
F

(1,M) whose image
through general and special regulators lands in the kernel of adic realization
map. Ext1,∞

MMrig
K

(1,M) (for F = K, v is the inclusion) plays a central role in
our counterpart of Beilinson’s conjecture (c.f. Chapter 6).

Finally, in Section 5.3, we give a description of the several extension groups
inMMrig

F orMMreg
F we encountered in terms of modules of solutions of cer-

tain τ -difference equations (Proposition 5.33). These formulas will be needed
for explicit computations with special and general regulators (Theorem 5.34),
and widely used in the proof of Theorems E and F (Chapter 6).

5.1 Hodge structures associated to A-motives
In this section, we define the Hodge-Pink and Hodge realization functor, the
general and special regulators.
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Let F be a finite extension of K and let v : F → C∞ be a K-algebra
morphism. We denote Fv the completion of F with respect to |x|v = |v(x)|.
We fix F s

v a separable closure of Fv and let Gv = Gal(F s
v |Fv) be the absolute

Galois group of Fv. Let R be a Noetherian subring of K∞ containing A such
that R⊗AK is a field (in all the following, R will be A, K or K∞). We denote
MHPR (resp. MHP+

R , MHPha
R ) the corresponding category with L = Fv

for base field.

5.1.1 The general Hodge realization functor

Let M be a mixed rigid analytically trivial A-motive over F (Definition 1.50).
Let Λv(M) be the v-Betti realization of M (Definition 1.48). By Theorem
1.66, there exists a finite separable extension L in C∞ of Fv such that Λv(M)
identifies with the sub-A-module of M ⊗A⊗F,v L〈〈A〉〉j of elements satisfying
ω = τM(τ ∗ω). BecauseM is rigid analytically trivial and because the inclusion
L〈〈A〉〉j → C∞〈A〉 is faithfully flat, the multiplication map

Λv(M)⊗A L〈〈A〉〉j −→M ⊗A⊗F,v L〈〈A〉〉j (5.2)

is an isomorphism of L〈〈A〉〉j-modules. Localizing at j, the multiplication

Λv(M)⊗A,ν F s
v ((j)) −→M ⊗A⊗F,v F s

v ((j)), ω ⊗ f 7−→ ωf, (5.3)

where ν : A → F s
v [[j]], a 7→ a ⊗ 1, is the morphism of lemma 4.16, is an

isomorphism of F s
v ((j))-modules.

Definition 5.1. We denote by γvM the isomorphism (5.3).

A trivial yet important remark is the following:

Lemma 5.2. The morphism γvM is Gv-equivariant, where σ ∈ Gv acts on the
right-hand side of (5.3) via σ ⊗ σ and on the left via idM ⊗σ.

In the next definition, attributed to Pink, we attach a pre-Hodge-Pink
structure to M following [HarJu, Def. 2.3.32].

Definition 5.3. We let HR(M) be the mixed pre-Hodge-Pink structure (at
v, with coefficients ring R)

• whose underlying R-module is Λv(M)⊗A R,

• whose weight filtration is given, for all µ ∈ Q, by

Λ(WµM)K = Λ(WµM)⊗R (R⊗A K) (see Definition 1.34),

• whose Hodge-Pink lattice is qM = (γvM)−1(M ⊗A⊗F,v F s
v [[j]]).

The tautological lattice of HR(M) is pM = Λv(M) ⊗A F s
v [[j]]. The action of

Gv on Λv(M) is continuous (1.54) and defines an infinite Frobenius φM for
HR(M). We denote by H +

R (M) the pair (HR(M), φM).
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The following Theorem is announced in [HarPi], and proved in [HarJu,
Thm. 2.3.34] under the assumption deg(∞) = 1.

Theorem 5.4. The pre-mixed Hodge-Pink structure HR(M) is a mixed Hodge-
Pink structure. The assignment M 7→ HR(M) defines a fully faithfull exact
functor HR :MMrig

F →MHPR.

Remark 5.5. Theorem 2.3.34 in loc. cit. is more elaborate than the subpart
we quote, and states an analogue of the Hodge conjecture in function fields
arithmetic.

As an immediate consequence of Theorem 5.4, we obtain the corresponding
version forMHP+

R :

Corollary 5.6. The datum of H +
R (M) defines an obect inMHP+

R . The as-
signment M 7→H +

R (M) defines an exact functor H +
R :MMrig

F →MHP+
R .

We now discuss the induced mixed Hodge structure HR(M)# (Definition
4.23). The induced Hodge filtration is computed by the elementary divisors of
pM relative to qM . In this direction, the next key lemma precises pM seen as
a submodule of M ⊗A⊗F,v F s

v [[j]].

Lemma 5.7. We have γvM(pM) = τM(τ ∗M)⊗A⊗F,v F s
v [[j]].

Proof. If one take the pullback of (5.2) by L〈〈A〉〉j → L〈〈A〉〉j(1) , f 7→ τ(f), one
obtains an isomorphism of L〈〈A〉〉j(1)-modules:

Λv(M)⊗A L〈〈A〉〉j(1)
∼−→ (τ ∗M)⊗A⊗F,v L〈〈A〉〉j(1) .

The local ring of L〈〈A〉〉j(1) at j is canonically identified with L[[j]]. It follows
that the morphism of F s

v [[j]]-modules:

δvM : Λ(M)⊗A F s
v [[j]]

∼−→ (τ ∗M)⊗A⊗F,v F s
v [[j]],

defined as the multiplication, is an isomorphism. It further inserts in a com-
mutative diagram

Λ(M)⊗A F s
v ((j)) (τ ∗M)⊗A⊗F,v F s

v ((j))

M ⊗A⊗F,v F s
v ((j))

δvM⊗Fsv [[j]]idFsv ((j))

γvM
τM⊗idFsv ((j))

Note that this already appears in [HarJu, Prop.2.3.30] under different nota-
tions. The equality γM(pM) = τM(τ ∗M) ⊗A⊗F,v Fv[[j]] follows from the com-
mutativity of the above diagram together with the fact that δvM is an isomor-
phism.
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Let e be a large enough integer so that we both have jeτM(τ ∗M) ⊂ M
and jeM ⊂ τM(τ ∗M) as inclusions of A ⊗ F -modules. The cokernels of those
inclusions are annihilated by a power of j, and thus, are canonically endowed
with a F [[j]]-module structure. By the elementary divisors Theorem applied to
the principal ideal domain F [[j]], we deduce that there is a family of integers
(w1, ..., wr) sorted by ascending order, r being the rank of M , such that

M/jeτM(τ ∗M) ∼=
r⊕
i=1

A⊗ F/je+wi , τM(τ ∗M)/jeM ∼=
r⊕
i=1

A⊗ F/je−wi .

The family (w1, ..., wr) is independent of e, and we call it the Hodge weights of
M . In virtue of Definition 4.28 and Lemma 5.7, we deduce:

Proposition 5.8. The breaks of the Hodge filtration on HR(M)# = (H,W,F )
are exactly the Hodge weights of M . The multiplicity of w in the family
(w1, ..., wr) equals the dimension of GrwF (HF sv ) over F s

v . In particular, the
Hodge Polygon of HR(M) is independent of v.

Remark 5.9. Note that this is in accordance with what is expected in the
classical setting [Jan2, Principle 1.7].

5.1.2 Regulated A-motives

Let M = (M, τM) be a mixed rigid analytically trivial A-motive over F . In
this subsection, we answer to the following question: when HR(M) has Hodge
descent? We design the notion of regulated A-motives to address the above.

Definition 5.10. We say thatM is v-regulated if the mixed Hodge-Pink struc-
ture HR(M) has Hodge descent (Definition 4.41). We say thatM is regulated if
ResF/K(M) is i-regulated, where i : K → C∞ is the inclusion. We letMMreg

F

be the full subcategory ofMMrig
F whose objects are regulated.

Example 5.11. Let e be an integer and consider the A-motive M over K
whose underlying module is (A⊗K)⊕2, and where τM acts by(

τ ∗a
τ ∗b

)
7→
(

1 t
0 1

)(
τ(a)
τ(b)

)
for t ∈ (A ⊗ K)[j−1]. It is an extension of 1 by 1 in the category MMrig

K

and hence it is pure of weight 0 (Proposition 3.11). The mixed Hodge-Pink
structure HR(M) is isomorphic to the one presented in Remark 4.26 with e
being the opposite of the j-valuation of t. By Corollary 4.46, M is regulated if
and only if e ≤ 0, that is, if and only if t ∈ A⊗K.

Remark 5.12. The property of being regulated is independent on the choice
of R. Let us check that the Hodge additivity of HR(M) is independent on v.
For that, we write Hv := HR. For the choice of another K-algebra morphism
v′ : F → C∞, we denote by Hv′ the functor HR which associates a mixed
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Hodge-Pink structure with base field Fv′ . Proposition 5.8 implies that the
Hodge polygons of Hv(M) and Hv′(M) coincide, so that it remains to show
that the Hodge polygons of Hv(M)ss and Hv′(M)ss are equal. By [HarPi] (or
[HarJu, Thm. 2.3.34]), the essential image of HR is closed under the formation
of subquotients. This implies that there exists a sequence of inclusions in
MMrig

F

0 = M0 (M1 ( · · · (Mn = M

such that (Hv(M i))i is a Jordan-Hölder series for Hv(M) (note that n ≤
rankA Λv(M) = rankM). In addition, the quotients M i/M i−1 are simple in

M̃M
rig

F . It follows that (Hv′(M i))i is a Jordan-Hölder series for Hv′(M). Still
by Proposition 5.8, the Hodge polygons of Hv(M)ss and Hv′(M)ss coincide.

We leave open the question whether the property: "HR(M) have Hodge
descent" is independent on v.

From the exactness of HR (Theorem 5.4), we record:

Proposition 5.13. The categoryMMreg
F is R-linear exact.

Proof. That MMreg
F is R-linear follows from the fact that MMreg

F is a full
subcategory ofMMrig

F . We now show thatMMreg
F together with the notion

of exact sequences inherited fromMMrig
F forms an exact category.

IfM ′ andM ′′ are two objects inMMreg
F , then HR(M ′⊕M ′′) = HR(M ′)⊕

HR(M ′′) is Hodge additive by Lemma 4.37. By Proposition 4.44, HR(M ′ ⊕
M ′′) has Hodge descent. It follows that M ′ ⊕M ′′ is inMMreg

F and that

0 −→M ′ −→M ′ ⊕M ′′ −→M ′′ −→ 0

is exact inMMreg
F .

Secondly, we need to show that extensions inMMreg
F are stable through

pushouts and pullbacks. We denote by × and t the fiber product and the
amalgamated sum inMMrig

F respectively (see [Stack, 001U, 04AN]). Let 0→
M ′ i→M

p→M ′′ → 0 be an exact sequence inMMreg
F . Because HR is exact,

it preserves pushouts and pullbacks. That is, given a morphism N → M ′′ in
MMreg

F , we have

HR(M ×M ′′ N) = HR(M)×HR(M ′′) HR(N).

As a subobject of HR(M) ⊕ HR(N), the above is Hodge additive (Lemma
4.36) and has Hodge descent (Proposition 4.44). We deduce that M ×M ′′ N is
regulated. Dually, given a morphism N →M ′ inMMreg

F , we have

HR(M ′ tM ′ N) = HR(M ′) tHR(M ′) HR(N).

The above is a quotient of HR(M)⊕HR(N) and hence is Hodge additive (and
has Hodge descent by Proposition 4.44). Hence M ′ tM ′ N is regulated. The
sequences

0 −→M ′ −→M ×M ′′ N −→ N −→ 0
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0 −→ N −→M tM ′ N −→M ′′ −→ 0

are then exact inMMreg
F , as desired.

That admissible monomorphisms (resp. epimorphisms) are kernels (resp.
cokernels) of their corresponding admissible epimorphisms (resp. monomor-
phims), and that the composition of two admissible monomorphisms (resp.
epimorphims) is admissible, is clear as exact sequences in MMreg

F are exact
sequences inMMrig

F .

By Theorem 4.47, if M is an object ofMMreg
F then HR(M)# is a mixed

Hodge structure. We are thus in position to define the Hodge realization
functor.

Definition 5.14. We call the Hodge realization functor and denote it by HR

the functorMMreg
F →MHR given by the composition of HR and H 7→ H#.

We define H+
R similarly, with H +

R in place of HR.

The next statement makes sense by Proposition 5.13 and is evident from
Theorem 5.4 (resp. Corollary 5.6) and Theorem 4.47.

Proposition 5.15. The functorsHR :MMreg
F →MHR andH+

R :MMreg
F →

MH+
R are exact.

5.1.3 Regulated extensions

In Chapter 4, we introduced the concept of Hodge additive extensions in order
to work with more general extension spaces than the ones in the category
MHPha

R . Similarly, considering extension modules in the category MMreg
F

may be too restrictive, and we discuss in the rest of this section the notion of
regulated extensions.

Let N and M be two objects ofMMrig
F .

Definition 5.16. Let [E] ∈ Ext1
MMrig

F

(N,M). We say that [E] is regulated
if [HR(E)] is an Hodge additive extension of HR(N) by HR(M) in MHPR
(Definition 4.50). We let Ext1,reg

MMrig
F

(N,M) be the subset of extensions that are

congruent inMMrig
F to a regulated extension.

Remark 5.17. As in Remark 5.12, to be regulated for an extension does not
depend on R nor on v. This follows from Proposition 5.8.

Remark 5.18. Note that if both N and M are object ofMMreg
F , then

Ext1,reg
MMrig

F

(N,M) = Ext1
MMreg

F
(N,M).

This follows immediately from Proposition 4.44. As expected, this shows
that the bifunctor Ext1,reg

MMrig
F

on MMrig
F extends the bifunctor Ext1

MMreg
F

on
MMreg

F .
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We now assume that the smallest weight of N is bigger than the highest
weight of M . By Proposition 3.8, any extension of N by M is mixed, and by
Proposition 3.1, we have an isomorphism of A-modules

ιN,M :
HomA⊗F (τ ∗N,M)[j−1]

{f ◦ τN − τM ◦ τ ∗f | f ∈ HomA⊗F (N,M)}
∼−→ Ext1

MMrig
F

(N,M).

Proposition 5.19. Let u ∈ HomA⊗F (τ ∗N,M)[j−1]. The extension ιN,M(u) is
regulated if and only if u(τ ∗N) ⊂ τM(τ ∗M).

Proof. Let [E] be the extension ιN,M(u). By Proposition 3.1, E is the A-
motive whose underlying module is M ⊕ N and where τE acts by (

τM u
0 τN ).

The extension of mixed Hodge-Pink structures [H+(E)] is Hodge additive if
and only if, for e large enough, the F s

v [[j]]-modules qE/j
epE and (qM/j

epM) ⊕
(qN/j

epN) have the same elementary divisors with the same multiplicities. By
Lemma 5.7, they are respectively isomorphic to

M ⊕N/je {(τM(τ ∗m) + u(τ ∗n), τN(τ ∗n)) | (m,n) ∈M ⊕N}

and M/jeτM(τ ∗M)⊕N/jeτN(τ ∗N). It follows that [H+(E)] is Hodge additive
if and only if u(τ ∗N) ⊂ τM(τ ∗M).

Corollary 5.20. Let M be a mixed A-motive with negative weights. Then, the
morphism ι of Theorem 3.4 induces an isomorphism

M + τM(τ ∗M)

(id−τM)(M)

∼−→ Ext1,reg
MMrig

F

(1,M).

In particular, Ext1,reg
MMrig

F

(1,M) is an A-module.

5.1.4 Regulators of A-motives

We are now in position to discuss regulators in the function fields setting. We
define to types of them: the general regulator being associated with the functor
H +

R , and the special regulator associated with H+
R.

General regulator

Let M be an object in MMrig
F . We recall that v : F → C∞ is a K-algebra

morphism and R is a Noetherian sub-A-algebra of K∞. Corollary 5.6 makes
the next definition consistent.

Definition 5.21. The general v-regulator of M (with coefficient ring R) is the
R-linear morphism

Reg
v

R
(M) : Ext1

MMrig
F

(1,M)⊗A R −→ Ext1
MHP+

R
(1+,H +

R (M)),

which maps the class of [E] to the class of [H +
R (E)].
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In this subsection, we describe explicitly Reg
v

R
(M) in the case where the

weights ofM are all negative. Let ι be the isomorphism of Theorem 3.4. From
Proposition 3.82, ι induces an A-linear isomorphism

ι :
M [j−1]

(id−τM)(M)

∼−→ Ext1
MMrig

F

(1,M).

Let [E] ∈ Ext1
MMrig

F

(1,M) and let m ∈ M [j−1] be such that [E] = ι(m).
From Proposition 4.49, the extension of mixed Hodge-Pink structure HR([E])
associated to [E] is of the form(

Λv(M)R ⊕ Λv(1)R, (Λv(WµM)K ⊕ 1µ≥0K)µ,

(
id h
0 id

)
qM ⊕ q1

)
(5.4)

for a certain h ∈M ⊗A⊗F,v F s
v ((j)). The infinite Frobenius φE acts as

σ 7−→
(
φM(σ) c(σ)

0 1

)
(5.5)

for a certain cocycle c : Gv → Λv(M)R. Our aim is to express h and c in terms
of m.

Proposition 5.22. Let m ∈M [j−1] and let ξ be a solution of

ξ − τM(τ ∗ξ) = m

in M ⊗A⊗F,v C∞〈A〉 (By Corollary 1.68, ξ exists in M ⊗A⊗F,v F s
v ((j))). Then,

the image of ι(m) through Reg
v

R
(M) is congruent to an extension of the form

(5.4) with h = −(γvM)−1(ξ) and with infinite Frobenius of the form (5.5) with
c(σ) = ξσ − ξ for all σ ∈ GL.

Proof. By definition, [E] = ι(m) is of the form [M ⊕ A⊗ F, ( τM m
0 1 )]. Let us

first compute its v-Betti realization. The A-module Λv(E) is described by
couples (ω, a) where ω ∈M ⊗A⊗F,v C∞〈A〉 and a ∈ C∞〈A〉, satisfying(

τM m
0 1

)(
τ ∗ω
τ ∗a

)
=

(
ω
a

)
(5.6)

The bottom row equation yields that a ∈ A whereas the top arrow yields
τM(τ ∗ω) + am = ω. Let ξ be any solution in C∞〈A〉 of the equation ξ −
τM(τ ∗ξ) = m. Then,

Λv(E) = {(ω + aξ, a) | ω ∈ Λv(M), a ∈ A}.

The choice of ξ is equivalent to the choice of a splitting Λv(M)⊕ A ∼→ Λv(E)
which maps (ω, a) to (ω + aξ, a). Because the weights of M are negative, this
splitting preserves the weight filtration. In addition, the infinite Frobenius φE

115



Motivic Cohomology in Function Fields Arithmetic Q. Gazda

acts on Λv(E) by mapping, for σ ∈ Gv, (ω + aξ, a) to (ωσ + aξσ, a). In terms
of the above splitting, we get a commutative diagram:

Λv(M)⊕ A Λv(E)

Λv(M)⊕ A Λv(E)

(
φM (σ) ξσ−ξ

0 1

)
φE(σ)

It follows that the cocycle c : Gv → Λv(E)R is given by σ 7→ ξσ − ξ.
We come back to the determination of h. By Corollary 1.68, there exists a

finite separable extension L of K∞ in C∞ such that ξ ∈ L〈〈A〉〉j. In particular,
the image of ξ in F s

v ((j)) is well-defined. The morphism γE is computed from
that splitting through the following diagram of F s

v ((j))-modules:

Λv(E)⊗A F s
v ((j)) E ⊗A⊗F,v F s

v ((j))

(Λv(M)⊕ A)⊗A F s
v ((j)) (M ⊕ A⊗ F )⊗A⊗F,v F s

v ((j))

γE

∼

(
γM ξ
0 1

)o id

We deduce that the Hodge-Pink lattice qE is

qE =

(
(γvM)−1 −(γvM)−1(ξ)

0 1

)
(M ⊕ A⊗ F )⊗A⊗F,v F s

v [[j]]

=

(
id −(γvM)−1(ξ)
0 1

)
qM ⊕ q1.

It follows that h = −(γvM)−1(ξ).

Special regulator

The general regulator of M induces an R-linear morphism

Reg
v

R
(M) : Ext1,reg

MMrig
F

(1,M)⊗A R −→ Ext1,ha
MHP+

R

(1+,H +
R (M)).

We now assume that M is an object of MMreg
F . We introduce the special

regulator.

Definition 5.23. The special v-regulator of M (with coefficients in R) is the
R-linear morphism

RegvR(M) : Ext1
MMreg

F
(1,M)⊗A R −→ Ext1

MH+
R

(1+,H+
R(M))

which maps the class of [E] to the class of [H+
R(E)].

Remark 5.24. By Definition 5.14, RegvR(M) is the composition of Reg
v

R
(M)

and [H] 7→ [H#].
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5.2 Extensions with analytic reduction at v
Let v : F → C∞ be a K-algebra morphism and let Fv be the completion of F
for |x|v = |σ(x)|. Let F s

v be a separable closure of Fv and let Gv = Gal(F s
v |Fv)

be the absolute Galois group of Fv. In this section, we introduce the notion
of extensions in MMrig

F having analytic reduction at v. The notion plays a
central role in the rest of the text, and answers two main issues:

• In Chapter 6, we showed the kernels of the adic realization maps (Def-
initions 4.13 and 4.53) are more relevant than Ext1

MH+
R
and Ext1

MHP+
R

in the study of Beilinson’s conjectures (e.g. the beginning of Subsection
4.2.2). Extensions in the categoryMMrig

F having analytic reduction at
v will provide a natural sub-A-module of Ext1

MMrig
F

(1,M) whose image

through Reg
v

R
lies in the kernel of dH +

R (M) (see Corollary 5.30).

• If M is an object in MMreg
F , say with negative weights, the sub-A-

module Ext1
MMreg

F ,OF (1,M) of extensions of 1 by M in the category
MMreg

F having everywhere good reduction (as in Subsection 2.2.3) is
not a finitely generated module unless M = 0 (Theorem 6.2). This is
in opposition to what is expected in the number field situation. The
essential reason for the non-finiteness feature comes from a phenomenon
already observed by Taelman in [Tae2] from the side of Drinfeld mod-
ules. Contrary to the number field setting where, for a classical mixed
motive M over Q and MB its Betti realization, H1(Gal(C|R),MB) is,
conjecturally, a finite abelian group, H1(Gv,Λv(M)) is generally not of
finite type over A. In the next chapter, Theorem 6.2, we explain that this
prevents Ext1

MMreg
F ,OF (1,M) from being finitely generated. We equally

show that the natural submodule of extensions having analytic reduction
at ∞ is finitely generated over A.

LetM be an object inMMrig
F . Inspired by [Tae2] in the context of Drinfeld

modules, we introduce the v-adic realization map as follows. Given a short
exact sequence of A-motives over F

[E] : 0 −→M −→ E −→ 1 −→ 0, (5.7)

the induced sequence of A[Gv]-modules

0 −→ Λv(M) −→ Λv(E) −→ Λv(1) −→ 0 (5.8)

is exact by Corollary 1.61. In the category of A-modules, the above sequence
splits, and the choice of a splitting yields an A-linear isomorphism Λv(E) ∼=
Λv(M)⊕ Λv(1) on which σ ∈ Gv acts by a matrix of the form ( σ c

0 1 ) for some
application c : Gv → Λv(M). The property that this association is a group
morphism translates to the assertion that the mapping σ 7→ c defines a cocycle
cE : Gv → Λv(M). The latter cocycle is well-known to not depend on the choice
of the splitting modulo principal cocycles.
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Definition 5.25. We call the v-adic realization map of M , and name it rM,v,
the A-linear morphism

rM,v : Ext1
MMrig

F

(1,M) −→ H1(Gv,Λv(M))

induced by the exactness of Λv (Corollary 1.61). It maps [E] to cE.

Similarly, the Betti realization functor is exact and, as such, defines an
A-module morphism, called the ∞-adic realization map of M ,

rM,∞ : Ext1
MMrig

F

(1,M) −→ H1(G∞,Λ(M)). (5.9)

The morphism rM,∞ is already covered by Definition 5.25 taking F = K and
for v = i the inclusion. Indeed, we have a commutative square of A-modules

Ext1
MMrig

F

(1F ,M) Ext1
MMrig

K

(1K ,ResF/KM)

H1(G∞,Λ(M)) H1(G∞,Λi(ResF/KM))

=

rM,∞ rM,i

=

Definition 5.26. We say that [E] ∈ Ext1
MMrig

F

(1,M) has analytic reduction
at v (resp. at ∞) if [E] lies in the kernel of rM,v (resp. rM,∞). We denote
Ext1,v

MMrig
F

(1,M) (resp. Ext1,∞
MMrig

F

(1,M)) the kernel of rM,v (resp. rM,∞).

We now assume that M has negative weights. We describe explicitly
rM,v(ι(m)), where ι is the isomorphism of Theorem 3.4 and m ∈M [j−1].

Proposition 5.27. For m ∈ M [j−1], the morphism rM,v maps the extension
ι(m) to the cocycle cm : σ 7→ ξσm − ξm, where ξm ∈ M ⊗A⊗F,v C∞〈A〉 is any
solution of the equation ξ − τM(τ ∗ξ) = m (which exists by Corollary 1.68).

Remark 5.28. Note the similarities between Propositions 5.27 and 5.22. This
proximity is at the heart of Theorem 5.31 below.

Proof of Proposition 5.27. Choose m ∈ M [j−1] and let [E] = ι(m). By defini-
tion, the v-Betti realization of E consists of pairs (ξ, a), ξ ∈M ⊗A⊗F,v C∞〈A〉
and a ∈ Fv〈A〉, solution of the system(

τM m
0 1

)(
τ ∗ξ
τ ∗a

)
=

(
ξ
a

)
.

It follows that a ∈ A and ξ − τM(τ ∗ξ) = am. A splitting of exact sequence
[Λv(E)] in the category of A-modules corresponds to the choice of a particular
solution ξm of the equation ξ − τM(τ ∗ξ) = m in M ⊗A⊗F,v C∞〈A〉. To the
choice of ξm corresponds the splitting

Λv(M)⊕ Λv(1)
∼−→ Λv(E), (ω, a) 7−→ (ω + aξm, a).

An element σ ∈ Gv acts on the right-hand side by

(ω + aξm, a) 7→ (ωσ + aξσm, a) = (ωσ + a(ξσm − ξm) + aξm, a)

where ξσm−ξm ∈ Λv(M). Hence, σ acts as the matrix
(
σ ξσm−ξm
0 1

)
as desired.
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The next definition introduce new appropriate notations.

Definition 5.29. Let M be an object ofMMrig
F with negative weights. We

let
Ext1,v

MHP+
R

(1+,H +
R (M)) (resp. Ext1,v

MH+
R

(1+,H+
R(M)) )

denote the submodule of Ext1
MHP+

R
(1+,H +

R (M)) (resp. Ext1
MH+

R
(1+,H +

R (M)))
given by the kernel of dH +

R (M) (resp. dH+
R(M)) (Definition 4.53, resp. 4.13).

As an immediate consequence of Propositions 5.27 and 5.22, we have the
next important result, already announced in the beginning of this section:

Corollary 5.30. Let M be an object ofMMrig
F with negative weights. Then,

Reg
v

R
(M)

(
Ext1,v

MMrig
F

(1,M)
)
⊂ Ext1,v

MHP+
R

(1+,H +
R (M)).

The above corollary is in fact a particular case of the next theorem.

Theorem 5.31. Let M be an object in MMrig
F with negative weights. We

have a commutative diagram of A-modules whose lines are exact:

Ext1,v

MMrig
F

(1,M) Ext1
MMrig

F

(1,M) H1(Gv,Λv(M))

Ext1,v

MHP+
R

(1+,H +
R (M)) Ext1

MHP+
R

(1+,H +
R (M)) H1(Gv,Λv(M)⊗A R)

Reg
v

R
(M)

r

Reg
v

R
(M) id⊗A1R

d

where r = rM,v ⊗A idR and d = dH +
R (M) (see Definitions 5.25 and 4.53).

We begin with a lemma.

Lemma 5.32. Let M be a rigid analytically trivial A-motive. Let l be a F s
v [[j]]-

lattice in Λ(M)⊗A F s
v ((j)). Then, l is Gv-equivariant and H1(Gv, l) = 0.

Proof. The F s
v [[j]]-lattice l is isomorphic to an F s

v [[j]]-lattice in M ⊗A⊗F,v F s
v ((j))

via γvM (5.3). By the elementary divisor Theorem in the discrete valuation
ring F s

v [[j]], there exists a Gv-equivariant F s
v ((j))-linear automorphism ψ of the

F s
v ((j))-vector space M ⊗A⊗F,v F s

v ((j)) such that

γvM(l) = ψ(M ⊗A⊗F,v F s
v [[j]]).

This implies that l isGv-equivariant and further that l is isomorphic toM⊗A⊗F,v
F s
v [[j]] as a F s

v [[j]][Gv]-module. By the additive Hilbert’s 90 Theorem we have
H1(Gv, F

s
v [[j]]) = 0 and it follows that H1(Gv, l) = 0.

Proof of Theorem 5.31. The upper row is exact by construction (Definition
5.26). The exactness of the lower row follows from Lemma 5.32 and Proposition
4.55. Propositions 5.27 and 5.22 imply that the squares are commutative.
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5.3 Rigid analytic description of extension mod-
ules

We end this chapter by a description of the extension groups inMrig
F in terms

of solutions of τ -difference equations (Proposition 5.33). These formulas will
be used to describe general and special regulators. In that respect, Theorem
5.34 below show that RegvR(M) can be interpreted as an "evaluation at j" of
certain transcendental series given by solutions of these τ -difference equations.
This key observation is at the origin of Chapter 7, where we use RegvR(M) to
study algebraic relations among values of Carlitz’s polylogarithms. Also, the
content of this section is one of the main ingredients in the proofs of Theorem
E and F (Chapter 6).

Let v : F → C∞ be a K-algebra morphism. Recall that Fv is the comple-
tion of F with respect to |x|v := |v(x)|. The embedding v extends by continuity
to Fv → C∞, so that it makes sense to consider the algebra Fv〈A〉 of Section
1.4.

Let M be an object ofMrig
F . Let us give a name to various sub-A-modules

of Ext1
Mrig

F

(1,M). To this end, we identify Ext1
Mrig

F

(1,M) as a submodule of
Ext1

MF
(1,M).

For ∗ ∈ {∞, v}, we set:

• Ext1,∗
Mrig

F ,OF
(1,M) := Ext1

MF ,OF (1,M) ∩ Ext1,∗
Mrig

F

(1,M),

• Ext1,reg,∗
Mrig

F

(1,M) := Ext1,reg
Mrig

F

(1,M) ∩ Ext1,∗
Mrig

F

(1,M),

• Ext1,reg,∗
Mrig

F ,OF
(1,M) := Ext1,∗

Mrig
F ,OF

(1,M) ∩ Ext1,reg
Mrig

F

(1,M).

The next proposition describes elements of the above modules as solutions
of τ -difference equations.

Proposition 5.33. Let M = (M, τM) be a rigid analytically trivial A-motive
over F . Let ι be the isomorphism of Theorem 3.4. The A-linear map

{ξ ∈M ⊗A⊗F,v C∞〈A〉|ξ − τM(τ ∗ξ) ∈M [j−1]}
M + Λv(M)

→ Ext1
Mrig

F

(1,M), (5.10)

mapping the class of ξ to ι(ξ − τM(τ ∗ξ)), is an isomorphism. Let M reg :=
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M + τM(τ ∗M) and M reg
O := M reg ∩MO[j−1]. Then (5.10) specializes to:

{ξ ∈M ⊗v C∞〈A〉 | ξ − τM(τ ∗ξ) ∈MO[j−1]}
MO + Λv(M)

∼→ Ext1
Mrig

F ,OF
(1,M), (5.11)

{ξ ∈M ⊗v C∞〈A〉 | ξ − τM(τ ∗ξ) ∈M reg}
M + Λv(M)

∼→ Ext1,reg
Mrig

F

(1,M), (5.12)

{ξ ∈M ⊗v Fv〈A〉 | ξ − τM(τ ∗ξ) ∈M [j−1]}
M + Λv(M)+

∼→ Ext1,v

Mrig
F

(1,M), (5.13)

{ξ ∈M ⊗v C∞〈A〉 | ξ − τM(τ ∗ξ) ∈M reg
O }

MO + Λv(M)

∼→ Ext1,reg
Mrig

F ,OF
(1,M), (5.14)

{ξ ∈M ⊗v Fv〈A〉 | ξ − τM(τ ∗ξ) ∈MO[j−1]}
MO + Λv(M)+

∼→ Ext1,v

Mrig
F ,OF

(1,M), (5.15)

{ξ ∈M ⊗v Fv〈A〉 | ξ − τM(τ ∗ξ) ∈M reg}
M + Λv(M)+

∼→ Ext1,reg,v
Mrig

F

(1,M), (5.16)

{ξ ∈M ⊗v Fv〈A〉 | ξ − τM(τ ∗ξ) ∈M reg
O }

MO + Λv(M)+

∼→ Ext1,reg,v
Mrig

F ,OF
(1,M). (5.17)

Proof. First note that because both M and 1 are rigid analytically trivial,
Ext1

Mrig
F

(1,M) equals Ext1
MF

(1,M) (Proposition 1.60). Let N ⊂ N ′ ⊂M [j−1]

be inclusions of sub-A-modules, and assume that τM(τ ∗N) ⊂ N ′. We have the
following diagram of A-modules, exact on lines with commutative squares

0 N M ⊗A⊗F,v C∞〈A〉
M ⊗A⊗F,v C∞〈A〉

N
0

0 N ′ M ⊗A⊗F,v C∞〈A〉
M ⊗A⊗F,v C∞〈A〉

N ′
0,

id−τM id−τM ϕN,N′

where we denoted ϕN,N ′ the induced morphism id−τM on the quotient. By
definition, we find

kerϕN,N ′ =
{ξ ∈M ⊗A⊗F,v C∞〈A〉 | ξ − τM(τ ∗ξ) ∈ N ′}

N
.

By Theorem 1.56, the middle vertical arrow is surjective. The snake Lemma
implies that there is a natural isomorphism

kerϕN,N ′

Λv(M)
=
{ξ ∈M ⊗A⊗F,v C∞〈A〉 | ξ − τM(τ ∗ξ) ∈ N ′}

N + Λv(M)

∼−→ N ′

(id−τM)(N)

given explicitly by mapping ξ to ξ − τM(τ ∗ξ).
We obtain the isomorphism (5.10) by taking N = M and N ′ = M [j−1]

above. By Theorem 3.18, (5.11) follows from N = MO and N ′ = MO[j−1]. By
Corollary 5.20, (5.12) follows from N = M and N ′ = M reg. (5.14) follows from
N = MO and N ′ = M reg

O .
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To obtain the remaining isomorphisms, we apply the same argument to the
following commutative diagram of A-modules, exact on rows:

ker(id−τM |N) Λv(M)+

0 N M ⊗A⊗F,v Fv〈A〉
M ⊗A⊗F,v Fv〈A〉

N
0

0 N ′ M ⊗A⊗F,v Fv〈A〉
M ⊗A⊗F,v Fv〈A〉

N ′
0

coker(id−τM |N) H1(Gv,Λv(M))

id−τM id−τM ϕN,N′

r

(5.18)
The middle column is exact by Theorem 1.56.

When N = M and N ′ = M [j−1], it follows from the explicit description
of the v-adic realization map rM,v in Proposition 5.27 that r coincides with
rM,v ◦ ι. Hence (5.13) follows from the snake Lemma. Similarly, (5.15) follows
from N = MO, N ′ = MO[j−1], (5.16) follows from N = M , N ′ = M reg and
(5.17) follows from N = MO, N ′ = M reg

O .

We now assume thatM is an object ofMMrig
F . We regard Ext1

MMrig
F

(1,M)

as a submodule of Ext1
MF

(1,M). We assume that the weights of M are nega-
tive, so that the latter inclusion is an equality (Proposition 3.8). We end this
chapter by a conclusive commutative diagram of A-modules which synthetizes
results on regulators.

Theorem 5.34. Let M be an object of MMrig
F with negative weights. We

have a commutative diagram of A-modules:

Ext1,reg,v
MMrig

F

(1,M)
{ξ ∈M ⊗v Fv〈A〉 | ξ − τM(τ ∗ξ) ∈M reg

O }
Λv(M)+ +MO

Ext1,ha,v
MHP+

R

(1+,H +
R (M))

(M + τM(τ ∗M))⊗v Fv[[j]]
Λv(M)+

R +M ⊗v Fv[[j]]

Ext1,v

MH+
R

(1+,H+
R(M))

(Λv(M)⊗A F s
v )+

Λv(M)+
R + F 0(Λv(M)⊗A F s

v )+

Reg
v

R
(M)

RegvR(M)

ξ 7→ ξ

∼

[H] 7→[H#] ξ 7→ −(γvM )−1(ξ) (mod j)

∼

∼
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Proof. The top isomorphism is Proposition 5.33(5.17). The middle isomor-
phism results as the composition of

Ext1,ha,v
MHP+

R

(1+,H +
R (M))

∼←−
p+
M + q+

M

Λ(M)+
R + q+

M

∼−→ (M + τM(τ ∗M))⊗v Fv[[j]]
Λv(M)+

R +M ⊗v Fv[[j]]

where the first isomorphism follows from Proposition 4.55 and the second is
induced by −(γvM)−1 (Lemma 5.7). That the upper square commutes is due to
Proposition 5.22. The lower square commutes by Proposition 4.55. That the
loop (with the curved arrow) commutes follows from the definition of RegvR
(Definition 5.23).

Remark 5.35. From Theorem 5.34, RegvR(M) can be interpreted as an "eval-
uation at j" of certain transcendental series given by solutions of τ -difference
equations. This key observation is at the origin of Chapter 7, where we use
RegvR(M) to study algebraic relations among values of Carlitz’s polylogarithms.
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Chapter 6

Towards Beilinson’s first
conjecture for A-motives

This chapter is devoted to the proof of Theorems E, F (6.2 and 6.4 in this
chapter) stated in the introduction (Chapter 0), and aims to lay down the
statement of Beilinson’s first conjecture in the function field setting.

6.1 Statements and methods of proof

6.1.1 Statements

Recall that (C,OC) is a geometrically irreducible smooth projective curve over
F and that ∞ is a closed point on C. Let F be a finite field extension of
K = F(C) and let OF be the integral closure of A = H0(C \ {∞},OC) in
F . Let M be a rigid analytically trivial A-motive over F and let Λ(M) be its
Betti realization equipped with the continuous action of G∞ = Gal(Ks

∞|K∞)
(Definition 1.48). Recall that we denoted

Ext1,reg,∞
Mrig

F ,OF
(1,M) := ker

(
Ext1,reg

Mrig
F ,OF

(1,M)
rM,∞−→ H1(G∞,Λ(M))

)
where rM,∞ is the∞-adic realization map (see Definition 5.25). Let us denote
by U(M) the corresponding cokernel:

U(M) := coker
(

Ext1,reg
Mrig

F ,OF
(1,M)

rM,∞−→ H1(G∞,Λ(M))
)
. (6.1)

Inspired by [Tae2, Rmk. 6.2], we call U(M) the class module of M .
Remark 6.1. By Theorem 1.56, the computation of the class module U(M)
can be made explicit: we have a natural isomorphism of A-modules:

U(M) ∼=
M ⊗A⊗K K∞〈A〉

(M + τM(τ ∗M)) ∩MO[j−1] + (id−τM)(M ⊗A⊗K K∞〈A〉)
.

The next theorem is the function field analogue of the finiteness conjecture
in classical motivic cohomology. Repeated from Theorem E in Chapter 0, we
state:
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Theorem 6.2. The A-modules Ext1,reg,∞
Mrig

F ,OF
(1,M) and U(M) are finitely gener-

ated. If all the weights of M are negative (even if M is not necessarily mixed),
then U(M) is finite.

Remark 6.3. It follows from Theorem 6.2 that Ext1,reg
Mrig

F ,OF
(1,M) is generally not

a finitely generated A-module. To wit, let M be a non zero rigid analytically
trivial A-motive over K satisfying

Λ(M) = Λ(M)+

so that G∞ acts trivially on Λ(M). By Theorem 6.2, the non-finite generation
of Ext1,reg

Mrig
K ,A

(1,M) is equivalent to that of H1(G∞,Λ(M)). Any cocycle thereof
is described by an additive continuous function G∞ → Λ(M). To conclude that
H1(G∞,Λ(M)) is not finitely generated, it then suffices to show that G∞ is
not topologically finitely generated. This follows from class field theory: its
wild inertia group is isomorphic to the group of one-units in O∞, which is
isomorphic to a countably infinite product of Zp.

Inasmuch as Ext1,reg,∞
Mrig

F ,OF
(1,M) is a finitely generated A-module, it is de-

termined, up to isomorphisms, by its rank and its torsion submodule. While
the latter seems very hard to determine in practice (see Chapter 7 for explicit
computations in the case of Carlitz’s tensor powers), the former is accessible
from our next theorem which is the highlight of this thesis.

Let H +
K∞

: MMrig
K → MHP+

K∞
be the Hodge-Pink realization functor

with base field K∞ and coefficients in K∞ (Definition 5.3). By abuse of nota-
tions, we still denote by H +

K∞
:MMrig

F →MHP+
K∞

the functor given by the
composition

MMrig
F MMrig

K MHP+
K∞

.
ResF/K H +

K∞

Repeated from Theorem F in Chapter 0, we state:

Theorem 6.4. Assume that M is mixed and that all the weights of M are neg-
ative. The spaces Ext1,reg,∞

MMrig
F ,OF

(1,M) ⊗A K∞ and Ext1,ha,∞
MHP+

K∞
(1+,H +

K∞
(M))

have the same dimension over K∞.

The proof of Theorem 6.4 exhibits an isomorphism ρ(M) of K∞-vector
spaces. Theorem 6.4 motivates the next definition:

Definition 6.5. Assume that M is mixed and that all the weights of M
are negative. We say that Beilinson’s conjecture is true for M whenever
Reg

∞
K∞

(M) induces an isomorphism of K∞-vector spaces:

Ext1,reg,∞
MMrig

F ,OF
(1,M)⊗A K∞

∼−→ Ext1,ha,∞
MHP+

K∞
(1+,H +

K∞
(M)).

It will appear from Chapter 7 that Beilinson’s conjecture is not true in
the case of p tensor power multiple of the Carlitz module, where p is the
characteristic of F.
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6.1.2 Methods and plan of proof

LetM be a mixed rigid analytically trivial A-motive over F . A first observation
is that in both Theorems 6.2 and 6.4, one can assume that F = K and that
v = i is the inclusion. Indeed, we have (e.g. Proposition 5.33):

Ext1,reg,∞
MMrig

F ,OF
(1,M) = Ext1,reg,∞

MMrig
K ,A

(1,ResF/KM).

We therefore assume that M is over K. A main ingredient in the proof of
Theorems 6.2 and 6.4 is what we call shtuka models of A-motives. We discuss
this notion in Section 6.2. Shtuka models correspond roughly to compactified
versions of A-motives over K, where the Dedekind scheme SpecA ⊗K is re-
placed by C×C and the ideal j is replaced by the diagonal divisor ∆ (Definition
6.9). Under the assumption that the weights of M are negative, we associate
non-canonically a C×C-shtuka model toM (Theorem 6.11). Our construction
shares many similarities with Mornev’s global models in the context of Drinfeld
modules [Mo1, §12], although it is not directly linked. An important feature
of Section 6.2 is Subsection 6.2.3 where we show an unexpected link between
shtuka models at {∞} × {∞} and Hodge additive extensions of Hodge-Pink
structures (Theorem 6.19). This link is at the heart of the proof of Theorem
6.4.

In Section 6.4, we focus on the proof of the theorems. We begin by coho-
mological preliminaries in Subsection 6.3.2. The objective there is to develop
a simple method to compute the Zariski and formal coherent cohomology on
schemes covered by two affine subschemes (Theorems 6.26 and 6.28). In Sub-
section 6.4.1, the proofs of Theorems 6.2 and 6.4 are achieved as an applica-
tion of the methods of Subsection 6.3.2 to a C × C-shtuka of M . Compar-
ison of Zariski and formal cohomology will lead to an isomorphism of K∞-
vector spaces ρ(M) (see Definition 6.35) which we conjecture to be related to
Reg

∞
K∞

(M) (Conjecture ??). We leave this question open for now.

6.2 Shtuka models of A-motives
In this section, we define Shtuka models associated to A-motives M over K.
Being defined on proper varieties over F, they are better suited for cohomo-
logical computations. We consider two types of them: C and C × C-models
(introduced in Subsection 6.2.1 and 6.2.2 respectively). While the former ex-
ist unconditionally (Proposition 6.7), C × C-models exist if and only if the
weights of M are non-positive (Lemma 6.12 and Theorem 6.11). The most
important part of this section is Subsection 6.2.3 where a link is made between
C ×C-shtuka models at {∞}× {∞} and Hodge additive extensions of mixed
Hodge-Pink structures (Theorem 6.19).

We denote by τ : C×C → C×C the morphism of F-schemes which acts as
the identity on the left-hand factor C and as the q-Frobenius on the right-hand
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one. Because C is separated over F, the diagonal morphism C → C × C is
a closed immersion and its image defines a closed subscheme ∆ of C × C of
codimension 1. It defines a divisor ∆ on C×C which we call the characteristic
divisor. Because O(∆) ⊂ OC×C , ∆ is an effective divisor. The evaluation of
O(∆) at the affine open subscheme Spec(A ⊗ A) of C × C recovers the ideal
j = jidA of A⊗ A.

Let us recall some notations introduced earlier in Chapter 1. For R a
Noetherian F-algebra, we denoted by A∞(R) the R-algebra

A∞(R) = lim←−
n

(O∞ ⊗R)/(mn
∞ ⊗R).

This ring was considered to define isocrystals and mixedness in Subsection
1.2. We denoted B∞(R) the R-algebra K∞⊗O∞A∞(R). The formal spectrum
SpfA∞(R) corresponds to the completion of the Noetherian scheme C×SpecR
at the closed subscheme {∞} ×R, that is, SpfO∞×̂ SpecR = SpfA∞(R).

In the context of Betti realizations, Section 1.4, we also considered the
algebra O∞〈A〉, defined by

O∞〈A〉 = lim←−
n

(A⊗O∞)/(A⊗mn
∞)

and, given a complete field L in C∞ that contains K∞, we denoted by L〈A〉 the
algebra O∞〈A〉 ⊗O∞ L. Similarly, SpfO∞〈A〉 is the completion of Spec(A ⊗
O∞) at SpecA× {∞}.

The closed subscheme C×{∞} defines an effective divisor on C×C which
we denote ∞C . Similarly, we let ∞A be the effective divisor (SpecA) × {∞}
of (SpecA)× C.

6.2.1 C-shtuka models

LetM be an A-motive over K. LetMA be the maximal A-model ofM (Propo-
sition 2.30). We set N := M + τM(τ ∗M) and NA := N ∩MA[j−1].

Definition 6.6. A C-shtuka model for M is the datum (N ,M, τM) of

(a) A coherent sheaf N on (SpecA)× C such that N (SpecA⊗ A) = NA,

(b) A coherent subsheafM of N such thatM(SpecA ⊗ A) = MA and for
which the cokernel of the inclusion ι :M→ N is supported at ∆,

(c) A morphism τM : τ ∗M→ N (−∞A) which coincides with τM : τ ∗MA →
NA on the affine open subscheme SpecA⊗ A.

In the case of effective A-motives, a reference for the next proposition is [?,
Prop. 4.5.1].

Proposition 6.7. A C-shtuka model for M exists.
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Proof. Let B be a sub-F-algebra of K such that (SpecA)∪ (SpecB) forms an
affine open covering of C in the Zariski topology. Let D be the sub-F-algebra
of K containing both A and B and such that SpecD = (SpecA) ∩ (SpecB)1.
For S ∈ {A,B,D}, we let jS be the ideal of A ⊗ S given by either jA := j,
jD := j(A⊗D) and jB := jD ∩ (A⊗B). Note that O(∆)(SpecA⊗ S) = jS.

Let MD be the A⊗D-module MA ⊗A D, and let M ′
B be an A⊗ B-lattice

in MD (for instance, if m1, ...,ms are generators of MD, consider M ′
B to be the

A⊗B-submodule spanned by m1, ...,ms).
Since τM(τ ∗MA) ⊂ MA[j−1], we have τM(τ ∗MD) ⊂ MD[j−1

D ]. However, it
might not be true that τM(τ ∗M ′

B) ⊂M ′
B[j−1

B ]. Yet, there exists d ∈ B invertible
in D such that

τM(τ ∗M ′
B) ⊂ d−1M ′

B[j−1
B ].

Let r ∈ B invertible in D which vanishes2 at ∞ and let MB := (rd)M ′
B. We

now have
τM(τ ∗MB) ⊂ rMB[j−1

B ].

Since r is invertible inD, the multiplication maps furnish glueing isomorphisms

MA ⊗A D
=−→MD

∼←−MB ⊗B D. (6.2)

For S ∈ {A,B,D}, we set NS := (M + τM(τ ∗M)) ∩MS[j−1
S ]. NS is an A⊗ S-

module of finite type which contains MS. By flatness of D over A (resp. B),
the multiplication maps also are isomorphisms:

NA ⊗A D
∼−→ ND

∼←− NB ⊗B D. (6.3)

Let M (resp. N ) be the coherent sheaf on SpecA × C resulting from the
glueing (6.2) (resp. (6.3)). SinceMA ⊂ NA andMB ⊂ NB,M is a subsheaf of
N . We have further MA[j−1] = NA[j−1] and MB[j−1

B ] = NB[j−1
B ] which implies

that the cokernel ofM ⊂ N is supported at ∆.
Because τM(τ ∗MS) ⊂ NS for all S ∈ {A,B,D}, one obtains a unique

morphism of O(SpecA)×C-modules τM : τ ∗M → N . Since τM(τ ∗MB) ⊂ rNB

and r vanishes at ∞, we also have τM(τ ∗M) ⊂ N (−∞A).

The fact that the image of τM lands in N (−∞A) allows to show the fol-
lowing lemma. It will be used later on in Subsection 6.4.1 to simplify some
cohomological computations. Let (N ,M, τM) be a C-shtuka model for M .

Lemma 6.8. Let i : SpecO∞〈A〉 → SpecA ⊗ O∞ ↪→ (SpecA) × C be the
canonical morphism of A-schemes. The inclusion of sheaves i∗M ⊂ i∗N is an
equality and the induced morphism

ι− τM : i∗M(SpecO∞〈A〉) −→ i∗N (SpecO∞〈A〉)

is an isomorphism of O∞〈A〉-modules.
1Let x be a closed point on C distinct from ∞. Then B := H0(C \ {x},OC) works. In

the latter case, we have D := H0(C \ {∞, x},OC).
2Such an r always exists: the divisor D := deg(x) ·∞−deg(∞) ·x has degree zero so that

nD is principal for n large enough by the fact that C0(K) is finite [Ros, Lem. 5.6]. Chosing
r such that (r) = nD, then r ∈ B and r is invertible in D.
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Proof. By Lemma 1.47, we have jO∞〈A〉 = O∞〈A〉. In particular, i∗∆ is the
empty divisor of SpecO∞〈A〉. The equality between i∗M and i∗N follows.

Let π∞ be a uniformizer of O∞. We denote by Ξ the O∞〈A〉-module
i∗M(SpecO∞〈A〉). Because τM(τ ∗M) ⊂ N (−∞A), we have τM(τ ∗Ξ) ⊂
π∞Ξ. In particular, for all ξ ∈ Ξ, the series

ψ :=
∞∑
n=0

τnM(τn∗ξ)

converges in Ξ. The assignation ξ 7→ ψ defines an inverse of id−τM on Ξ.

6.2.2 C × C-shtuka models

We want to extend the construction of Proposition 6.7 from (SpecA) × C to
C × C.

Definition 6.9. A C × C-shtuka model for M is the datum (N ,M, τM) of

(a) a coherent sheaf N on C × C such that N (SpecA⊗ A) = NA,

(b) a coherent subsheafM of N such thatM(SpecA⊗A) = MA and such
that the cokernel of the inclusion ι :M→ N is supported at ∆,

(c) a morphism of sheaves τM : τ ∗M → N (−∞C) which coincides with
τM : τ ∗MA → NA on SpecA⊗ A.

Remark 6.10. The restriction of a C×C-shtuka model for M on (SpecA)×C
is an C-shtuka model for M .

We prove:

Theorem 6.11. If the weights of M are non-positive, a C × C-shtuka model
for M exists.

Proof. We use the notations and definitions of the proof of Proposition 6.7.
That is, B is a sub-F-algebra of K such that (SpecA) ∪ (SpecB) forms an
open affine cover of C, D is the sub-F-algebra of K containing A and B such
that SpecD = (SpecA) ∩ (SpecB).

Recall that, given an F-algebra R, A∞(R) and B∞(R) are defined respec-
tively as the completion of O∞⊗R at the ideal m∞⊗R and asK∞⊗O∞A∞(R).

Because the weights of M are non-positive, there exists by Lemma 1.40 an
A∞(K)-lattice T inM⊗A⊗KB∞(K) stable by τM . We define two sub-A∞(B)-
modules of T :

TB := T ∩ (MB ⊗A⊗B B∞(B)) , UB := T ∩ (NB ⊗A⊗B B∞(B)) ,

two sub-A∞(D)-modules of T :

TD := T ∩ (MD ⊗A⊗D B∞(D)) , UD := T ∩ (ND ⊗A⊗D B∞(D)) ,
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and two sub-A∞(A)-modules of T :

TA := T ∩ (MA ⊗A⊗A B∞(A)) , UA := T ∩ (NA ⊗A⊗A B∞(A)) .

The above two A∞(A)-modules are in fact equal. Indeed, as jB∞(A) = B∞(A)
and since the inclusion A⊗ A→ B∞(A) is flat, we have

NA ⊗A⊗A B∞(A) = [(M + τM(τ ∗M)) ∩MA[j−1]]⊗A⊗A B∞(A)

= [(M + τM(τ ∗M))⊗A⊗A B∞(A)] ∩ [MA[j−1]⊗A⊗A B∞(A)]

= [M ⊗A⊗K B∞(K)] ∩ [MA ⊗A⊗A B∞(A)]

= MA ⊗A⊗A B∞(A).

Our aim is to glue together MA, MB, TA and TB (resp. NA, NB, UA and
UB) to obtain M (resp. N ) along the covering SpecA ⊗ A, SpecA ⊗ B,
SpecA∞(A) and SpecA∞(B) of C × C.

C × C

SpecA
SpecB

SpecA

C

C

SpecA⊗ A

SpecA⊗B

SpecA∞(A)

SpecA∞(B)•∞

•∞

Figure 6.1: The covering {SpecA⊗A, SpecA⊗B, SpecA∞(A), SpecA∞(B)}
of the F-scheme C × C

This covering is not Zariski, so we will use the Beauville-Lazslo Theorem
[BeaLa] to carry out the glueing process. By functoriality, the morphism τM
will result as the glueing of

τ ∗MA τ ∗MB τ ∗TA τ ∗TB

NA NB UA UB

(6.4)

along the corresponding covering. Note that the first two arrows glue together
by the proof of Proposition 6.7.
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Step 1: the modules TA, TB, UA and UB are finitely generated. We
prove finite generation for TA (the argument for TB, UA and UB being similar).

The A ⊗ A-module MA is finitely generated projective and, as such, is a
direct summand in a free A ⊗ A-module L of finite rank. In particular, the
B∞(K)-module L ⊗A⊗A B∞(K) is free of finite rank and contains M ⊗A⊗K
B∞(K) as a submodule. Let n = (n1, ..., ns) be a basis of L. For any element
m in L⊗A⊗A B∞(K), we denote by v∞(m) the minimum of the valuations of
the coefficients of m in n. Because T is finitely generated over A∞(K), there
exists a positive integer vT such that v∞(t) ≥ −vT for all t ∈ T .

Let N ⊂ L⊗A⊗A B∞(K) be the finite free A∞(A)-module generated by n.
We have by definition v∞(n) ≥ 0 for any n ∈ N . We have

TA ⊂MA ⊗A⊗A B∞(A) ⊂ N ⊗A∞(A) B∞(A) =
∞⋃
n=0

π−n∞ N.

For x ∈ TA \{0}, let n be a non-negative integer such that x = π−n∞ m for some
m ∈ N \ π∞N . Comparing valuations yields

n = v∞(m)− v∞(x) ≤ v∞(m) + vT .

The number v∞(m) cannot be positive, otherwise we would havem ∈ π∞(N⊗A∞(A)

A∞(K)) which contradicts m /∈ π∞N because of the equality

π∞N = N ∩ π∞(N ⊗A∞(A) A∞(K)).

Therefore, n ≤ vT , and we deduce that

TA ⊂
vT⋃
n=0

π−n∞ N.

Because A∞(A) is Noetherian, it follows that TA is finitely generated.

Step 2: TA ⊗AD and TB ⊗B D (resp. UA ⊗AD and UB ⊗B D) are dense
in TD (resp. UD) for the m∞-adic topology. We only prove the density
of TA ⊗A D in TD since the argument for the others follows the same lines.

Let t ∈ TD = T ∩ (MD⊗A⊗DB∞(D)). Let (m1, ...,ms) be generators ofMA

as an A⊗A-module. t can be written as a sum
∑r

i=1mi ⊗ bi with coefficients
bi ∈ B∞(D). For i ∈ {1, ..., r}, let (bi,n)n∈Z be a sequence in B∞(A) ⊗A D,
such that bi,n = 0 for n � 0, satisfying bi − bi,n ∈ mn

∞A∞(D) for all n ∈ Z.
In particular, (bi,n)n∈Z converges to bi when n tens to infinity. For n ∈ Z, we
define

tn :=
s∑
i=1

mi ⊗ bi,n ∈ (MO ⊗A⊗A B∞(A))⊗A D.

Then t − tn belongs to mn
∞N where N is the A∞(D)-module generated by

(m1, ...,ms). For n large enough, mn
∞N ⊂ T , hence t− tn ∈ T and tn ∈ T . We

deduce that tn ∈ TA ⊗A D for large value of n and that (tn)n∈Z converges to t
when n goes to infinity. We conclude that TA ⊗A D is dense in TD.
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Steps 1&2 =⇒ compatibility. Because TA and TB are finitely generated
over A∞(A) and A∞(B) respectively, TA ⊗A∞(A) A∞(D) coincides with the
completion of TA ⊗A D and TB ⊗A∞(B) A∞(D) with the completion of TB ⊗B
D (by [Bou, (AC)§.3 Thm. 3.4.3]). Therefore, the multiplication maps are
isomorphisms:

TA ⊗A∞(A) A∞(D)
∼−→ TD

∼←− TB ⊗A∞(B) A∞(D),

UA ⊗A∞(A) A∞(D)
∼−→ UD

∼←− UB ⊗A∞(B) A∞(D).

Step 3: the glueing. We consider the morphisms of formal schemes over
SpfO∞

SpfA∞(A) = Spf O∞⊗̂A
î−→ SpfO∞×̂C

ĵ←− SpfO∞⊗̂B = SpfA∞(B).

By the Beauville-Laszlo Theorem [BeaLa], there exists a unique pair of coher-
ent sheaves (M,N ) of OC×C-modules such that

M(SpecA⊗ A) = MA N (SpecA⊗ A) = NA

M(SpecA⊗B) = MB N (SpecA⊗B) = NB

î∗M(Spf O∞⊗̂A) = TA î∗N (SpfO∞⊗̂A) = UA
ĵ∗M(Spf O∞⊗̂B) = TB ĵ∗N (SpfO∞⊗̂B) = UB

Since, for each line of the above table, the left-hand side is canonically a
submodule of the right-hand side, we haveM ⊂ N . Because these inclusions
become equalities away from ∆, we deduce that the cokernel of the inclusion
M ⊂ N is supported at ∆. The glueing of (6.4) then defines a morphism
τM : τ ∗M → N . Finally, we recall that there exists r ∈ B invertible in D
and vanishing at ∞ such that τM(τ ∗MB) ⊂ rNB and thus τM(τ ∗TB) ⊂ rUB.
Hence, the image of τM lands in N (−∞C).

As a matter of fact, the converse of Theorem 6.11 holds (the next lemma
is only informative and will not be used later in the text).

Lemma 6.12. If M admits a C × C-shtuka model, then all the weights of M
are non-positive.

Proof. Recall that we denoted A∞(K) the completion of O∞ ⊗ K with re-
spect to the ideal m∞ ⊗ K. Let i : SpecA∞(K) → C × C be the canonical
morphism of schemes. Because jA∞(K) = A∞(K), i∗∆ is the empty divi-
sor of SpecA∞(K). If (N ,M, τM) is a C × C-shtuka model for M , then
i∗M = i∗N . The global sections module of i∗M defines an A∞(K)-lattice
T in I∞(M) = i∗M(SpecA∞(K)) ⊗O∞ K∞ which satisfies 〈τMT 〉 ⊂ T . We
conclude by Lemma 1.41 that the weights of M are non-positive.
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We assume that the weights of M are negative. By Theorem 6.11, letM
be a global model for M . Let i : SpecA∞(A)→ C × C. We denote:

LA = i∗M(SpfA∞(A)) = i∗N (SpfA∞(A))

L = LA ⊗A∞(A) A∞(K)

(indeed, ∆ is not supported at SpfA∞(A)). τM induces an O∞-linear endor-
morphism of L (resp. LA). We record the following counterpart of Lemma
6.8:

Lemma 6.13. The morphism id−τM induces an O∞-linear automorphism of
L and LA.

Proof. The statement for LA implies the one for L. Because the weights of
M are negative, Lemma 1.40 implies that there exists an A∞(K)-lattice T in
M ⊗A⊗K B∞(K) and let h and d be positive integers such that 〈τhML〉 = md

∞L.
There exists a positive integer k ≥ 0 such that LA ⊂ mk

∞T .
To show that id−τM is injective on LA, let x be an element of ker(id−τM|LA).

Without loss, we assume x ∈ T . For all positive integer n,

x = τnhM (τnh∗x) ∈ mnd
∞T.

Because d > 0, x = 0.
We turn to surjectivity. Let T ′ be the A∞(K)-lattice generated by T , 〈τMT 〉,
..., 〈τh−1

M T 〉. Then T ′ is stable by τM . Let x ∈ LA and let k ≥ 0 be such that
πk∞x ∈ T . For all n ≥ 0, we have

τnhM (τnh∗x) ∈ mnd−k
∞ T ′

and, in particular, for all q ∈ {0, 1, ..., h− 1},

τnh+q
M (τ (nh+q)∗x) ∈ mnd−k

∞ T ′.

Therefore, the series

∞∑
t=0

τ tM(τ t∗x) =
∞∑
n=0

(
h−1∑
q=0

τnh+q
M (τ (nh+q)∗x)

)

converges to a solution f in LA of f − τM(τ ∗f) = x.

6.2.3 Shtuka models and extensions of MHPS

LetM be a mixed and rigid analytically trivial A-motive over K with negative
weights. Let (N ,M, τM) be any C ×C-shtuka model for M , whose existence
is ensured by Theorem 6.11. Let ι :M→ N be the inclusion of sheaves. We
consider the inclusion of ringed spaces

SpfA∞(O∞) = Spf O∞⊗̂O∞ −→ C × C (6.5)
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and denote respectively N̂ and M̂ the pullback of N andM through (6.5).
Finally, denote by N̂∞ and M̂∞ the finitely generated A∞(O∞)-modules:

N̂∞ := N̂ (SpfO∞⊗̂O∞), M̂∞ := M̂(SpfO∞⊗̂O∞).

The aim of this subsection is to prove that there is an exact sequence of K∞-
vector spaces (Corollary 6.22):

Λ(M)+ ⊗A K∞
N̂∞

(ι− τM)(M̂∞)
⊗O∞ K∞ Ext1,ha,∞

MHP+
K∞

(1+,H +
K∞

(M)).

We start by a proposition.

Proposition 6.14. There is an isomorphism of K∞-vector spaces

N̂∞
(ι− τM)(M̂∞)

⊗O∞ K∞
∼−→ (N̂∞/M̂∞)⊗O∞ K∞.

We split the proof of Proposition 6.14 into several lemmas.

Lemma 6.15. There exists an injective A∞(O∞)-linear morphism ι′ : N̂∞ →
M̂∞ and a positive integer e such that ι′ι and ιι′ coincide with the multiplica-
tion by (π∞ ⊗ 1− 1⊗ π∞)e on M̂∞ and N̂∞ respectively.

Proof. Let d := O(∆)(SpfO∞⊗̂O∞) as an ideal of A∞(O∞). The cokernel of
the inclusion ι : M̂∞ → N̂∞ is d-torsion. It is also finitely generated, and since
π∞⊗1−1⊗π∞ ∈ d, there exists e ≥ 0 such that (π∞⊗1−1⊗π∞)ev ∈ M̂∞ for
all v ∈ N̂∞. We let ι′ : N̂∞ → M̂∞ be the multiplication by (π∞⊗1−1⊗π∞)e

and the lemma follows.

Lemma 6.16. Let t be a positive integer. Then, ι − τM and ι respectively
induce isomorphisms of K∞-vector spaces:(

M̂∞

(1⊗ π∞)tM̂∞

)
⊗O∞ K∞

ι−τM−→

(
N̂∞

(1⊗ π∞)tN̂∞

)
⊗O∞ K∞,

(
M̂∞

(1⊗ π∞)tM̂∞

)
⊗O∞ K∞

ι−→

(
N̂∞

(1⊗ π∞)tN̂∞

)
⊗O∞ K∞.

Proof. Let ι′ and e ≥ 0 be as in Lemma 6.15. The multiplication by(
t−1∑
k=0

π−(k+1)
∞ ⊗ πk∞

)e

on (M̂∞/(1⊗π∞)tM̂∞)⊗O∞K∞ defines an inverse of ι′ι. The same argument
shows that ιι′ is an automorphism of (N̂∞/(1⊗ π∞)tN̂∞)⊗O∞ K∞.
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On the other-hand, we have (ι′τM)k(τ ∗kM̂∞) ⊂ (1 ⊗ π∞)M̂∞ for k large
enough. Hence, (ι′τM) is nilpotent on M̂∞/(1⊗π∞)tM̂∞, and so is (ι′ι)−1(ι′τM).
In particular,

ι′(ι− τM) = (ι′ι)(id−(ι′ι)−1(ι′τM))

is an isomorphism. It follows that ι − τM is injective and ι′ surjective. Since
ιι′ is invertible, ι′ is injective. We deduce that ι − τM, ι′ and thus ι are
isomorphisms.

Lemma 6.17. Let t be a non-negative integer. Then, the canonical maps

(1⊗ π∞)tN̂∞
(ι− τM)((1⊗ π∞)tM̂∞)

⊗O∞ K∞ −→
N̂∞

(ι− τM)(M̂∞)
⊗O∞ K∞, (6.6)

(1⊗ π∞)tN̂∞
ι((1⊗ π∞)tM̂∞)

⊗O∞ K∞ −→
N̂∞

ι(M̂∞)
⊗O∞ K∞, (6.7)

are isomorphisms of K∞-vector spaces.

Proof. In the category of O∞-vector spaces, we have a diagram exact on lines
and commutative on squares:

0 (1⊗ π∞)tM̂∞ M̂∞ M̂∞/(1⊗ π∞)tM̂∞ 0

0 (1⊗ π∞)tN̂∞ N̂∞ N̂∞/(1⊗ π∞)tN̂∞ 0

ι−τM ι−τM ι−τM

(6.8)
By Lemma 6.16, the third vertical arrow once tensored with K∞ over O∞ is an
isomorphism. The first isomorphism then follows from the Snake Lemma. The
second one follows from the very same argument, with ι in place of ι− τM.

Lemma 6.18. For t large, we have (ι−τM)((1⊗π∞)tM̂∞) = ι((1⊗π∞)tM̂∞).

Proof. Let ι′ and e ≥ 0 be as in Lemma 6.15. We chose t such that (q−1)t > e.
For s ≥ t, let M̂s := (1 ⊗ π∞)sM̂∞. (M̂s)s≥t forms a decreasing family of
A∞(O∞)-modules for the inclusion. It suffices to show that

ι′(ι− τM)(M̂t) = (ι′ι)(M̂t). (6.9)

By our assumption on t, we have (ι′ι)−1τM(M̂s) ⊂ M̂s+1 for all s ≥ t. Hence,
the endomorphism id−(ι′ι)−1τM of M̂t becomes an automorphism over the
completion of M̂t with respect to the (1 ⊗ π∞)-adic topology (equivalently,
the topology which makes (M̂s)s≥n a neighbourhood of 0 for all n ≥ t). To
conclude, it suffices to show that M̂t is already complete for this topology.
Because M̂t is Noetherian, we have

(̂M̂t)(1⊗π∞)
∼= M̂t ⊗A∞(O∞) Â∞(OS)(1⊗π∞),
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and it suffices to show that A∞(O∞) is complete for the (1⊗π∞)-adic topology.
We have the identifications

A∞(O∞) = (F∞ ⊗O∞)[[π∞ ⊗ 1]] = (F∞ ⊗ F∞)[[1⊗ π∞, π∞ ⊗ 1]]

which allows us to conclude that A∞(O∞) is complete for the (1 ⊗ π∞)-adic
topology.

Proof of Proposition 6.14. The desired isomorphism results of the composition

N̂∞
(ι− τM)(M̂∞)

⊗O∞ K∞
(1⊗ π∞)tN̂∞

(ι− τM)((1⊗ π∞)tM̂∞)
⊗O∞ K∞

N̂∞
ι(M̂∞)

⊗O∞ K∞
(1⊗ π∞)tN̂∞

ι((1⊗ π∞)tM̂∞)
⊗O∞ K∞

(6.6)
∼

Lemma 6.18o

∼
(6.7)

For v ∈ N̂∞ ⊗O∞ K∞, the dashed morphism maps

v + (ι− τM)(M̂∞)⊗O∞ K∞ 7−→ v′ + ι(M̂∞)⊗O∞ K∞,

where v′ is any element of N̂∞ ⊗O∞ K∞ satisfying

v′ − v ∈ ι(M̂∞)⊗O∞ K∞ + (ι− τM)(M̂∞)⊗O∞ K∞.

Recall that the A ⊗ K-module M + τM(τ ∗M) was denoted N . We are
almost in position to prove the main result of this section.

Theorem 6.19. Let (M,N , τM) be a C×C-shtuka model for M . Then, there
is an isomorphism of K∞-vector spaces

N̂ (SpfO∞⊗̂O∞)

(ι− τM)M̂(SpfO∞⊗̂O∞)
⊗O∞ K∞

∼−→ N ⊗A⊗K K∞[[j]]

M ⊗A⊗K K∞[[j]]

where the K∞-vector space structure on the right-hand side is given through
ν : K∞ → K∞[[j]] of Lemma 4.16.

We begin by two preliminary lemmas concerning the ring B∞(O∞).

Lemma 6.20. Let d ⊂ O∞ ⊗ O∞ be the ideal generated by elements of the
form a⊗ 1− 1⊗ a for a ∈ O∞. The canonical morphism

K∞ ⊗O∞
dmK∞ ⊗O∞

−→ B∞(O∞)

dmB∞(O∞)

is an isomorphism for all m ≥ 1.
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Proof. The sequence of O∞ ⊗ O∞-modules 0 → d → O∞ ⊗ O∞ → O∞ → 0
is exact, and extending the coefficients from O∞ to K∞ reads

0 −→ (K∞ ⊗O∞)⊗O∞⊗O∞ d −→ K∞ ⊗O∞ −→ K∞ −→ 0. (6.10)

The morphisms appearing in (6.10) are continuous with respect to the π∞⊗1-
adic topology on K∞⊗O∞ and the topology on K∞. Taking the completions
yields

0 −→ dB∞(O∞) −→ B∞(O∞) −→ K∞ −→ 0

and the case m = 1 follows. Before treating the general m-case, note that d/d2

is the O∞-module Ω1
O∞/F of Kähler differentials. In particular, d/d2 is a free

O∞-module of rank 1. We deduce that for any r ∈ d \ d2, the multiplication
by r induces an isomorphism of K∞-vector spaces of dimension 1

K∞ ⊗O∞ (O∞ ⊗O∞/d)
∼−→ K∞ ⊗O∞ (d/d2).

It follows that d(K∞ ⊗ O∞) = d2(K∞ ⊗ O∞) + r(K∞ ⊗ O∞) and hence
dm−1(K∞ ⊗ O∞) = dm(K∞ ⊗ O∞) + rdm−1(K∞ ⊗ O∞) for all m ≥ 1. From
Nakayama’s Lemma, dm−1 6= dm and we deduce from the sequence of isomor-
phisms

K∞ ⊗O∞ (d/d2)
×r→ K∞ ⊗O∞ (d2/d3)

×r→ · · · ×r→ K∞ ⊗O∞ (dm−1/dm)

that K∞⊗O∞ (dm−1/dm) has dimension 1 over K∞. It follows that there is an
exact sequence

0 −→ dmK∞ ⊗O∞ −→ dm−1K∞ ⊗O∞ −→ K∞ −→ 0.

Similarly, taking completions yields

0 −→ dmB∞(O∞) −→ dm−1B∞(O∞) −→ K∞ −→ 0.

Hence, for all m ≥ 1, the canonical map

dm−1K∞ ⊗O∞/dmK∞ ⊗O∞
∼−→ dm−1B∞(O∞)/dmB∞(O∞). (6.11)

is an isomorphism.
Back to the proof of the lemma, where we so far only proved the case

m = 1. The general m-case follows by induction using the Snake Lemma on
the diagram

dm−1K∞ ⊗O∞/dm K∞ ⊗O∞/dm K∞ ⊗O∞/dm−1

dm−1B∞(O∞)/dmB∞(O∞) B∞(O∞)/dmB∞(O∞) B∞(O∞)/dm−1B∞(O∞)

o(6.11) o hypothesis

where our induction hypothesis implies that the middle vertical map is an
isomorphism.
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Lemma 6.21. Let P (resp. Q) be a finitely generated module over K∞⊗O∞
(resp. over A ⊗K) which is d-power torsion (resp. j-power torsion), that is,
for all x ∈ P (resp. δ ∈ Q) there exists m ≥ 0 such that jmx = 0 (resp.
δmx = 0). Assume further that we are given a K∞ ⊗O∞-linear isomorphism

Q⊗A⊗K (K∞ ⊗K∞)
∼−→ P ⊗K∞⊗O∞ (K∞ ⊗K∞). (6.12)

Then, there is a K∞ ⊗O∞-linear morphism extending (6.12)

Q⊗A⊗K K∞[[j]]
∼−→ P ⊗K∞⊗O∞ B∞(O∞).

Proof. By Lemma 4.16, the inclusion A ⊗ K∞ → K∞[[j]] extends canonically
to K∞ ⊗ K∞ → K∞[[j]]. By Lemma 4.17, we have an exact sequence 0 →
v → K∞ ⊗ K∞ → K∞[[j]] where v is the ideal of K∞ ⊗ K∞ generated by
{f ⊗ 1− 1⊗ f | f ∈ F∞}. Thus, we have an isomorphism

K∞ ⊗K∞
v + jmK∞ ⊗K∞

∼−→ K∞[[j]]

jm
.

Because Q is j-power torsion and finitely generated, for m large enough we
have

Q⊗A⊗K (K∞ ⊗K∞) = Q⊗A⊗K
K∞ ⊗K∞
jmK∞ ⊗K∞

.

From (6.12), there exists n ≥ 0 such that for all x ∈ Q ⊗A⊗K (K∞ ⊗ K∞),
dn · x = 0. Because v ⊂ d, we thus have v · x = vq

nd∞ · x = 0. Hence, we can
refine the above to:

Q⊗A⊗K (K∞ ⊗K∞) = Q⊗A⊗K
K∞ ⊗K∞

v + jmK∞ ⊗K∞
∼= Q⊗A⊗K K∞[[j]].

On the other-hand, that the map

(K∞ ⊗O∞)/dm −→ B∞(O∞)/dmB∞(O∞)

is an isomorphism for all m ≥ 1 by Lemma 6.20. Because P is d-power torsion
and finitely generated, we deduce that the canonical morphism

P −→ P ⊗K∞⊗O∞ B∞(O∞)

is an isomorphism. On the other-hand, because the ideals of the form (1⊗a) ⊂
K∞ ⊗O∞ for a ∈ O∞ are coprime to d, the map

P −→ P ⊗K∞⊗O∞ (K∞ ⊗K∞)

is also an isomorphism. Hence P has a natural structure of K∞⊗K∞-module
extending the one over O∞ ⊗ K∞. Combining both, we get the claimed iso-
morphism of K∞ ⊗K∞-modules

Q⊗A⊗F K∞[[j]]
∼−→ P ⊗K∞⊗O∞ B∞(O∞)

extending (6.12).
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Proof of Theorem 6.19. We apply Lemma 6.21 with the A⊗K-module N/M
for Q and the K∞ ⊗ O∞-module N̂∞/M̂∞ for P . The isomorphism (6.12)
follows from the sheaf property of N andM. From the flatness of A⊗K →
K∞[[j]] and K∞ ⊗O∞ → B∞(O∞), we obtain the desired isomorphism

N̂∞
M̂∞

⊗O∞ K∞
∼−→ N ⊗A⊗K K∞[[j]]

M ⊗A⊗K K∞[[j]]
.

Pre-composition with the isomorphism of Proposition 6.14 gives the desired
isomorphism.

As announced, we have:

Corollary 6.22. There is an exact sequence of K∞-vector spaces:

Λ(M)+ ⊗A K∞
N̂∞

(ι− τM)(M̂∞)
⊗O∞ K∞ Ext1,ha,∞

MHP+
K∞

(1+,H +
K∞

(M)).

Proof. By Theorem 5.34, we have an exact sequence

Λ(M)+ ⊗A K∞
p+
M + q+

M

q+
M

Ext1,ha,∞
MHP+

K∞
(1+,H +

K∞
(M)).

Let γ∞M : Λ(M) ⊗A,ν K∞[[j]] → M ⊗A⊗K K∞[[j]] be the isomorphism (5.3) with
respect to the choice of F = K and v = i : K → C∞ the inclusion. We have:

p+
M + q+

M

q+
M

∼−→ N ⊗A⊗K K∞[[j]]

M ⊗A⊗K K∞[j]]

Thm.6.19∼=
N̂∞

(ι− τM)(M̂∞)
⊗O∞ K∞

where the first isomorphism is induced by γ∞M . The corollary follows.

6.3 Cohomological computations
In this section, we establish general preliminary observations related to sheaf
cohomology. We refer to [Wei] for the definitions of homological algebra (cones,
distinguished triangles, derived categories, etc.)

6.3.1 Change of coefficients

To fix the setting, we consider the following commutative square in the category
of schemes over C:

SpecK∞ × C SpecO∞ × C

SpecK × C C × C

i

j

q

p

(6.13)

Our first result is the following.
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Proposition 6.23. Let F be a sheaf of modules on C × C. In the derived
category of K∞-modules, there is a quasi-isomorphism

RΓ(SpecA× C,F )⊗A K∞ ∼= RΓ(SpecO∞ × C, q∗F )⊗O∞ K∞
which is functorial in F .
Proof. For G a sheaf of modules on SpecA× C, we first claim that

RΓ(SpecA× C,G)⊗A K∞ ∼= RΓ(SpecK × C,G)⊗K K∞. (6.14)

This follows from the composition Theorem on derived functors (015M) applied
to the commutative square of categories

Mod(SpecA× C) Mod(A)

Mod(K) Mod(K∞)

Γ(SpecA×C)

Γ(SpecK×C) ⊗AK∞

⊗KK∞

On the other-hand, for H a sheaf of modules on SpecK × C, we have

RΓ(SpecK × C,H)⊗K K∞ ∼= RΓ(SpecK∞ × C, i∗H) (6.15)

which again follows from the composition Theorem on derived functors applied
to the commutative square of categories

Mod(SpecK × C) Mod(SpecK∞ × C)

Mod(K) Mod(K∞)

i∗

Γ(SpecK×C) Γ(SpecK∞×C)

⊗KK∞

(we used that i is flat, and hence that i∗ is an exact functor). Finally, for a
sheaf of modules J on SpecO∞ × C, we have

RΓ(SpecK∞ × C, j∗J ) ∼= RΓ(SpecO∞ × C,J )⊗O∞ K∞ (6.16)

using the commutative square

Mod(SpecO∞ × C) Mod(SpecK∞ × C)

Mod(O∞) Mod(K∞)

j∗

Γ(SpecO∞×C) Γ(SpecK∞×C)

⊗O∞K∞

together with the flatness of j. The composition:

RΓ(SpecA× C,F )⊗A K∞ = RΓ(SpecA× C, p∗F )⊗A K∞
∼= RΓ(SpecK × C, p∗F )⊗K K∞ (by (6.14))
∼= RΓ(SpecK∞ × C, i∗p∗F ) (by (6.15))
= RΓ(SpecK∞ × C, j∗q∗F ) (by (6.13))
∼= RΓ(SpecO∞ × C, q∗F )⊗O∞ K∞ (by (6.16)).

is the claimed isomorphism of the proposition.
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6.3.2 Cech cohomology of schemes covered by two affines

Let S be a scheme and let T be a separated scheme over S. Let U , V and W
be affine schemes over S which insert in a commutative diagram of S-schemes

U T

W V

i

k
j

such that {U → T, V → T} forms a covering of T .
For F a sheaf of OT -modules, we denote by S(F ) the sequence of OT -

modules:
0 −→ F −→ i∗i

∗F ⊕ j∗j∗F −→ k∗k
∗F −→ 0

where the morphisms are given by the adjunction unit (note that the data of
S(F ) is functorial in F ). The next lemma is of fundamental importance for
our cohomological computations:

Lemma 6.24. Assume that S(OT ) is exact. Then, for any finite locally free
sheaf F of OT -modules, S(F ) is exact. In particular, the natural map

RΓ(T,F ) −→ [F (U)⊕ F (V ) −→ F (W )] , (6.17)

where the right-hand side is a complex concentrated in degrees 0 and 1, is a
quasi-isomorphism.

Proof. We show that S(F ) is an exact sequence (the second assertion follows,
since applying RΓ(T,−) to S(F ) yields the distinguished triangle computing
(6.17)). To prove exactness of S(F ), first note that i, j and k are affine mor-
phisms because T is separated (01SG). Thus, the pushforward functors appear-
ing in S(F ) are naturally isomorphic to their right-derived functor (0G9R).
Thereby, S(F ) in Dqc(T ), the derived category of quasi-coherent sheaves over
T , is naturally isomorphic to the triangle

F −→ Ri∗i
∗F ⊕Rj∗j∗F −→ Rk∗k

∗F −→ [1] (6.18)

and it is sufficient to show that the latter is distinguished. Yet, because F is
finite locally-free, the projection formula (01E8) implies that (6.18) is naturally
isomorphic to

F ⊗L
OT OT −→ F ⊗L

OT (Ri∗OU ⊕Rj∗OV ) −→ F ⊗L
OT Rk∗OW −→ [1]

Because F is locally-free, the functor F⊗L
OT− is exact on Dqc(T ) and it suffices

to show the distinguishness of

OT −→ Ri∗OU ⊕Rj∗OV −→ Rk∗OW −→ [1].

But because OU = i∗OT , OV = j∗OT and OW = k∗OT , this follows from our
assumption that S(OT ) is exact. We conclude that (6.18) is distinguished.
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Assuming that T is a smooth variety3 over a field allows us to relax the
"locally free" assumption in Lemma 6.24 to "coherent".

Proposition 6.25. Let k be a field and assume that S = Spec k. Assume
further that T is a smooth variety over k, and that i, j and k are flat. Let F
be a coherent sheaf on X. Then, S(F ) is exact. In particular, the natural map

RΓ(T,F ) −→ [F (U)⊕ F (V ) −→ F (W )]

is a quasi-isomorphism.

Proof. Choose a resolution of F by finite locally free sheaves 0→ Fn → · · · →
F0 → F → 0. Because i (resp. j, k) is flat, i∗ (resp. j∗, k∗) is an exact functor
on quasi-coherent sheaves. Because it is affine, i∗ (resp. j∗, k∗) is an exact
functor on quasi-coherent sheaves. Thereby, for all s ∈ {0, ..., n}, the sequence
S(Fs) is exact by Lemma 6.24. Using the n×n-Lemma in the abelian category
of quasi-coherent sheaves of OT -modules, we deduce that S(F ) is exact.

The main result of this subsection is:

Theorem 6.26. Assume the setting of Proposition 6.25. Let F ′ be a coherent
sheaf of OT -module and let f : F → F ′ be a morphism of sheaves of abelian
groups. Then, the rows and the lines of the following diagram

RΓ(T,F ) F (U)⊕ F (V ) F (W ) [1]

RΓ(T,F ′) F ′(U)⊕ F ′(V ) F ′(W ) [1]

cone(fT ) cone(fU)⊕ cone(fV ) cone(fW ) [1]

[1] [1] [1]

fT fU⊕fV fW

(6.19)

form distinguished triangles in the derived category of abelian groups, where
fY := RΓ(Y, f) (for Y ∈ {T, U, V,W}).

Proof. We lift the first two lines in the category of chain complexes: by Lemma
6.24, the diagram

0 F i∗i
∗F ⊕ j∗j∗F k∗k

∗F 0

0 F ′ i∗i
∗F ′ ⊕ j∗j∗F ′ k∗k

∗F ′ 0

f i∗i∗f⊕j∗j∗f k∗k∗f (6.20)

3By variety over k, we mean that T is integral and that T → Spec k is separated and of
finite type.
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is exact on lines and commutative on squares in the category of quasi-coherent
sheaves of OT -modules. From (013T) we can find injective resolutions F → I•1 ,
i∗i
∗F⊕j∗j∗F → I•2 and k∗k∗F → I•3 (respectively F ′ → J•1 , i∗i∗F ′⊕j∗j∗F ′ →

J•2 and k∗k∗F ′ → J•3 ) such that

0 I•1 I•2 I•3 0

0 J•1 J•2 J•3 0

i1 i2 i3

is an injective resolution of the whole diagram (6.20). Completing the vertical
maps into distinguished triangles gives:

0 I•1 I•2 I•3 0

0 J•1 J•2 J•3 0

0 cone(i1) cone(i2) cone(i3) 0

[1] [1] [1]

i1 i2 i3

(6.21)

where the rows are distinguished triangles. The third line is a direct sum
of exact sequences and therefore is exact. The horizontal exact sequences
transform to distinguished triangles in the derived category of abelian module.
This concludes.

Under Noetherianity assumptions, Theorem 6.26 can be extended to the
case of formal schemes. Our main reference is [KaF, §I]. From now on, we
assume that T , U , V and W are Noetherian schemes over S. Let T ′ ⊂ T ,
U ′ ⊂ U , V ′ ⊂ V and W ′ ⊂ W be closed subschemes such that i−1(T ′) = U ′,
j−1(T ′) = V ′, and p−1(U ′) = W ′ = q−1(V ′). It follows that k−1(T ′) = W ′.
Let T̂ , Û , V̂ and Ŵ be the formal completions along the corresponding closed
subschemes [KaF, §I.1.4]. We obtain a commutative diagram of formal schemes

Û T̂

Ŵ V̂

î

k̂
ĵ

Given an adically quasi-coherent sheaf4 F of OT̂ -modules [KaF, §I,Def.3.1.3],
we consider the sequence

Ŝ(F ) : 0→ F → î∗î
∗F ⊕ ĵ∗ĵ∗F → k̂∗k̂

∗F → 0.
4e.g. the formal completion of a quasi-coherent sheaf with respect to a closed subscheme

of finite presentation is adically quasi-coherent by [KaF, §I, Prop.3.1.5]
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Lemma 6.27. Let F be a quasi-coherent sheaf on T . Then Ŝ(F ) ∼= Ŝ(F̂ ),
where G 7→ Ĝ denotes the formal completion functor along T ′. In particular,
if S(F ) is exact, then Ŝ(F̂ ) is exact.

Proof. This almost follows from the flat-base change Theorem (02KH). Indeed,
the diagram

Û U

T̂ T

î

fU

i

fT

where fU and fT are the canonical maps, is Cartesian. Because i is affine, i is
quasi-compact and quasi-separated (01S7). On the other-hand, fT is flat and
the flat-base change Theorem applies. It states that for any quasi-coherent
sheaf G of OU -modules, the natural map

f ∗TRi∗G −→ Rî∗(f
∗
UG)

is a quasi-isomorphism in the derived category of OU -modules. Because i is
affine, the functors Rî∗ and i∗ are isomorphic on the category of coherent
sheaves (0G9R). Similarly, but in the setting of formal geometry, î is also
affine [KaF, §I,Def.4.1.1], and the formal analogue of the previous argument
[KaF, §I,Thm.7.1.1] reads that the functors Rî∗ and î∗ are isomorphic on the
category of adically quasi-coherent sheaves. Therefore, in the derived category
of OU -modules, we have an isomorphism

f ∗T i∗G
∼−→ î∗f

∗
UG.

Applied to G = i∗F for a quasi-coherent F on T , we obtain f ∗T i∗i∗F ∼= î∗î
∗f ∗TF

functorially in F . In other words,

î∗i∗F ∼= î∗î
∗F̂ .

The very same argument for j and k in place of i yields respectively ĵ∗j∗F ∼=
ĵ∗ĵ
∗F̂ and k̂∗k∗F ∼= k̂∗k̂

∗F̂ . It follows that Ŝ(F ) ∼= Ŝ(F̂ ). Since the formal
completion functor is exact, Ŝ(F̂ ) is exact if S(F ) is.

Thanks to Lemma 6.27, the proof of Theorem 6.26 blithely applies to the
formal situation:

Theorem 6.28. Assume the setting of Theorem 6.26. Then, each rows and
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each lines of the following diagram

RΓ(T̂ , F̂ ) F̂ (Û)⊕ F̂ (V̂ ) F̂ (Ŵ ) [1]

RΓ(T̂ , F̂ ′) F̂ ′(Û)⊕ F̂ ′(V̂ ) F̂ ′(Ŵ ) [1]

cone(f̂T̂ ) cone(f̂Û)⊕ cone(f̂V̂ ) cone(f̂Ŵ ) [1]

[1] [1] [1]

f̂T̂ f̂Û⊕f̂V̂ f̂Ŵ

form distinguished triangles in the derived category of abelian groups, where
f̂Ŷ := RΓ(Ŷ , f̂) (for Y ∈ {T, U, V,W}).

6.4 Proof of Theorems E and F

6.4.1 Proof of the first part of Theorem 6.2

Let M be a rigid analytically trivial A-motive over K. We let U(M) be the
class module ofM (6.1). In this subsection, we prove the first part of Theorem
6.2, that is

Theorem 6.29 (First part of 6.2). The A-modules Ext1,reg,∞
MK ,A

(1,M) and U(M)
are finitely generated.

The proof of Theorem 6.29 is organized as follows. We first introduce the G-
complex GM of M , a complex of A-modules in direct link with Ext1,reg,∞

MK ,A
(1,M)

and U(M) as we show in Proposition 6.30. From it, Theorem 6.29 becomes
equivalent to the fact that the A-modules H0(GM) and H1(GM) are finitely
generated. In Proposition 6.33, we show that GM is quasi-isomorphic to a
complex of A-modules involving the global sections modules of a C-sthuka
model forM . Theorem 6.29 will ultimately follow from the finiteness Theorem
for proper varieties.

The G-complex of an A-motive

Let MA be the maximal A-model of M (whose existence is prescribed by
Proposition 2.30). Let NA := MA[j−1] ∩ (M + τM(τ ∗M)). We introduce the
complex of A-modules

GM :=

[
M ⊗A⊗K K∞〈A〉

MA

id−τM−→ M ⊗A⊗K K∞〈A〉
NA

]
(6.22)

placed in degrees 0 and 1. We call GM the G-complex of M .
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Proposition 6.30. There is a long exact sequence of A-modules, given func-
torially in M :

0 −→ Ext0
Mrig

K

(1,M) −→ Λ(M)+ −→ H0(GM)

−→ Ext1,reg
Mrig

K ,A
(1,M)

rM,∞−→ H1(G∞,Λ(M)) −→ H1(GM) −→ 0.

Proof. By Proposition 5.33 applied in the case F = K and v = i : K → C∞,
the A-module morphism

{ξ ∈M ⊗A⊗K K∞〈A〉 | ξ − τM(τ ∗ξ) ∈ NA}
MA + Λ(M)+

−→ Ext1,reg,∞
Mrig

K ,A
(1,M),

which maps ξ to ι(ξ − τM(τ ∗ξ)), is an isomorphism. The proposition then
follows from the snake Lemma applied to the diagram of A-modules:

0 MA M ⊗A⊗K K∞〈A〉
M ⊗A⊗K K∞〈A〉

MA

0

0 NA M ⊗A⊗K K∞〈A〉
M ⊗A⊗K K∞〈A〉

NA

0.

id−τM id−τM

together with Proposition 5.27.

We are going to prove that the A-modules H0(GM) and H1(GM) are finitely
generated. By Proposition 6.30, this will imply Theorem 6.29.

The G-complex is perfect

The main ingredient are the cohomological preliminaries of Section 6.3. We
consider the particular setting of S = SpecF and of the commutative diagram
of S-schemes

SpecO∞〈A〉 (SpecA)× C

SpecK∞〈A〉 SpecA⊗ A

i

p k

q

j

Because A is geometrically irreducible over F, (SpecA)×C is a smooth variety
over F. To use the results of Section 6.3, one requires the next two lemmas.

Lemma 6.31. The morphisms i, j, k are flat.

Proof. We consider the affine open cover (SpecA ⊗ A) ∪ (SpecA ⊗ B) of
(SpecA) × C. We first show that i is flat. We have i−1(SpecA ⊗ A) =
SpecK∞〈A〉 and i−1(SpecA ⊗ B) = SpecO∞〈A〉. The morphism A ⊗ B →
O∞〈A〉 is flat (because it is the completion of the Noetherian ring A⊗B and
the ideal m∞ ⊂ B) and thus, so is A⊗ A→ K∞〈A〉. By (01U5), i is flat.
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We have j−1(SpecA⊗B) = SpecA⊗D, where D ⊂ K is the sub-F-algebra
such that SpecD = SpecA ∩ SpecB. The inclusion B → D is a localization,
and hence A⊗B → A⊗D is flat. Thereby, j is flat.

Because K∞〈A〉 ∼= K∞ ⊗O∞ O∞〈A〉, p is flat. Since compositions of flat
morphisms are flat, k = i ◦ p is flat.

Lemma 6.32. For T = (SpecA) × C, the sequence 0 → OT → i∗i
∗OT ⊕

j∗j
∗OT → k∗k

∗OT → 0 is exact.

Proof. We need to show that the complex Z := [O∞〈A〉⊕ (A⊗A)→ K∞〈A〉],
where the morphism is the difference of the canonical inclusions, represents
the sheaf cohomology in the Zariski topology of OSpecA×C , the latter being
quasi-isomorphic to

RΓ(SpecA× C,OSpecA×C) = [(A⊗B)⊕ (A⊗ A)→ A⊗D].

Let (ti)i≥0 be a (countable) basis of A over F. Any element f in K∞〈A〉 can
be represented uniquely by a converging series

f =
∞∑
i=0

ti ⊗ fi, ti ∈ K∞, ti → 0 (i→∞).

Elements of O∞〈A〉 are the ones for which fi ∈ O∞ (∀i ≥ 0) and elements of
A ⊗ A are the ones for which fi ∈ A (∀i ≥ 0) and fi = 0 for i large enough.
Therefore, it is clear that O∞〈A〉 ∩ (A⊗A) is A⊗ (O∞ ∩A). Yet, O∞ ∩A is
the constant field of C, showing that H0(Z) = H0(SpecA× C,OSpecA×C).

Because K∞ = O∞ + A+D, the canonical map

A⊗D
A⊗B + A⊗ A

→ K∞〈A〉
O∞〈A〉+ A⊗ A

is surjective. Because (A⊗D)∩O∞〈A〉 ⊂ A⊗B +A⊗A, it is also injective.
It follows that H1(Z) = H1(SpecA× C,OSpecA×C).

Let M = (N ,M, τM) be a C-shtuka model for M (Definition 6.6). We
have

j∗M(SpecA⊗ A) =M(SpecA⊗ A) = MA,

j∗N (SpecA⊗ A) = N (SpecA⊗ A) = NA,

k∗M(SpecK∞〈A〉) = k∗N (SpecK∞〈A〉) = M ⊗A⊗K K∞〈A〉.

Theorem 6.26 yields a morphism of distinguished triangles

RΓ(SpecA× C,M) i∗M(SpecO∞〈A〉)
M ⊗A⊗K K∞〈A〉

MA
[1]

RΓ(SpecA× C,N ) i∗N (SpecO∞〈A〉)
M ⊗A⊗K K∞〈A〉

NA
[1]

cone(ι− τM|SpecA× C) 0 GM [1] [1]

ι−τM id−τM id−τM
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where the cone of the middle upper vertical morphism is zero by Lemma 6.8.
The third row is a distinguished triangle, hence we have proved:

Proposition 6.33. Let (N ,M, τM) be a C-shtuka model forM . Let ι denotes
the inclusion ofM in N . There is a quasi-isomorphism of A-module complexes

GM
∼−→ cone

(
RΓ(SpecA× C,M)

ι−τM−→ RΓ(SpecA× C,N )
)
.

We have all the tools in hand to prove Theorem 6.29:

Proof of Theorem 6.29. As SpecA×C is proper over SpecA and bothM and
N are coherent sheaves of OSpecA×C-modules, both RΓ(SpecA × C,M) and
RΓ(SpecA× C,N ) are perfect complexes. Hence

cone
(
RΓ(SpecA× C,M)

ι−τM−→ RΓ(SpecA× C,N )
)

is a perfect complex, and so is GM by Proposition 6.33. The theorem follows
from Proposition 6.30.

6.4.2 Proof of Theorems 6.2 and 6.4

Theorems 6.2 (second part) and 6.4 will follow from the study of the coho-
mology of a C ×C-shtuka model ofM at SpfO∞×̂C. The latter corresponds
to the completion of the Noetherian scheme C × C at the closed subscheme
{∞} × C. The argument given here is a refinement of the one given in the
previous subsection where we use C × C-shtuka models instead of C-shtuka
models.

We apply the results of Section 6.3 under a different setting. We consider
the commutative square of schemes over SpecO∞:

SpecO∞ ⊗ A (SpecO∞)× C

SpecO∞ ⊗K∞ SpecO∞ ⊗O∞

i

k
j

Similarly to Lemma 6.31, one shows that i, j and k are flat morphisms. For the
sake of compatibility of notations with subsection 6.3.2, we let T = SpecO∞×
C, U = Spec(O∞ ⊗ A), V = Spec(O∞ ⊗ O∞) and W = Spec(O∞ ⊗ K∞).
Consider the respective closed subschemes T ′ = {∞}×C, U ′ = {∞}×SpecA,
V = {∞} × SpecO∞ and W = {∞} × SpecK∞ and the formal completions
T̂ = SpfO∞×̂C, Û = Spf O∞×̂ SpecA, V̂ = Spf O∞×̂ SpecO∞ and Ŵ =
Spf O∞×̂ SpecK∞. We obtain the commutative square of formal schemes over
Spf O∞:

SpfO∞⊗̂A (SpfO∞)×̂C

SpfO∞⊗̂K∞ SpfO∞⊗̂O∞

î

k̂
ĵ
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We let q : SpecO∞ × C → C × C be the inclusion of schemes. To the mor-
phism of sheaves τM : τ ∗(q∗M) → (q∗N ) on (SpecO∞) × C, one associates
functorially the morphism of the formal coherent sheaves τ ∗ : M̂ → N̂ on
the formal spectrum (SpfO∞)×̂C. Because both q∗M and q∗N are coher-
ent sheaves, their formal completion corresponds to their pullback along the
completion morphism

(SpfO∞)×̂C −→ (SpecO∞)× C.

Recall that N̂∞ and M̂∞ were the respectiveA∞(O∞)-modules N̂ (SpfO∞⊗̂O∞)

and M̂(SpfO∞⊗̂O∞). Let also L and LA be given respectively by

L := M̂(Spf O∞⊗̂K) = N̂ (SpfO∞⊗̂K)

LA := M̂(Spf O∞⊗̂A) = N̂ (SpfO∞⊗̂A).

Note that L defines an A∞(K)-lattice stable by τM for the isocrystal I∞(M)
(Definition 1.28).

By Theorem 6.28 we have a morphism of distinguished triangles:

RΓ(SpfO∞×̂C,M̂) M̂∞
L⊗A∞(K) A∞(K∞)

LA
[1]

RΓ(SpfO∞×̂C, N̂ ) N̂∞
L⊗A∞(K) A∞(K∞)

LA
[1]

ι−τM ι−τM id−τM (6.23)

The third vertical arrow is an isomorphism by the next lemma:

Lemma 6.34. The morphism ι − τM : N̂∞ ⊗O∞ K∞ → M̂∞ ⊗O∞ K∞ is
injective.

Proof. For t a positive integer, a ≥ 0 and x ∈ M̂∞, we have

(ι− τM)((1⊗ π∞)t+ax) ≡ (1⊗ π∞)t+aι(x) (mod (1⊗ π∞)t+a+1N̂∞).

In particular, the first vertical arrow in diagram 6.8 is injective. The lemma
then follows from Lemma 6.16 together with the snake Lemma.

Theorem 6.19 together with Lemma 6.34 implies the existence of a quasi-
isomorphism

cone([M̂∞
ι−τM−→ N̂∞])⊗O∞ K∞ ∼=

N ⊗A⊗K K∞[[j]]

M ⊗A⊗K K∞[[j]]
.

Applying the inverse of the isomorphism γ∞M (defined in (5.3)), we even obtain
by Lemma 5.7 a quasi-isomorphism:

cone([M̂∞
ι−τM−→ N̂∞])⊗O∞ K∞ ∼=

p+
M + q+

M

q+
M

.
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Theorem 6.28 then implies that

cone
(
RΓ(Spf O∞×̂C,M̂)

ι−τM→ RΓ(Spf O∞×̂C, N̂ )
)
⊗O∞ K∞ ∼=

p+M + q+M

q+M
. (6.24)

Because (SpecA)×C → SpecA is proper, Grothendieck’s comparison The-
orem [EGA, Thm. 4.1.5] provides natural quasi-isomorphisms

RΓ(SpecO∞ × C,F ) ∼= RΓ(SpfO∞×̂C, F̂ )

for F being either q∗M or q∗N . This allows us to rewrite (6.24) as

cone
(
RΓ(SpecO∞ × C, q∗M)

ι−τM−→ RΓ(SpecO∞ × C, q∗N )
)
⊗O∞ K∞ ∼=

p+M + q+M

q+M
,

and we use Proposition 6.23 to obtain

cone
(
RΓ(SpecA× C,M)

ι−τM−→ RΓ(SpecA× C,N )
)
⊗A K∞ ∼=

p+
M + q+

M

q+
M

.

From Proposition 6.33, we deduce

cone(GM)⊗A K∞ ∼=
p+
M + q+

M

q+
M

. (6.25)

Proof of Theorem 6.2. The first part is Theorem 6.29, it remains to prove that
U(M) is torsion. But U(M) is indentified with H1(GM) by Proposition 6.30.
The latter is a torsion A-module, because the cohomology of GM ⊗A K∞ is
concentrated in degree 0 by (6.25).

It remains to prove Theorem 6.4 (see the next page). Let us first give a
notation to an essential ingredient of the proof.
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Definition 6.35. We let ρ(M) be the isomorphism of K∞-vector spaces

ρ(M) :
{ξ ∈M ⊗A⊗K K∞〈A〉 | ξ − τM(τ ∗ξ) ∈ NA}

MA

⊗A K∞
∼−→

p+
M + q+

M

q+
M

obtained by the vertical composition of the quasi-isomorphisms of complexes
of K∞-vector spaces:

{ξ ∈M ⊗A⊗K K∞〈A〉 | ξ − τM(τ ∗ξ) ∈ NA}
MA

⊗A K∞

GM ⊗A K∞

cone
[
RΓ(SpecA× C,M)

ι−τM−→ RΓ(SpecA× C,N )
]
⊗A K∞

cone
[
RΓ(SpecO∞ × C, q∗M)

ι−τM−→ RΓ(SpecO∞ × C, q∗N )
]
⊗O∞ K∞

cone
[
RΓ(SpfO∞×̂C,M̂)

ι−τM−→ RΓ(SpfO∞×̂C, N̂ )
]
⊗O∞ K∞

cone
[
M̂∞

id−τM−→ N̂∞
]
⊗O∞ K∞

N̂∞
(ι− τM)(M̂∞)

⊗O∞ K∞

N ⊗A⊗K K∞[[j]]

M ⊗A⊗K K∞[[j]]

p+
M + q+

M

q+
M

o U(M)⊗AK∞=0

o Proposition 6.33

o Proposition 6.23

o Grothendieck’s comparison Theorem

o (6.23) and Lemma 6.13

o Lemma 6.34

o Theorem 6.19

o (γ∞M )−1

Proof of Theorem 6.4. By Proposition 5.33, we have an exact sequence of K∞-
vector spaces:

0 −→ Λ(M)+⊗AK∞ →
{ξ ∈M ⊗A⊗K K∞〈A〉 | ξ − τM(τ ∗ξ) ∈ NA}

MA

⊗AK∞

−→ Ext1,reg,∞
MMrig

K ,A
(1,M) −→ 0.
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On the other-hand, by Theorem 5.34, we have an exact sequence of K∞-vector
spaces:

0 −→ Λ(M)+ ⊗A K∞ −→
p+
M + q+

M

q+
M

−→ Ext1,ha,∞
MHP+

K∞
(1+,H+(M)) −→ 0.

Theorem 6.4 follows from the fact that ρ(M) is an isomorphism.
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Chapter 7

Application to Carlitz tensor
powers

This chapter is devoted to the application of the results of Chapter 1 to 6 in the
simplest case ofM being the tensor powers of the Carlitz’s motive Cn (defined
in example 1.5) over the function field of C = P1

F. We describe explicitly the
A-motivic cohomology of Cn and obtain, as a consequence, new results on
the algebraic relations among values of Carlitz’s polylogarithms at K-rational
points (Corollary 7.30).

The t-setting

In this chapter, C is the projective line P1
F over F and∞ is the point of coordi-

nates [0 : 1]. The ring A = H0(C \ {∞},OC) is identified with F[t], where t−1

is a uniformizer in K of O∞. Thus, K is identified with F(t), K∞ with F((t−1))
and O∞ with F[[t−1]]. The valuation v∞ at ∞ corresponds to the opposite of
the degree in t. We recall that C∞ is the completion of an algebraic closure of
K∞, and we denote | · | a norm on C∞ associated to v∞.

Let L be an A-algebra. To make notations not to heavy and agree with the
existing literature, we identify F[t]⊗L with L[t], and denote by t the element
t ⊗ 1 and by θ the element 1 ⊗ t. Under these notations, C∞〈A〉 is identified
with the Tate algebra over C∞

C∞〈t〉 =

{
f =

∞∑
n=0

ant
n

∣∣∣∣ an ∈ C∞, lim
n→∞

an = 0

}
.

The Gauss norm of f =
∑

n≥0 ant
n ∈ C∞〈t〉 is given by ‖f‖ := maxn≥0{|an|}

(see [GazMa, §2] for a general construction of the Gauss norm). We let f 7→
f (1) be the map on C∞〈t〉 which raises the coefficients to the q-th power:

f (1) =
∞∑
n=0

aqnt
n.
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(it corresponds to τ over C∞〈A〉), and let f 7→ f (i) denote its i-th iterates. We
denote by C∞〈〈t〉〉 the sub-C∞-algebra of C∞〈t〉 which have infinite radius of
convergence:

C∞〈〈t〉〉 =

{
f =

∞∑
n=0

ant
n

∣∣∣∣ an ∈ C∞, ∀ρ > 0, lim
n→∞

anρ
n = 0

}
.

It corresponds to the algebra C∞〈〈A〉〉 introduced in subsection 1.4.2 (see Ex-
ample 1.62). In this setting, C∞〈〈A〉〉j (Definition 1.63) corresponds to the
algebra of elements g ∈ QuotC∞〈〈t〉〉 such that g is regular outside {θ, θq, ...}
in C∞ and for which there exists n > 0 in such a way that g has a pole of
order at most n at the elements {θ, θq, ...}.

For n an integer, let Cn = (K[t], τCn) be the nth tensor power of the Carlitz
F[t]-motive over K (Example 1.5), where τCn maps τ ∗p(t) to (t − θ)np(t)(1).
It defines an A-motive over K. Let also A(n) := C−n = (Cn)∨. This is the
function fields analogue of the nth Tate twist Z(n).

Results

After showing in Section 7.1 that Cn (respectivelyA(n)) is an object ofMMreg
K ,

we compute in Section 7.2 the modules Ext1,reg,∞
MMK ,A

(1, A(n)) for various values
of n. Our results can be summarized as follows:

Theorem 7.1. There are isomorphisms of F[t]-modules

Ext1,∞
MMreg

K ,A
(1, A(n)) ∼=


0 if n ≤ 0,
F[t]n if n > 0 and q − 1 6 |n,
F[t]n−1 ⊕ F[t]/(dn(t)) if n > 0 and q − 1|n,

where dn(t) is a certain monic polynomial in F[t].

We refer respectively to Proposition 7.12, Lemma 7.15 and Proposition 7.19
for Theorem 7.1.

We prove that dn(t) = tq
k+1 − tqk whenever n = qk(q − 1) for some k ≥ 0

(Corollary 7.25). Yet, an explicit expression of dn(t) is rather difficult to obtain
in practice. For general values of n multiple of q − 1, we show that dn(t) is
described by the linear relations among the Carlitz period and values of Carlitz
polylogarithms at polynomials (Theorem 7.23).

For α ∈ K whose degree is < nq/q − 1, we let Lin(α) be its n-th Cartliz
polylogarithm, defined by the converging series in K∞:

Lin(α) := α +
∞∑
k=1

αq
k

(θ − θq)n(θ − θq2)n · · · (θ − θqk)n
.
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Fix η a (q − 1)st root of (−θ) in Ks
∞. Let π̃ be the Carlitz period1, given by

the converging product in the separable closure Ks
∞ of K∞ in C∞:

π̃ = (−θη)−1

∞∏
i=1

(
1− θ

θqi

)−1

. (7.1)

An unexpected consequence of our results is the intimate relation between
the module Ext1,reg,∞

MMK ,A
(1, A(n)) and the module of F[θ]-linear relations be-

tween π̃n and values of polylogarithms at polynomials (see Proposition 7.24).
Using the ABP criterion [ABP, Thm. 3.1.1] combined with methods of Chang-
Yu [ChaYu], we prove that the series Lin(1), ..., Lin(θn−1) are algebraically
independent over K̄ (Corollary 7.30). If q − 1 - n, we can further deduce
that (π̃,Lin(1), ..., Lin(θn−1)) forms an algebraically independent family over
K̄ (Corollary 7.28). More generally, we provide a criterion to spot algebraic
independence among the series Lin(α) for α ∈ K. The case of finding algebraic
relations among Lin(α) for α ∈ F for a finite field extension F of K in C∞
seems to require more investigations. We leave it open.

We end this text by Section 7.4, where we give an equivalent formulation of
Beilinson’s conjecture (6.5) in the case ofM = A(n) (n > 0) by mean of higher
polylogarithms. It will follow that Beilinson’s conjecture is true for A(1), but
false for A(n) whenever n is a multiple of the characteristic p of F.

7.1 Carlitz’s tensor powers’ tool box

7.1.1 Properties of the Carlitz’s tensor powers

We begin by some general and well-known facts on the Carlitz’s tensor pow-
ers (mixedness, Betti realization, maximal A-model, mixed Hodge-Pink struc-
ture). Our aim is to prove that A(n) is an object of the categoryMMreg

K , so
that the module of extensions

Ext1
MMreg

K
(1, A(n)),

to be studied in the incoming sections, is well-defined.

Mixedness

We have the identifications A∞(K) = K[[t−1]] and B∞(K) = K((t−1)). The
isocrystal I∞(A(n)) (see Definition 1.28) admits B∞(K) = K((t−1)) as under-
lying K((t−1))-module, and the τ -linear isomorphism acts by multiplication by
(t− θ)n.

Proposition 7.2. The isocrystal I∞(A(n)) is pure of slope n (Definition
1.12). In particular, A(n) is pure of weight −n (Definition 1.30) and hence is
mixed.

1π̃ depends on η as 2πi depends on the choice of i, a square root of −1.
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Proof. We have (t − θ)n = t−n(1 − θ/t)−n. Because (1 − θ/t) is a unit in
A∞(K) = K[[t−1]] and t−1 a uniformizer, we have

τA(n)(τ
∗A∞(K)) = (t−1)nA∞(K).

Since A∞(K) is an A∞(K)-lattice in B∞(K), I∞(A(n)) is pure of slope n.
The fact that A(n) is pure of weight −n follows by definition.

Rigid analytic triviality

Let ω(t) be the Anderson-Thakur’s generating function:

ω(t) = η

∞∏
i=0

(
1− t

θqi

)−1

∈ K∞(η)〈t〉,

(see [AndT, Proof of Lemma 2.5.4]). The following proposition is well-known:

Proposition 7.3. We have Λ(A(n)) = F[t]ω(t)n. In particular, A(n) is rigid
analytically trivial.

Proof. Note that, by Definition 1.48, we have

Λ(A(n)) = {f ∈ C∞〈t〉 | f (1) = (t− θ)nf}.

The series ω satisfies ω(t)(1) = (t − θ)ω(t) and it follows that F[t]ω(t)n ⊂
Λ(A(n)). Conversely, ω is invertible in C∞〈t〉 so that, if f ∈ Λ(A(n)), then
the element g := f/ωn satisfies g(1) = g ∈ C∞〈t〉. Hence, g ∈ F[t] and
f ∈ F[t]ω(t)n. We conclude by Proposition 1.52 that A(n) is rigid analytically
trivial.

We recall that Λ(A(n)) is equipped with a continuous action of G∞ =
Gal(Ks

∞|K∞). It is given as follows: from Proposition 1.54, we know that any
f ∈ Λ(A(n)) belongs to Ks

∞〈t〉 (this also follows from Proposition 7.3). Given
σ ∈ G∞, it acts on f via

f =
∞∑
n=0

ant
n, fσ =

∞∑
n=0

aσnt
n.

We let Λ(A(n))+ be the submodule of Λ(A(n)) fixed by G∞. Let 1q−1|n be 1
if q − 1|n and 0 otherwise. From Proposition 7.3, we obtain:

Corollary 7.4. We have Λ(A(n))+ = 1q−1|nF[t]ω(t)n (here, 1q−1|n equals 1 if
q − 1 | n and is zero otherwise).

Maximal A-model

Let MA denote the maximal A-model of A(n), which we know to exist by
Proposition 2.30.

Proposition 7.5. We have MA = F[θ, t].

Proof. If L = F[θ, t] ⊂ K[t], then clearly τA(n)(τ
∗L)[j−1] = L[j−1] as j corre-

sponds to the principal ideal (t− θ) of F[θ, t]. It follows that L is the maximal
A-model of A(n) by Proposition 2.36.
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Mixed Hodge-Pink structure

To end this section, we compute the mixed Hodge-Pink structure associated
to A(n) (Section 5.1). Note that we have an identification Ks

∞[[j]] = Ks
∞[[t−θ]].

The isomorphism γ∞A(n) of (5.3) takes the form

γ∞A(n) : Ks
∞((t− θ)) · ω(t)n

∼−→ Ks
∞((t− θ)), f · ω(t)n 7−→ fω(t)n.

It follows that pA(n) = Ks
∞[[t− θ]] · ω(t)n and qA(n) = (t− θ)nKs

∞[[t− θ]] · ω(t)n

(see Definition 5.3). According to Definition 5.3 and the above computations,
we obtain:

Proposition 7.6. Let R be a Noetherian subring of K∞ containing F[t]. The
mixed Hodge-Pink structure H +

R (A(n)) has underlying module R · ω(t)n, is
pure of weight −n, has Hodge-Pink lattice qA(n) = (t − θ)nKs

∞[[t − θ]] · ω(t)n,
and its infinite Frobenius maps σ ∈ G∞ to (ω 7→ ωσ).

As an application of Corollary 4.46, it follows that A(n) is regulated (Def-
inition 5.10). As announced, we obtain:

Corollary 7.7. A(n) is an object of the categoryMMreg
K .

7.1.2 Regulators

In view of what has been established in the subsection 7.1.1, the module of
extension:

Ext1
MMreg

K
(1, A(n))

is well-defined. We assume that n > 0 so that A(n) has negative weights.
In this subsection, we compute the general and special regulators of A(n) at
Poylog-classes (Definition 7.8) and show how they are related to Carlitz poly-
logarithms (Proposition 7.10). We will deduce algebraic dependence among
values of polylogarithms thanks to this description (see Section 7.3).

Let ι be the isomorphism of Theorem 3.4 in the case M = A(n). By
Corollary 5.20, ι induces an isomorphism of F[t]-modules:

ι :
(t− θ)−nK[t]

{p(t)− (t− θ)−np(t)(1) | p(t) ∈ K[t]}
∼−→ Ext1

MMreg
K

(1, A(n)).

Definition 7.8. For α ∈ K, we define the nth Polylog-class of α, and denote
it by [Ln(α)], the image of the class of

α

(t− θ)n
through ι.

Remark 7.9. The terminology will be justified by Proposition 7.10 below.

Recall that in Section 5.3 we have defined a submodule

Ext1,∞
MMreg

K
(1, A(n)) ⊂ Ext1

MMreg
K

(1, A(n))
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consisting in extensions inMMreg
K having analytic reduction at∞ (Definition

5.26). For R a Noetherian subring of K∞ which contains A, let Reg
∞
R

(A(n))
and Reg∞R (A(n)) be respectively the general and special ∞-regulators of A(n)
(Definitions 5.21 and 5.23). We rewrite the commutative diagram of Theorem
5.34 in the t-setting with M = A(n):

Ext1,∞
MMreg

K ,A
(1, A(n))

{
ξ ∈ K∞〈t〉 | (t− θ)nξ − ξ(1) ∈ F[θ, t]

}
1q−1|nF[t]ω(t)n + F[θ, t]

Ext1,∞
MHPha,+

R

(1+,H +
R (A(n)))

(t− θ)−nK∞[[t− θ]]
1q−1|nRω(t)n +K∞[[t− θ]]

Ext1,∞
MH+

R

(1+,H+
R(A(n)))

(F[t]ω(t)n ⊗F[t] K
s
∞)+

1q−1|nRω(t)n

Reg
∞
R

(A(n))

Reg∞R (A(n))

ξ 7→ ξ

∼
(A)

[H] 7→[H#] ξ 7→ −ω(t)n⊗(ξω−n)|t=θ

∼
(B)

∼
(C)

We labeled the horizontal isomorphisms: (A), (B), (C). We recall that
(A) is given explicitly by mapping the class of ξ to ι(ξ − (t − θ)−nξ(1)) (see
Proposition 5.33).

For α ∈ K such that deg(α) < nq/(q− 1) as a polynomial, we consider the
series

ξα(t) :=
α

(t− θ)n
+
∞∑
k=1

αq
k

(t− θ)n(t− θq)n · · · (t− θqk)n
(7.2)

converging both in K∞〈t〉 and in (t− θ)−nK∞[[t− θ]]. We next show how the
general regulatorReg

∞
R

(A(n)) is related to ξα and how Reg∞R (A(n)) is related
to the Carlitz polylogarithm Lin(α).

Proposition 7.10. Let α ∈ K be such that degα < nq/(q−1) and let [Ln(α)]
be its nth Polylog-class. Then [Ln(α)] belongs to Ext1,∞

MMreg
K

(1, A(n)). In addi-
tion,

1. Reg
∞
R

(A(n)) maps the extension [Ln(α)] to the image of the class of
ξα(t) ∈ (t− θ)−nK∞[[t− θ]] through (B).

2. Reg∞R (A(n)) maps the extension [Ln(α)] to the image of the class of
ω(t)n ⊗ Lin(α)

π̃n
∈ (F[t]ω(t)n ⊗F[t] K

s
∞)+ through (C).

Proof. As a converging series in K∞〈t〉, ξα satisfies the functional equation:

ξα(t)− ξα(t)(1)

(t− θ)n
=

α

(t− θ)n
. (7.3)
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Because [Ln(α)] = ι((t − θ)−nα), it follows from Proposition 5.27 and the
fact that ξα is invariant through the action of G∞ on Ks

∞〈t〉, that [Ln(α)] has
analytic reduction at ∞. Hence

[Ln(α)] ∈ Ext1,∞
MMreg

K
(1, A(n)).

The inverse image of [Ln(α)] via (A) is then well-defined and equals the class
of ξα(t) by (7.3). By commutativity of the above diagram (Theorem 5.34), the
first assertion follows. Note that, from (7.2), ξ(t)ω(t)−n is regular at t = θ and
(ξ(t)ω(t)−n)|t=θ = −Lin(α)π̃−n. The second assertion follows.

Remark 7.11. Given α ∈ A, one easily sees that [Ln(α)] has everywhere good
reduction.

7.2 Motivic cohomology of Carlitz’s tensor pow-
ers

Let n be an integer. The aim of this section is to describe the submodule of
extensions

Ext1,∞
MMreg

K ,A
(1, A(n))

having everywhere good reduction (in addition to having analytic reduction at
∞). Subsection 7.2.1 deals with the n ≤ 0 case and Subsection 7.2.2 the case
n > 0.

7.2.1 Non positive tensor powers

We begin by a description of the extension modules of 1 by A(n) in various
categories of A-motives, for general values of n.

In the category MK

Let MK be the category of A-motives over K. By Theorem 3.4, there is an
isomorphism of A-modules

ι :
K[t][(t− θ)−1]

{p(t)− (t− θ)−np(t)(1) | p(t) ∈ K[t]}
∼−→ Ext1

MK
(1, A(n))

given explicitly by mapping the class of m in K[t][(t−θ)−1] to the extension of
1 by A(n) whose underlying module is K[t]⊕2 and where the τ -action takes the
form ( τCn m

0 1 ). By Theorem 3.18 combined with the description of the maximal
A-model of A(n) in Proposition 7.5, we deduce that ι induces an isomorphism

ι :
F[θ, t][(t− θ)−1]

{p(t)− (t− θ)−np(t)(1) | p(t) ∈ F[θ, t]}
∼−→ Ext1

MK ,A
(1, A(n))

where Ext1
MK ,A

denotes the submodule of extensions having everywhere good
reduction.
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In the category MMK

LetMMK be the category of mixed A-motives over K. If n ≥ 0, we obtain
by Propositions 3.8 and Proposition 3.11 the equality

Ext1
MMK

(1, A(n)) = Ext1
MK

(1, A(n)).

On the contrary, if n < 0, then by Proposition 3.9, we have an equality:

Ext1
MK

(1, A(n))tors = Ext1
MMK

(1, A(n))

and Ext1
MMK

(1, A(n)), for n < 0, is torsion. However we do not know whether
it is zero.

In the category MMreg
K

LetMMreg
K be the category of mixed, rigid analytically trivial and regulated

A-motives over K (Definition 5.10). Let Ext1
MMreg

K ,A(1, A(n)) be the submod-
ule of extensions having everywhere good reduction in the category MMreg

K

(Definition 3.17). We claim:

Proposition 7.12. Let n < 0. We have Ext1
MMreg

K ,A(1, A(n)) = 0.

Proof. Let m = −n > 0. In vertue of Corollary 5.20, it suffices to show that
the F[t]-module

F[θ, t]

{p(t)− (t− θ)mp(t)(1) | p(t) ∈ F[θ, t]}

is torsion-free. Equivalently, that if there exists a(t) ∈ F[t] and p(t) ∈ F[θ, t]
such that a(t)p(t) ∈ (id−(t−θ)mτ)(F[θ, t]), then p(t) ∈ (id−(t−θ)mτ)(F[θ, t]).
Let us assume without loss of generality that a(t) 6= 0. Let q(t) ∈ F[θ, t] be
such that a(t)p(t) = q(t)− (t− θ)mq(t)(1). We want to show that a(t) divides
q(t).
For all N ≥ 1, setting bi = (t− θ) · · · (t− θqi−1

), we have

q(t) = a(t)
N−1∑
i=0

bmi p(t)
(i) + bmNq(t)

(N).

Hence, for all j ≥ 0, there exists a polynomial Hj(t) ∈ F[θ, t] such that

q(θq
j

) = a(θq
j

)Hj(θ
qj).

By Euclidean division we have, on the other-hand

q(t) = a(t)H(t) + r(t), where H(t), r(t) ∈ F[θ, t]

and ρ1 := degt r < degt a =: α (the euclidean division works over F[θ] since
the leading coefficient of a(t) divides the leading coefficient of q(t)). For all j
we get

r(θq
j

) = a(θq
j

)(Hj(θ
qj)−H(θq

j

)).
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If r 6= 0, then for j large enough v∞(r(θq
j
)) equals ρ0 − ρ1q

j where ρ0 is the
valuation of the leading coefficient of r. Comparing with the valuation on the
right-hand side, we obtain:

δj = v∞(Hj(θ
qj)−H(θq

j

)) = ρ0 − ρ1q
j + αqj.

Hence, δj tends to infinity as j grows. But this contradicts Hj(θ
qj)−H(θq

j
) ∈

F[θ]. Thus, r = 0.

In the case n = 0, we prove:

Proposition 7.13. There are isomorphisms of A-modules

F[θ][t]

(1− τ)(F[θ])[t]
∼= Ext1

MMreg
K ,A(1,1) ∼= Homc

grp(G∞, A),

where Homc
grp(G∞, A) is the A-module of continuous group morphisms from

G∞ (equipped with profinite topology) to (A,+) (equipped with the discrete
topology).

Let U(1) be the class module of 1 (Definition 6.1). We begin by two lemmas
that might interest the reader beyond the proof of the proposition.

Lemma 7.14. The class module U(1) is zero.

Proof. By Remark 6.1, we have

U(1) ∼= K∞〈t〉/(F[θ, t] + {g − g(1)|g ∈ K∞〈t〉}).

We have K∞ = m∞+F[θ], where m∞ = θ−1F[[θ−1]] is the maximal ideal of the
local ring O∞ = F[[θ−1]] in the local field K∞ = F((θ−1)). This implies that, for
any

f =
∞∑
n=0

fnt
n ∈ K∞〈t〉,

up to an element of F[θ, t], we can assume that fn ∈ m∞ for all n ≥ 0. In
particular, the series

gn := fn + f qn + f q
2

n + ...

converges in K∞ and satisfies v∞(gn) = v∞(fn). Hence, g :=
∑

n gnt
n is an

element of K∞〈t〉 such that g − g(1) = f . We conclude that U(1) = 0.

Lemma 7.15. We have Ext1,∞
MMreg

K ,A
(1,1) = 0.

Proof. Let ξ =
∑

i≥0 cit
i ∈ K∞〈t〉 be such that ξ − ξ(1) ∈ F[θ, t]. For i large

enough ci ∈ F, and then ci = 0. We obtain ξ ∈ K∞[t]. For all i ≥ 0, we have

ci − cqi = xi

for a certain xi ∈ F[θ]. By Lemma 3.21, K(ci) is unramified at closed points
of P1

F distinct from ∞. But since ci ∈ K∞, K(ci) is not ramified at ∞ neither.
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Hence K(ci) is nowhere ramified and we deduce K = K(ci) (that is ci ∈ K).
This amounts to ξ ∈ K[t] and then ξ ∈ F[θ, t] by considering valuations. It
follows that

{ξ ∈ K∞〈t〉 | ξ − ξ(1) ∈ F[θ, t]}
F[θ, t]

= 0.

We conclude by Proposition 5.33.

Proof of Proposition 7.13. The first isomorphism is induced by ι (Corollary
5.20). For the second one, note that

r1,∞ : Ext1
MMreg

K ,A(1,1) −→ H1(G∞,Λ(1))

has kernel Ext1,reg,∞
MMK ,A

(1,1) and cokernel U(1). Both are zero by Lemmas 7.14
and 7.15. It follows that r1,∞ is an isomorphism. As Λ(1) is isomorphic to A
with trivial G∞-action, we have H1(G∞,Λ(1)) ∼= Homc

grp(G∞, A) as desired.

Remark 7.16. The fact that Ext1
MMreg

K
(1,1) 6= 0 is in opposition to what is

expected in the number fields setting [Del, 1.3 (c)].

7.2.2 Positive tensor powers

In view of Proposition 7.12 and Lemma 7.15, we have proved that

Ext1,∞
MMreg

K ,A
(1, A(n)) = 0

for n ≤ 0. Our next objective is to consider the case n > 0. Because Cn

has negative weight, we know by Theorem 6.2 that Ext1,∞
MMreg

K ,A
(1, A(n)) is a

finitely generated F[t]-module. Up to isomorphism, it is then determined by
its rank and its torsion submodule.

We begin with a key lemma.

Lemma 7.17. Let n > 0 and let (α1, ..., αs) be a generating family of {α ∈
F[θ]| degα < n} over F. The F[t]-module{

ξ ∈ K∞〈t〉 | (t− θ)nξ − ξ(1) ∈ F[θ, t]
}

Λ(A(n))+ + F[θ, t]

admits (ξα1(t), ..., ξαs(t)) as generators.

Proof. Let ξ ∈ K∞〈t〉 be such that (t − θ)nξ − ξ(1) ∈ F[θ, t]. Because K∞ =
F[θ] + m∞, up to an element of F[θ, t], one can assume that the coefficients of
ξ are in m∞, that is ‖ξ‖ < 1. If m ∈ F[θ, t] is such that

(t− θ)nξ − ξ(1) = m,
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we have ‖m‖ < qn. Therefore, we can write m as a sum

m =
s∑
i=1

ai(t)αi, (∀ 0 ≤ i ≤ s : ai(t) ∈ F[t])

and we find ξ −
∑s

i=1 ai(t)ξαi ∈ Λ(A(n))+. This concludes.

We immediately deduce:

Proposition 7.18. Let n > 0 and let (α1, ..., αs) be a generating family of the
F-vector space {α ∈ F[θ]| degα < n}. Then ([Ln(αi)] | 1 ≤ i ≤ s) forms a
generating family of the F[t]-module Ext1,∞

MMreg
K ,A

(1, A(n)).

Proof. By Proposition 5.33, the map ξ → ι(ξ − τCn(τ ∗ξ)) is an isomorphism
of F[t]-modules:{

ξ ∈ K∞〈t〉 | (t− θ)nξ − ξ(1) ∈ F[θ, t]
}

F[θ, t] + Λ(A(n))+

∼−→ Ext1,∞
MMreg

K ,A
(1, A(n)) (7.4)

which maps the class of ξα(t) to the class [Ln(α)], for α ∈ K of degree <
nq/(q − 1). We conclude by Lemma 7.17.

We can already answers the question of the rank of Ext1,∞
MMreg

K ,A
(1, A(n))

for n > 0, and discuss its torsion submodule in the case q − 1 - n.

Proposition 7.19. For n > 0 and q−1 - n, the F[t]-module Ext1,∞
MMreg

K ,A
(1, A(n))

is free of rank n. If q − 1|n, then Ext1,∞
MMreg

K ,A
(1, A(n)) has rank n− 1.

Proof. We have an exact sequence of K∞-vector spaces:

Λ(A(n))+
K∞

(t− θ)−nK∞[[t− θ]]
K∞[[t− θ]]

Ext1,ha,∞
MHP+

K∞
(1+,H +

K∞
(A(n))).

(7.5)
Using the additivity of the dimension in short exact sequences, we find that
Ext1,ha,∞

MHP+
K∞

(1+,H +
K∞

(A(n))) has dimension n if q− 1 - n and dimension n− 1

if q−1|n. By Theorem 6.4, the same is true for the rank of Ext1,∞
MMreg

K
(1, A(n)).

If q−1 - n, then the latter module has rank n and admits a family of generators
with exactly n elements (Proposition 7.18). We deduce that it is free.

We now describe the torsion submodule of Ext1,∞
MMreg

K
(1, A(n)) for n a pos-

itive multiple of q − 1. Let dn(t) be the monic polynomial in F[t] such that

Ext1,∞
MMreg

K ,A
(1, A(n)) ∼= F[t]⊕n−1 ⊕ F[t]/(dn(t)).

To give a formula for dn(t), we require the following lemma.
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Lemma 7.20. Let n be a positive multiple of q − 1. There exists a family
(a0(θ), a1(θ), ..., an(θ)) in F[θ] such that a0 6= 0 and the following identity holds:

a0(θ)π̃n = a1(θ) Lin(1) + a2(θ) Lin(θ) + ...+ an(θ) Lin(θn−1).

Proof. First, the Euler-Carlitz formula [Carli] implies:

ζC(n) ∈ F(θ)×π̃n.

On the other-hand, Anderson-Thakur’s identity [AndT, Thm 3.8.3] yields:

ζC(n) ∈ SpanF(θ)

{
Lin(θi) | 0 ≤ i < nq/(q − 1)

}
.

It remains to show that

SpanF(θ)

{
Lin(θi) | 0 ≤ i <

nq

q − 1

}
= SpanF(θ)

{
Lin(θi) | 0 ≤ i < n

}
. (7.6)

To prove the above equality, note the elementary relation given for 0 ≤ a <
n/(q − 1):

Lin(θaq) =
n∑

m=0

(−1)m
(
n

m

)
θn−m Lin(θa+m).

It implies that Lin(θn+a) ∈ SpanF(θ) {Lin(θi) | 0 ≤ i < n+ a}, and (7.6) follows
by induction.

Remark 7.21. If we impose coprimality of (a0(θ), a1(θ), ..., an(θ)), a relation as
in Lemma 7.20 is unique up to an element of F× (see Corollary 7.26 below).
Remark 7.22. Let α ∈ F[θ] with degα < nq/(q−1). We deduce from the proof
of Lemma 7.20 that Lin(α) belongs to SpanF(θ) {Lin(θi) | 0 ≤ i < n}.

The next theorem computes dn(t) in terms of the linear relations among
π̃n and the values of polylogarithms.

Theorem 7.23. Let (a0(θ), a1(θ), ..., an(θ)) be a family of relatively prime el-
ements of F[θ] such that a0 6= 0 for which one has the identity

a0(θ)π̃n = a1(θ) Lin(1) + a2(θ) Lin(θ) + ...+ an(θ) Lin(θn−1). (7.7)

Then, dn(t) equals the monic gcd of (a1(t), ..., an(t)).

We begin with a central proposition.

Proposition 7.24. Let α1, ..., αm be elements in K whose degrees are <
nq/q − 1. If there exists a0(θ), ..., am(θ) in F[θ] such that

a0(θ)π̃n + a1(θ) Lin(α1) + ...+ am(θ) Lin(αm) = 0

then (−1)na0(t)ω(t)n + a1(t)ξα1(t) + ...+ am(t)ξαm(t) ∈ K[t]. In particular

a1(t) · [Ln(α1)] + ...+ am(t) · [Ln(αm)] = 0

in Ext1,∞
MMreg

K
(1, A(n)).
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Before proving it, we introduce some notations from [ChaYu]. Let

Lα,n(t) := α +
∞∑
k=1

αq
k

(t− θq)n(t− θq2)n · · · (t− θqk)n
,

The series Lα,n(t) converges to an element of K∞〈〈t〉〉j, and according to the
definition of ξα(t) in (7.2), we have ξα(t) := (t− θ)−nLα,n(t). We also let

Ω(t) := η−q
∞∏
i=1

(
1− t

θqi

)
= (t− θ)−1ω(t)−1

which defines an element in C∞〈〈t〉〉. Note that we have Lα,n(θ) = Lin(α) and
Ω(θ) = −1/π̃. Let us also mention their functional equations:

Ω(−1) = (t− θ)Ω, (ΩnLα,n)(−1) = α1/q(t− θ)nΩn + ΩnLα,n. (7.8)

The above proposition is proved using the Anderson-Brownawell-Papanikolas
(ABP) criterion [ABP, Thm. 3.11], and we use the dual t-motive introduced
by Chang and Yu in [ChaYu, (3.5)] to apply the ABP-criterion.

Proof of Proposition 7.24. We write K = F(θ) and we fix K̄ an algebraic clo-
sure of K in C∞. We assume that we have a non trivial F[θ]-linear relation

a0(θ)π̃n + a1(θ) Lin(α1) + ...+ am(θ) Lin(αm) = 0

and further thatm is chosen minimal with this property. By [ChaYu, Thm 3.1]
this implies that any strict subset of {π̃,Lin(α1), ...,Lin(αm)} forms a set of
algebraically independent series over K̄.

We use the notation of [ChaYu], in particular let E be the union in C∞〈〈t〉〉
of L〈〈t〉〉 ranging over finite field extensions L of K inside C∞. We consider a
thickening of the system of Chang and Yu [ChaYu, (3.5)]:

Φ = Φ(α1, ..., αm) :=


1 0 0 · · · 0
0 (t− θ)n 0 · · · 0

0 α
1/q
1 (t− θ)n 1 · · · 0

...
...

... . . . ...
0 α

1/q
m (t− θ)n 0 · · · 1

 ,

Ψ = Ψ(α1, ..., αm) =


1

Ω(t)n

Ω(t)nLα1,n(t)
...

Ω(t)nLαm,n(t)

 .

Note that the entries of Ψ are in E and that Φ is invertible over K̄(t) with
determinant (t− θ)n. The functional equations (7.8) imply that Ψ(−1) = ΦΨ.
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Therefore, we are in position to apply the criterion of Anderson-Brownawell-
Papanikolas [ABP, Thm 3.1.1]. The latter implies that the K̄[t]-module

L = {qω, q0, ..., qm ∈ K̄[t] | qω(t)Ωn+q0(t)+q1(t)ΩnLα1,n+...+qm(t)ΩnLαm,n = 0}

is nonzero. It is also torsion-free. To compute its rank, let q = (qω, q0, ..., qm)
and q′ = (q′ω, q

′
0, ..., q

′
m) be two elements of L. Then set r := q′mq − qmq

′ ∈
L and write ri (i ∈ {ω, 0, ...,m}) for its coordinate, knowing that rm = 0.
We want to show that r = 0. If one ri was not divisible by (t − θ), then
evaluating at t = θ would give a non trivial K̄-linear relation among elements
of the set {1, π̃n,Lin(α1), ...,Lin(αm−1)}. Because such a relation does not
exist by minimality (and using [ChaYu, Thm. 3.1]), (t−θ) divides ri for all i ∈
{ω, 0, ...,m}. If r 6= 0, there would exist a maximal integer k such that (t−θ)k
divides ri for all i ∈ {ω, 0, ...,m}. Dividing r by (t−θ)k and evaluating at t = θ
would give a non trivial K̄-linear relation between 1, π̃n,Lin(α1), ...,Lin(αm−1),
which does not exist by assumption.

We deduce that L is a free K̄[t]-module of rank 1. Let (pω(t), p0(t), ..., pm(t))
be a generator of L. By definition, we have

pω(t)Ωn + p0(t) + p1(t)ΩnLα1,n + ...+ pm(t)ΩnLαm,n = 0 (7.9)

Applying map f 7→ f (−1) to this equation and using the functional equation
yields a new relation in L(

p(−1)
ω (t)−

m∑
j=1

α
1/q
j p

(−1)
j (t)

)
(t− θ)nΩn

+ p0(t)(−1) + p
(−1)
1 (t)ΩnLα1,n + ...+ p(−1)

m (t)ΩnLαm,n = 0

which has to be the same as (7.9) up to a factor in K̄[t]. We let h(t) ∈ K̄[t]
be the proportionality factor (note that h has degree 0). For all j ∈ {0, ...,m},
pj(t) is a solution of the linear equation

(E) : p(t)(−1) = h(t)p(t), p(t) ∈ K̄[t].

Because at least one of the pj(t) is nonzero, (E) admits a non-zero solution.
The solutions of (E) forms a free F[t]-module of rank 1, and we let ∆(t) ∈ K̄[t]
be a generator. Therefore, for all j ∈ {0, ...,m}, there exists bj(t) ∈ F[t] such
that pj(t) = bj(t)∆(t).

Let us consider

Γ(t) := b0(t)Ω(t)−n +
m∑
j=1

bj(t)Lαj ,n(t).

We have Γ(t) = −pω(t)/∆(t) and therefore is an element of K̄(t). Γ(t) further
satisfies the functional equation

Γ(t)(−1) − Γ(t)

(t− θ)n
=

m∑
j=1

bj(t)α
1/q
j . (7.10)
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By (7.10), if Γ has a pole at x in K̄ then Γ has a pole at xq. Thus, if Γ(t) 6= 0,
all its poles must be in F. In particular, there exists d(t) ∈ F[t] nonzero such
that d(t)Γ(t) ∈ K̄[t]. It also follows from (7.10) that d(t)Γ(t) has a zero of
order n at t = θ. Since the power series expansion of Lα,n(t) in t belongs to
K[[t]], we deduce that d(t)Γ(t) ∈ (t− θ)nK[t]. We obtain the relation

d(t)b0(t)Ω(t)−n +
m∑
j=1

d(t)bj(t)Lαj ,n(t) ∈ (t− θ)nK[t] (7.11)

where the d(t)bj(t) ∈ F[t] (j ∈ {0, ...,m}) are not all zero. If the tuples
((−1)na0, ..., am) and (db0, ..., dbm) were linearly independent in F[t]m+1, eval-
uating (7.11) at t = θ would have give another independent relation between
π̃n,Lin(α1), ...,Lin(αm) which does not exists by minimality. Hence (a0, ..., am)
depends linearly on (db0, ..., dbm) and

(−1)na0(t)Ω(t)−n +
m∑
j=1

aj(t)Lαj ,n(t) ∈ (t− θ)nK[t].

Dividing out by (t− θ)n yields the desired relation.

Proof of Theorem 7.23. Let f be the F[t]-linear morphism

F[t] · 1⊕ F[t] · θ ⊕ · · · ⊕ F[t] · θn−1 −→ Ext1,∞
MMreg

K ,A
(1, A(n))

which maps q(t, θ) to ι((t− θ)−nq(t, θ)). It is surjective, and its kernel is a free
F[t]-module of rank 1. Because of (7.7), Proposition 7.24 implies that

a1(t) · [Ln(1)] + ...+ an(t) · [Ln(θn−1)] = 0

in Ext1,∞
MMreg

K ,A
(1, A(n)). This yields F[t](a1(t) · 1 + ... + an(t) · θn−1) ⊂ ker f .

Let d(t) be the gcd of (a1(t), ..., an(t)). Then, ker f is of the form

ker f = F[t] · g(t) ·
(
a1(t)

d(t)
· 1 + ...+

an(t)

d(t)
· θn−1

)
for some monic polynomial g(t) with g(t)|d(t). The theorem follows once we
proved that g(t) = d(t). By definition of ker f , we have

g(t) ·
(
a1(t)

d(t)
· [Ln(1)] + · · ·+ an(t)

d(t)
· [Ln(θn−1)]

)
= 0

in Ext1,∞
MMreg

K ,A
(1, A(n)). By applying Reg∞A (A(n)) to the above element and

using Proposition 7.10, we obtain that the series:

a0(θ)g(θ)

d(θ)
π̃n =

g(θ)

d(θ)
(a1(θ) Lin(1) + a2(θ) Lin(θ) + ...+ an(θ) Lin(θn−1))

belongs to F[θ]π̃n. Because d(θ) is prime to a0(θ) 6= 0, we have d(θ)|g(θ) which
concludes.
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Corollary 7.25. Assume that n = qk(q − 1) for some k ≥ 0. Then, as F[t]-
modules:

Ext1,reg,∞
MMK ,A

(1, A(n)) ∼= F[t]n−1 ⊕ F[t]/(tq
k+1 − tqk).

Proof. The case k = 0 follows from the well-known identity (e.g [ChaYu, Thm.
4.1+4.2]):

Liq−1(1) =
π̃q−1

θq − θ
which implies dq−1(t) = tq − t by Theorem 7.23. Raising the latter identity to
the power qk, for k ≥ 0, yields (θq

k+1−θqk) Lin(1) = π̃n. We obtain the general
case by Theorem 7.23.

Corollary 7.26. If n is a positive multiple of q−1, a relation as in Lemma 7.20
such that (a0(θ), ...an(θ)) are relatively prime is unique, up to a multiplicative
factor in F×.

Proof. If it was not true, then the F[t]-module

{ξ ∈ K∞〈t〉 | (t− θ)nξ − ξ(1) ∈ F[θ, t]}
F[θ, t] + Λ(A(n))

would have have rank ≤ n−2 by Proposition 7.24. This is absurd by Theorem
7.1.

7.3 Algebraic independence of Carlitz’s polylog-
arithms

Let n > 0 and let α1,..., αm be elements of K = F(θ) whose degrees are
< nq/(q − 1). The following theorem states that the knowledge of the mod-
ule structure of Ext1

MMreg
K

(1, A(n)) provides a criterion to spot the algebraic
independence of the series π̃, Lin(α1), ..., Lin(αm).

Theorem 7.27. The following are equivalent:

(i) The series π̃, Lin(α1), ..., Lin(αm) are algebraically independent over K̄,

(ii) The extensions [Ln(α1)], ..., [Ln(αm)] are linearly independent in the
F[t]-module Ext1

MMreg
K

(1, A(n)).

Proof. Assume (i). Then, in particular, π̃n, Lin(α1), ..., Lin(αm) are linearly
independent over K. This implies that the series ξα1(t), ..., ξαm(t) are F[t]-
linearly independent in{

ξ ∈ C∞〈t〉 | (t− θ)nξ − ξ(1) ∈ F(θ)[t]
}

1q−1|nF[t]ω(t)n + F(θ)[t]
(7.12)

(indeed, lifting such a linear relation in C∞((t − θ)) would have led to a K-
linear relation among π̃n, Lin(α1), ..., Lin(αm) by observing the first nonzero
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coefficient in the (t − θ)-expansion). By Proposition 5.33, the F[t]-module
(7.12) is isomorphic to Ext1

MMreg
K

(1, A(n)) and to the class of ξα(t) corresponds
[Ln(α)]. (ii) follows.

Conversely, suppose the series π̃, Lin(α1), ..., Lin(αm) are algebraically de-
pendent over K̄. By [ChaYu, Cor. 3.2] (and its proof), π̃n, Lin(α1), ..., Lin(αm)
are linearly dependent over K. By Proposition 7.24, we deduce that the series
ξα1(t), ..., ξαm(t) are F[t]-linearly dependent in (7.12). It yields that [Ln(α1)],
..., [Ln(αm)] are linearly dependent in the F[t]-module Ext1

MMreg
K

(1, A(n)) as
desired.

Let n > 0 and let (α1, ..., αn) be a basis of {α ∈ F[θ]| degα < n} over F. Re-
peated from Theorem G in Chapter 0, we prove the following two consequences
of the previous sections:

Corollary 7.28. If q − 1 - n, the series π̃, Lin(α1), Lin(α2), ..., Lin(αn) are
algebraically independent over K̄.

Proof. If q−1 - n, the family of elements [Ln(αi)] (i ∈ {1, ..., n}) forms a basis
of Ext1,∞

MMreg
K ,A

(1, A(n)) and therefore are linearly independent in Ext1
MMreg

K
(1, A(n)).

We conclude by Theorem 7.27.

Remark 7.29. If q − 1|n, a linear relation among π̃n, Lin(α1), Lin(α2), ...,
Lin(αn) was shown to exist in Lemma 7.20.

Corollary 7.30. For n > 0, the family (Lin(α1), ...,Lin(αn)) is algebraically
independent over K̄.

Proof. The case where q − 1 does not divide n is contained in Corollary 7.30.
We prove the case where q − 1|n. By Lemma 7.20, there exists a relation

a0(θ)π̃n = a1(θ) Lin(α1) + ...+ an(θ) Lin(αn) (7.13)

where (a0(θ), ..., an(θ)) is a coprime family in F[θ] with a0 6= 0. By Proposition
7.24 together with the fact that Ext1,∞

MMreg
K

(1, A(n)) has rank n−1, any relation
of the form b1(θ) Lin(α1) + ...+ bn(θ) Lin(αn) = 0 (bi(θ) ∈ F[θ]) is proportional
to the relation (7.13). Because a0 6= 0, the proportionality factor must be zero.
Hence, the family (Lin(α1), ...,Lin(αn)) is linearly independent over K. It is
algebraically independent over K by [ChaYu, Cor. 3.2] as desired.

7.4 Beilinson’s first conjecture for Carlitz tensor
powers

We end this text by giving an equivalent formulation of Beilinson’s conjecture
(Definition 6.5) in the case M = A(n) (with n > 0).
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Let α ∈ K be such that degα < nq/(q − 1). For 0 ≤ k < n, let Li[k]
n (α) be

the element of K∞ defined by the formula:

ξα(t) =
Li[0]
n (α)

(t− θ)n
+

Li[1]
n (α)

(t− θ)n−1
+ · · ·+ Li[n−1]

n (α)

(t− θ)
+ O(K∞[[t− θ]])

where ξα(t) is defined by (7.2). By construction, Li[0]
n (α) = Lin(α). We record:

Proposition 7.31. For n > 0, the following are equivalent:

(i) Beilinson’s conjecture is true for M = A(n),

(ii) Given a basis (α1, ..., αn) of {α ∈ F[θ]| deg(α) < n} over F, the matrix
Li[0]
n (α1) Li[0]

n (α2) · · · Li[0]
n (αn)

Li[1]
n (α1) Li[1]

n (α2) · · · Li[1]
n (αn)

...
... . . . ...

Li[n−1]
n (α1) Li[n−1]

n (α2) · · · Li[n−1]
n (αn)

 (7.14)

is invertible inMn(K∞).

Remark 7.32. Assertion (ii) does not depend on the choice of the basis.

Proof of Proposition 7.31. We have the following commutative diagram with
exact rows (Theorem 5.34):

Λ(A(n))+K∞

{
ξ ∈ K∞〈t〉|(t− θ)nξ − ξ(1) ∈ F[θ, t]

}
F[θ, t]

⊗
A
K∞ Ext1,reg,∞MMrig

K ,A
(1, A(n))⊗A K∞

Λ(A(n))+K∞

(t− θ)−nK∞[[t− θ]]
K∞[[t− θ]]

Ext1,ha,∞
MHP+

K∞
(1+,H +

K∞
(A(n)))

id ξ 7→ξ Reg
∞
K∞

(A(n))

By Theorem 6.4, the K∞-vector space{
ξ ∈ K∞〈t〉|(t− θ)nξ − ξ(1) ∈ F[θ, t]

}
F[θ, t]

(7.15)

has dimension n. Because the class of the family (ξα1 , ..., ξαm) in (7.15) is
generating (Lemma 7.17), it is a basis. The matrix (Li[j]n (αj))i,j represents
the middle vertical K∞-linear morphism in the bases (ξαi(t) | 1 ≤ i ≤ n) of
the source space and ((t − θ)n−j | 0 ≤ j < n) of the target space. There-
fore, (Li[j]n (αj))i,j is invertible if and only if the middle vertical morphism is
an isomorphism. By the Snake Lemma, the latter assertion is equivalent to
Beilinson’s conjecture for A(n) (Definition 6.5). The proposition follows.

Corollary 7.33. Beilinson’s conjecture is true for M = A(1).

Corollary 7.34. Beilinson’s conjecture is false for M = A(n) whenever n is
a multiple of the characteristic p of F.

Proof. If p|n, then, from (7.2), Li[i]n (α) = 0 whenever p - i and for every α. In
particular, the matrix in (ii) is not invertible.
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Cohomologie motivique

en arithmétique des corps de fonctions

Résumé : Les invariants arithmétiques les plus profonds attachés à une variété algébrique définie sur un
corps de nombres sont conjecturalement capturés par sa dénommée cohomologie motivique. Les valeurs
de fonctions L et les K-groupes de variétés en sont quelques exemples. Cette thèse dépeint le portrait
analogue pour les corps globaux de caractéristique positive. L’objectif principal est de décrire les groupes
d’extensions dans certaines catégories de A-modules d’Anderson et de montrer un théorème de finitude.
Nous concluons par une discussion sur la première conjecture de Beilinson en arithmétique des corps de
fonctions. Pour terminer, nous expliquons comment nos résultats s’appliquent pour étudier les relations
algébriques entre les valeurs des polylogarithmes de Carlitz.

Mots clés : Cohomologie motivique ; A-modules d’Anderson ; Conjectures de Beilinson ; Polylogarithme
de Carlitz.

Motivic cohomology in the arithmetic of function fields

Abstract : The deepest arithmetic invariants attached to an algebraic variety defined over a number
field are conjecturally captured by its so-called motivic cohomology. Values of L-functions and K-groups
of varieties are some examples. This thesis describes the analogous picture for global fields in equal
characteristic. The main objective is to compute the extension modules in various categories of Anderson
A-motives and to prove a finiteness theorem. We conclude with a discussion on Beilinson’s first conjecture
in function fields arithmetic. Finally, we explain how our results apply to investigate algebraic relations
among values of Carlitz polylogarithms.

Keywords : Motivic cohomology ; Anderson A-modules ; Beilinson’s conjectures ; Carlitz polylogarithm.
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