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CHAPTER 0

Introduction

The only thing that makes life possible
is permanent, intolerable uncertainty;
not knowing what comes next.

The Left Hand of Darkness
Ursula K. Leguin
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0.1 A Philosophy of Distributed Computing

0.1.1 Knowledge, Science and Computing

Distributed computing studies how information and uncertainty in part of a system constrains
and generates information and uncertainty at the level of the whole system. Every algorithm,
bound, impossibility result, and more, rely on each process’ information and uncertainty about
the system — its knowledge.

Even so, should we, researchers in distributed computing, care about such elusive philo-
sophical details? Yes. The giants on which shoulders a field of research stands are not merely
its technical results, but also the underlying intuitions about its objects of study. And none
of these intuitions matters more than the type of knowledge produced by the field and how it
is produced.

Take the natural sciences. Physics, Biology, Chemistry, all have concrete objects of study;
things like lightning, mitosis and oxidation. The goal of these sciences is obvious: explaining
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these phenomena. To do so, models capture the simplest explanation accounting for all known
facts; experiments test predictions made by those models, and falsify them. Such is the
scientific method pushed by Karl Popper [1], and made into almost a definition of what
Science is. Even accounting for variations, like the importance of synthesis in chemistry [2],
this narrative captures most of the production of knowledge about natural phenomena.

On the other hand, what does Computer Science study? It’s not computers, despite the
name. It might be computation. But what’s that? Computation is not, as far as human
knowledge goes, a physical phenomenon like lightning, mitosis or oxidation. It is instead an
abstraction, a process realized in many different ways, just like a short story can be written in
ink, punched in braille, or spoken. The defining aspect of a computation lies in its mechanistic
nature: a set of exact and non-ambiguous steps to answer a question or solve a problem.
Theses steps might be probabilistic, complex or difficult to interpret (like the computation of
a neural network), but they must still follow one from the other without holes or space for
interpretation.

Computer Science thus studies procedures without need for creative interpretation. In
doing so, it sheds light on what is knowable and doable with formal certainty — or at least
formal guarantees.

But in distributed computing, these procedures interact with each other through the phys-
ical world, imprecise and uncertain. This adds a whole new layer to this analysis, captured
by the many models of distributed computing.

0.1.2 Distributed Computing: in the Face of Uncertainty

Upon glancing at any textbook or proceedings on distributed computing, the abundance of
models catches the eye. If not every paper, then every track at a conference or every chapter
in a textbook likely studies a different model of distributed computation. ! Sometimes the
differences are subtle and easy to miss; sometimes the models have nothing in common, except
their distributed nature.

Of course, models also abound in sequential computing. But they all end up equivalent to
Turing Machines, or strictly weaker. Since concrete implementations of the strongest models
exist — you might be reading this thesis on one —, the use of weakening is limited to self-
referential issues in formal methods. Thus in sequential computability, a problem is considered
computable if and only it is computable on Turing Machines. End of story. For distributed
computing on the other hand, not all models are equivalent, some are incomparable, and no
model is "better" than the other.

The heart of this difference comes from uncertainty. Sequential computing studies me-
chanic solvability; distributed computing studies mechanic solvability by interacting processes
despite uncertainty. This uncertainty manifests itself in various ways:

e Capabilities of processes: polynomial time, exponential time, computable, more than
computable,. ..

o Atomicity: which groups of events are considered to happen in a single step.

e Communication primitives: messages, shared-memory, one-to-one interactions,. . .

!The proceedings of PODC 2020 contains at least 15 different models!
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e Degree of synchrony: how much the local clocks of processes are synchronized with each
other, and the delays on communication.

e Kind and number of faults: issues or perturbations that might plague processes, com-
munication primitive or exchanged information.

Because processes must take into account others, and how they might interact with them,
knowledge plays a crucial role in distributed computing. Equivalently, every model of dis-
tributed computing provides a set of axioms about interactions between processes. The
study of distributed computability and complexity simply unravels the consequences of these
axioms for mechanical problem solving. Another way to say this is that the uncertainty needs
to be tamed through assumptions; then it becomes non-determinism, which we can study
formally.

But where do these axioms come from? In the case of sequential computing, there is at
least the "one true notion of computation" as a guideline, thanks to the Church-Turing thesis.
But as I've stated above, there is no "best" or "ideal" model of distributed computing. In this
context, how to judge the worth of any such model?

To begin with, the value of these models lies not so much in capturing a concrete situation,
but instead in the extraction of properties relevant to problems of distributed computation, like
synchronization and symmetry-breaking. If a new model changes some long held hypothesis, or
add new variants, and that alters computability and complexity, the model’s in. It should shed
light on what is useful and what is necessary for solving the problems the research community
cares about.

Still, how to know if the property unearthed by a brand-new model occurs in any physical
distributed system? For example, pure asynchrony — unbounded delays of communication —
never occurs in a real system. It causes intricate and interesting behaviors; are they meaning-
ful? Ultimately, as in Mathematics, a distributed model will be judged by the wealth of results
it produces. Even if it makes too many assumptions or not enough to capture precisely a con-
crete system, such a model can clarify the fundamental questions of distributed computing.
Overly strong models are enticing for impossibility results, because their inability to solve a
problem propagates to their many weakenings. On the other hand, overly weak models serve
to find algorithms: one working in this barren context will still work under any strengthening.
In addition, for a solution to exist in a weak model, the latter must capture some necessary
hypotheses for solving this problem.

We should thus recognize some value in the axioms unearthed by decades of research in
distributed computing. These arguments only strengthens the need for many models, and
thus the creation of new issues compared to sequential computing: keeping track of all these
models in their own right, as well as the web of relations between them.

Managing its plethora of models therefore represents one of the fundamental
questions of distributed computing.

0.2 The Monopoly of Rounds

Most of this section comes from Sections 1 and 2 of my paper "The Splendors and Miseries of
Rounds" [3], published in SIGACT News.
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The issue with having a lot of models stems not so much from their number, but from their
organization: models in distributed computing form more of a menagerie than a taxonomy.
What the field needs is a perspective through which some structure can be brought to this
mess. Rounds offer one such promising approach, by constraining models enough to allow for-
malization. Just as importantly, rounds appear almost everywhere in distributed computing.
So using them, instead of tacking on some ad-hoc concept from elsewhere, reveals underlying
patterns in the field.

In this section, I explore in more details how and why rounds are used in distributed
computing.

0.2.1 The Essence of Rounds

Rounds provide structure — a structure to build algorithms on. This aspect of rounds might be
the most obvious, since numerous distributed algorithm designers leverage this structure, be
it for design or analysis. But what is this structure? Usually, rounds involve sending messages
tagged with the current round number, waiting for some messages with the same number, and
computing the next state while incrementing the round number. Such a description helps to
recognize rounds in the wild, but not in the unambiguous way of a mathematical definition.
Worse, it implies the use of messages, whereas the structure of rounds seems independent of
the means of communication.

Fortunately, Elrad and Francez [4] solved this problem almost 40 years ago. In studying
the decomposition of concurrent composition of CSP programs into layers, they stumbled
into a decomposition into chunks of time that was safe — equivalent to the initial program in
terms of behavior. They called such chunks communication-closed layers: layers such that no
communication ever happens between different layers.

Communication-closedness truly captures the essence of rounds. Operationally, it ensures
that processes at round r don’t use messages from other rounds in their local computation.
Messages from rounds before r will never be used, and are thus thrown away; messages
from rounds after r are buffered until their round. As long as some decomposition into
communication-closed layers exists for an algorithm, the latter uses rounds as an underlying
structure, whether implicitly or explicitly.

In general researchers and algorithm designers don’t need such a formal understanding of
rounds to use them. Yet there is a realm where it proves necessary: formal verification. There,
knowing how communication-closedness works gives a handle into the verification of round-
based distributed algorithms. Indeed, Chaouch-Saad et al. [5] proved that many properties
one wants to check on distributed algorithms, such as the properties defining consensus, can
be verified using communication-closed rounds as if they were synchronous. Such reductions
were leveraged notably by Damien et al. [6] and Gleissenthal et al. [7], to verify asynchronous
fault-tolerant algorithms.

Communication-closedness is also essential to ensure the usual atomicity of round-based
models: the fact that at each process, for each round, the emission of messages for this
round (or any form of outgoing communication like writing in shared-memory), the reception
of messages for this round (or any form of incoming communication like reading in shared-
memory) and the local computation for this round happen as if in one step. This is possible
because the messages received at round r by p cannot depend on the messages p sent at round
r, because if some ¢ receives a message from p at round r, the next messages it will send are
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at round r + 1.

0.2.2 The Adventures of Rounds

One common mistake about rounds is assuming synchrony — the property of processes com-
puting at the same speed, with a known upper bound on communication delay. Sure, almost
every synchronous algorithm uses rounds, and synchrony provides a simple way to imple-
ment rounds: broadcast, wait for the upper bound on communication delay to receive all
messages, do some computation, then change round. But communication-closedness is what
really matters for rounds — and both synchrony and asynchrony allow it. It is therefore essen-
tial to disentangle rounds and synchrony, which I do next by exploring both synchronous and
asynchronous uses of rounds.

In practice, synchrony generally costs too much to implement. But in theory, it gives
an excuse for assuming rounds — without justifying how they are implemented. When the
focus of a new model isn’t the rounds themselves, but some other parameter, a synchronous
version provides the simplest possible setting to study the new parameter. For example, many
biological-inspired "message-passing” models assume rounds through synchrony, such as the
beeping model of Cornejo and Kuhn [8], the task-allocation model of Cornejo et al. [9] or the
Cellular Bioelectric model of Gilbert et al. [10]. Other more technological models also depend
on synchrony for rounds, such as radio networks from Chlamtac and Kutten [11] or dynamic
networks from Kuhn et al. [12].

In the asynchronous setting, rounds provide robustness instead. State-machine replication
and failure detectors show that well. The former uses rounds where processes wait for a
majority of messages before deciding — see Paxos from Lamport [13], Zab from Junqueira et
al. [14] or Viewstamped Replication from Oki and Liskov [15]. Concerning failure detectors,
rounds provide a natural way to use the information they give: which process is suspected of
crashing. In most algorithms using failure detectors, like the ones of the original papers by
Chandra and Toueg [16] and Chandra et al. [17], processes wait only for messages from the
unsuspected processes, and then change round.

After seeing its value in both synchronous and asynchronous settings, you might wonder
why this structure is so integral to distributed algorithms. The answer is because it allows
a sequential analysis. As Raynal and Rasjbaum argued in a recent article [18], this reduc-
tion to sequential reasoning remains The Way for understanding concurrent and distributed
computation.

The quintessential example of this is the combinatorial topology approach to distributed
computing [19]. In it, problems and protocols are cast as manipulations of simplicial com-
plexes, high-dimensional combinatorial objects. All possible inputs form a complex, all possible
outputs another, and the problem imposes constraints on maps from the input complex to
the output complex. The solvability of the problem then reduces to the existence of a map
satisfying these constraints. For many standard models, the map from inputs to outputs
splits naturally into communication-closed layers — and thus rounds. Then the existence of
the sought-for map depends only on the properties of one layer, and on how they compose.
This reduction of the combinatorial complexity usually yields a clean and powerful mathe-
matical description, usable for many impossibility results and lower bounds. For example,
wait-free shared-memory can be described as the iterated application of an elegant map called
a barycentric subdivision [20]. This characterization proved integral to the proof of a general



6 CHAPTER 0. INTRODUCTION

computability theorem for this model [20].

One must be careful, though: despite the benefits of thinking about distributed compu-
tation sequentially, not all distributed algorithms use rounds. Many asynchronous algorithms
deliberately focus on point-to-point communication, usually to lower the message count or
the waiting time. Sometimes the model itself ends up unsuited to communication-closed lay-
ers. Population protocols are an example: although rounds are mentioned for complexity
issues, these models study one-to-one communication with minimal memory requirements —
two reasons for not using rounds.

0.2.3 In Search of Distributed Time

Measuring time is another fundamental use of rounds, dating back to the dawn of distributed
computing. Indeed, where sequential models of computation have no problem defining what
a time step is, parallelism and interleavings complicate the story for distributed computing.
What is a time step of a system with a lot of parts computing and communicating at different
times and possibly different speeds?

The round provides an answer to this difficult question: it defines a step of a distributed
algorithm cleanly, and in a way that focuses on the cost of communication. The time taken by
the algorithm is then the number of rounds. This idea goes back at least to the early 80’s, in
a paper by Arjomandi et al. [21], although tracking its first use proves difficult. What’s sure
is that since then, round complexity has become a staple of distributed computing research,
and the subject of most lower bounds in the literature.

The depth of this abstraction of time inspired a full-fledged distributed theory of com-
plexity [22], analogous to the sequential one [23, 24]. This theory focuses on Peleg’s LOCAL
model [25], a standard synchronous model parameterized by a fixed topology. It defines and
studies various complexity classes for distributed decision problems. Central to this study is
the notion of locality: a decision problem is local if and only if some algorithm solves it in
a constant number of rounds, whatever the number of processes. Local algorithms represent
truly tractable solutions, in terms of scalability — the number of rounds stays the same when
the number of processes increases. In that sense, the class of local decision problems plays an
analogous role to the class P of tractable sequential decisions problems.

Following the analogy, many fascinating ideas from computational complexity translate to
the distributed setting: verification of certificates [22, 26, 27], derandomization [28], hardness
of approximation [29]... All these thanks to the underlying rounds providing a robust notion
of time.

That being said, like any measure, round complexity is but a tool, not always useful or
even meaningful. In asynchronous models for example, the "real" time taken by each round
can vary wildly — eroding the relation between rounds and time. The repeated broadcasts
inherent in rounds also put them at odds with other measures of performance focused on the
communication cost, like message complexity. Nevertheless, the wealth of results generated
by rounds as a complexity measure vindicates once more their place as a fundamental idea of
distributed computing.
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0.3 Nothing but Rounds: the Heard-Of Model

Most of this section comes from Section 3 of my paper "The Splendors and Miseries of
Rounds" [3], published in SIGACT News.

As we saw, rounds crop up all around in the design and analysis of distributed algorithms.
There is but a small step in concluding from this exploration that they could make a useful
abstraction of distributed computing models.

As a matter of fact they do.

0.3.1 Equivalence with Round-Based Models

Most message-passing models consider faults at the level of components such as processes
and links; Santoro and Widmayer [30] were the first to propose a model where only the
consequences of faults are described. That is, the model only captures whether a message
is received or not, and not why. Combined with the assumptions of rounds and synchrony,
this gives a simple yet powerful round-based model parameterized by how many and which
message losses are allowed at each round.

This model capture surprisingly well some classical asynchronous models. The first evi-
dence came from Raynal and Roy [31], in a short note proving the equivalence of the asyn-
chronous model with at most F' permanent crashes, with the round-based model above where
at each round, for each process, at most F' messages sent to this process are lost. Such an
equivalence follows from a simulation from one model to the other, and back. This entails
that given an algorithm in one model, there is a systematic way to build an algorithm for the
same problem in the other model; their computability is the same.

Afek and Gafni [32] then pushed further this line of inquiry. They generalized the previous
model by defining "message adversaries", predicates constraining which messages can be lost
at which round. With an adversary limited to remove a message from at most one direction
for each communication link, they showed the equivalence with the wait-free single-reader
multiple-writer shared-memory model. Then Raynal and Stainer [33] doubled down, by ex-
tending this approach for models using failure detectors, both in message-passing and shared-
memory. They provided an adversary equivalent to wait-free shared-memory augmented with
Q, as well as one for asynchronous message-passing augmented with (X, Q). Moreover, these
results outlined the relations between various message-adversaries.

Therefore, many fundamental models in distributed computing reduce to round-based
ones, at least for questions of computability. Yet I find an issue with the message adversary
model: the assumption of synchrony. As I argued above, synchrony is not inherent in rounds
— communication-closedness is. Moreover, the simulations don’t use the additional power of
synchrony over rounds: the knowledge that if a message is not received at its round, it will
never be received. Thus synchrony serves only as a crutch to justify the use of rounds.

Fortunately, there are promising formalisms keeping all the power of message adversaries
while abstracting away such implementation details.

0.3.2 Abstracting rounds

An approach to round-based models without synchrony is the Round-by-Round Fault De-
tector model (or RRFD) of Gafni [34]. Executions in this model proceed through rounds
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implemented by waiting for the messages of processes in a set given by an oracle, the RRFD.
Different constraints on communication are then captured by predicates on the output se-
quences of RRFDs. Among others, Gafni found predicates for asynchronous message-passing
with crashes, wait-free shared-memory and partially synchronous message-passing. This ap-
proach was also extended in the GIRAF model of Keidar and Shraer [35], which allows more
predicates, and even some non-communication-closed rounds.

But these two abstractions suffer from the same issue than the message adversaries: they
are too operational. They describe how rounds are implemented, not just how they unfold.
Moreover, the use of fault detectors implicitly accuse some components for the failure. And
such accusation forces the model to rely on actual crashes and failing links, going back to
square one — many incomparable parameters. Last but not least, RRFDs don’t ensure the
correctness of their ouput, making processes wait forever in some cases. This behavior makes
sense in the study of indulgent algorithms [36], where the point is to deal with untrustworthy
oracles; but for general models of computation, stronger guarantees are required.

0.3.3 A Mathematical Abstraction: the Heard-Of model

Taking the best of message adversaries and RRFDs results in only considering which messages
are received at each round. This yields the Heard-Of model of Charron-Bost and Schiper [37],
which captures models as predicates on the messages actually received on time.

The building blocks of the Heard-Of model are the heard-of collections and the heard-of
predicates. Since the latter are merely predicates on the former (or equivalently, sets of them),
we can focus on the heard-of collections. A heard-of collection returns, for every process p and
round r, the set of processes heard at round 7 by p.? From the viewpoint of an algorithm in
the Heard-Of model, these processes are the senders of the messages given to p at round r for
its local computation. From the viewpoint of a system-level implementation of the Heard-Of
model, these processes are the senders of messages received before giving to the algorithm at
p its set of messages for round r — before p went to round r + 1, basically.

This deserves emphasis: a heard-of collection captures the messages that were received on
time. In this context, on time means "before the end of the round it was sent in".

Fundamentally, the Heard-Of model is about the logical information available to processes
during the rounds. It focuses on the flow of information within rounds, instead of on what
happens to messages exactly. Hence the knowledge given is not of which messages will be
delivered, but of which messages will be usable for local computation.

This entail an important aspect of the Heard-Of model: its atomicity. The succession of
broadcast, receptions and local computation at round r for process p forms a single step — from
the viewpoint of other processes, it is either over or has not happened yet. Such atomicity can
be rephrased by saying that there is no distinct event that is causally between two of the three
events of p at round r. This in turns follows from the fact that processes broadcast before
receiving their messages, and the received message are from round r. So the receptions on p at
round 7 cannot be causally linked with the broadcast of p at round r, because the receptions
at another process ¢ happen after ¢’s own broadcast for r.

2A heard-of collection can also be seen as an infinite sequence of directed graphs over II, where the r-th
graph captures communication at round r. Then ¢ being an incoming neighbor of p in the r-th graph means
that p received the message of ¢ at round r.
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This atomicity is to be contrastred with the common atomicity in asynchronous message-
passing models (like in Fischer, Lynch and Paterson [38])), where it’s the succession of recep-
tions, local computation and emissions that forms an atomic step. I explore the differences in
the next chapter.

The main promise of the Heard-Of model lies in capturing multiple assumptions about
communication — the axioms — in a formal mathematical framework. It considers synchrony
and faults together; both are abstracted by which messages are received on time.

To see how this work, consider crashes in synchronous and asynchronous message-passing.
If p doesn’t receive a message from ¢ at round r, what can it deduce about the state of g7 In
the synchronous case, that ¢ crashed, and thus that no message from it will be received for
future rounds, whether on time or not. In the asynchronous case on the other hand, maybe
the message was just late — p cannot infer that it will never receive a message from ¢ in the
future. Notice how synchrony and asynchrony are used to predict the pattern of messages.
The Heard-Of model cuts the middle man, and uses the patterns of messages from the start.

The benefits of this approach over the menagerie of classical models are numerous:

o (Model comparison) Predicates in the Heard-Of model come with their formal com-
parison relation: translation. Omne predicate H(O; translates into another HO, if for
each collection of HOj, there is a way to compose successive rounds (and maybe throw
away some messages) to get a collection of HOy. Basically, HO, is simulated on top of
HO; by taking multiple rounds of HO; to gather enough messages and then choosing
the ones to keep according to HOs. It has yet to be studied in depth, even if the original
paper [37] gives some translations, as do a couple of papers about specific problems, such
as the study of approximate consensus by Charron-Bost et al. [39]. Schmid et al. [40]
also studied the limits of this comparison relation.

o (Computability and complexity results) A model’s worth lies in the quality of
the results proven in it. On this front, the Heard-Of model is already quite successful,
both for computability (finding new algorithms for classic problems, on predicates never
studied before) and for complexity (bounding below the number of rounds necessary to
solve a problem on a predicate). The most notable results include new algorithms for
consensus in the original paper by Charron-Bost and Schiper [37]; characterizations of
the heard-of predicates on which consensus is solvable by Coulouma et al. [41] and Nowak
et al. [42]; a syntactic characterization of the algorithms solving consensus for a subset
of heard-of predicates by Balasubramanian and Walukiewicz [43]; a characterization of
the heard-of predicates on which approximate consensus is solvable by Charron-Bost et
al. [39]; and a study of k-set agreement by Biely et al. [44].

o (Formal verification) I mentioned previously that rounds, or more specifically
communication-closedness, help with formal verification. It should thus be no surprise
that the elegant mathematical abstraction of the Heard-Of model also works well with
formal verification. Among others, there are: a proof-assistant based (Isabelle/HOL)
verification of consensus algorithms in Charron-Bost et al. [45]; cutoff bounds for the
model checking of consensus algorithms by Marié¢ et al. [46]; the mentioned above syntac-
tic characterization of algorithms solving consensus for a subset of heard-of predicates by
Balasubramanian and Walukiewicz [43]; and a DSL to write code following the structure
of the heard-of model and verify it with inductive invariants by Dragoi et al. [47].
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0.4 The Road Ahead

Despite the advantages of the Heard-Of model, it is not as widely used in the distributed
computing literature as one could imagine. Which raises the question: what is missing?
What we have is a clean mathematical model, that captures many interesting parameters of
the uncertainty of distributed computation, and is amenable to formal verification. On the
other hand, the Heard-Of model as it stands lacks at least three things: a mean to extract
the predicate from a classical model, a comparison with classical models in terms of what is
computable, and general techniques for proving computability and complexity results.

Let’s start with the extraction of a predicate. An elegant model is great, but at the
end of the day, a useful model is one that captures the object of study. Traditional models of
distributed computing emerged from this tension; they arose through trial and error, back and
forth between usable models and models describing the actual problems. But when confronted
with the Heard-Of model, this hard-won legitimacy of the classical models vanishes. And
no mean exists yet for knowing which predicate corresponds to what. Of course, there are
examples and correspondence in the original paper [37]; but these are given, not proved. Even
if I accept these examples, what about the ones not mentioned? How should I go about
translating any given model into a heard-of predicate?

Next, even when knowing how to translate some model into a heard-of predicate, is some-
thing lost in translation? Does the heard-of predicate captures exactly the computability of the
original model, or strictly less? The usual suspects in this line of reasoning are communication-
closedness and the absence of failures. Intuitively, it seems harder to solve problems while
unable to use late messages, and while forcing every process, even the silent ones, to decide.
But no paper proved that a given model has no equivalent heard-of predicate; and even the
literature on these equivalences is slim.

Finally, let’s say that I have a model, its corresponding heard-of predicate, and both are as
powerful in terms of computability. Then how do I prove lower bounds, impossibility results,
properties of my algorithms? The other face of a clean mathematical model is an increased
complexity of the reasoning. In addition, the Heard-Of model differs enough from previous
models that the techniques established for the latter don’t translate trivially to the former.

Addressing these three problems forms the core of my thesis. After a chapter defining
formally the Heard-Of model and presenting its relation with the literature, the next three
chapters each address one problem, instantiated to a more concrete form:

o (Derivation) Given a classical model of distributed computing, what is the "closest"
heard-of predicate? This is answered in Chapter 2 for asynchronous models, by studying
strategies that constrain when to change round.

o (Expressivity) Is there an equivalence between classical models and heard-of predi-
cates? This question is addressed in Chapter 3, by showing the equivalence of failure
detectors in the Chandra-Toueg hierarchy with specific heard-of predicates.

o (Computability) Given a heard-of predicate, what can be derived in terms of com-
putability and complexity results? This is studied in Chapter 4, through impossibility
results for k-set agreement.
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The Heard-Of Model: Definitions
and Perspectives

All models are wrong, some
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1.1 Introduction

After setting the stage and outlining the results to come, let’s introduce in full force the main
character: the Heard-Of model. This chapter gets into the details of this model, and presents
its place among the rest of distributed computing models.

1.2 Into the Weeds: Definitions and Details

1.2.1 Defining the Heard-Of Model

To start, we will only use the Heard-Of model in the context of a fixed set of processes Il
and a complete topology. Although this is not in the original definition, many predicates and
results do assume such hypotheses. See Section 1.2.3 for a discussion of some alternatives.

As mentioned in the introduction, the Heard-Of model constrains communication through
heard-of predicates, which are themselves predicates on heard-of collections. These predicates
play the role of assumptions about synchrony, faults, network topology, and more.
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Usually, heard-of collections are represented as functions from a round r and a process p
to a set of processes — the processes from which p heard the message sent at round r before
or during its own round r.

Definition 1.1 (Heard-Of Collections and Predicates). Let II a set of processes. Then an
element h of (N* x IT) — P(II) is a heard-of collection. The outputs of a heard-of collection
are the heard-of sets of this collection.

In the same way, an element of P((N* x IT) — P(II)) is a heard-of predicate HO for II.

From another perspective, heard-of collections are infinite sequences of communication
graphs — directed graphs which capture who hears from whom on time, in that ¢ € h(r,p) <=
(¢,p) is an edge of the r-th communication graph.

Definition 1.2 (Collection as a sequence of directed graphs). Let Graphsy be the set of
directed graphs whose nodes are the elements of II. Then gr € (Graphsp)® is a heard-of
collection.

A function h and a sequence gr represent the same collection when Vr > 0,Vp € II :
h(r,p) = Ingy(p), where In(p) is the set of incoming neighbors of p.

In general, which perspective to use in a theorem or a proof follows naturally from the
context. For example h[r] only makes sense for a sequence of directed graphs, while h(r,p)
only makes sense for a function.

Although we won’t be talking about algorithms in the Heard-Of model until Chapter 3, it
is important to note that in this thesis, we assume that all algorithms in the Heard-Of model
broadcast at each round. Then the heard-of collection used in some execution of such an
algorithm really captures which messages are received on time. Another perspective would be
to say that processes might send a message only to some processes, and thus that the heard-of
collection captures the messages that would be received on time, assuming they are sent. This
is an interesting approach, but for simplicity, in this thesis we priviledge the first one.

Now, remember that the Heard-Of model ensures communication-closedness. Thus in an
algorithm, processes at a given round only interact with processes at the same round — they
only consider messages from this round. To do so, the system-level implementation of the
Heard-Of model has processes buffer messages received in advance, and discard ones received
late. Say ¢, during its round r, sends a message to p. What happens at p splits into four
possibilities (some of them only possible assuming asynchrony):

e p receives the message while it is at a round < r; it buffers it for the moment. Then it
might be used during round r of p, and g € h(r,p).

e p receives the message while it is at round r; it might use it for its local computation
during this round, and ¢ € h(r,p).

o preceives the message while it is at a round > r; it discards the message, and g ¢ h(r, p).
 p never receives the message; it has nothing to do, and ¢ ¢ h(r,p).

The fundamental intuition is that heard-of collections and predicates capture the logical
information available at the end of a round. From this comes both their simplicity and their
complex relations with classical models.
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1.2.2 Defining Predicates

The original paper by Charron-Bost and Schiper [37] gives properties of collections useful in
defining heard-of predicates.

The kernel of a round contains the processes heard by everyone at that round — that is,
the processes that successfully broadcasted. As for the kernel of an execution, it contains
processes that broadcast at every round. Then the cokernels are simply the complements of
the corresponding kernels.

Definition 1.3 (Kernels and Cokernels of a heard-of collecton). Let ho be a heard-of collection
and let » > 0. Then the kernel of ho at r, Kj,(r) £ () ho(r,p). The kernel of ho, K, =

pell
ﬂ Kho(r)'
r>0

Also, the cokernel of ho at r, CoKpo(r) £ II\ Kp,(r). And the cokernel of ho, CoKp, =
I\ Kp.

Let’s now turn to the main heard-of predicates used in papers and in the next chapters.
Table 1.1 lists their mathematical definition, while the following list unwraps them.

o HOP-""I captures the space-uniformity property: at every round, processes either
broadcasts or are not heard by anyone. Equivalently, every heard-of set at round r equals
the kernel at this round. This predicate thus ensures a strong synchronization within
each round.

e HO"™ captures the regularity property: at every round, the heard of sets are contained
in the kernel of the previous round. If someone did not hear from p at round r, then
no one will ever hear from it at rounds > r. This is a defining property of classical
synchronous models.

o HO™PIt captures the no-split property: at every round, every heard-of set intersects
non trivially with every other. Such a property plays the role of quorums in asynchronous
models.

HOmekrounds cantures the non-empty kernel rounds property: as the name suggests,

at every round, the kernel contains at least one process. So each round has at least one
source (when considered as a communication graph). Note that the source might change
between rounds.

o HO™* captures the non-empty kernel property: the kernel of the whole collection
contains at least one process. That is, a permanent source exists for each collection.

. HO? captures the kernel lower bound property: the kernel of the whole collection
contains at least n — F' processes. These processes act like correct processes in a syn-
chronous setting: they don’t crash and their messages are received on time.

e HOp captures the heard-of set lower bound property: all heard-of set contains at
least n — F' processes. So processes act like correct processes in an asynchronous setting
with at most F' crashes: they can always wait for n — F' processes, but not always for
more.
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Name Definition
HOP—unif {h a heard-of collection | Vr > 0,Vp,q € I : h(r,p) = h(r,q)}
HO" {h a heard-of collection | Vr > 0,Vp € IL : h(r + 1,p) C Kpo(r)}
HOosPlt {h a heard-of collection | Vr > 0,Vp,q € 1L : h(r,p) N h(r,q) # 0}
HOnekrounds | {h 5 heard-of collection | Vr > 0 : Kpo(r) # 0}
HO"F {h a heard-of collection | K}, # (0}
HOK {h a heard-of collection | |coKp,| <n — F}
HOF {h a heard-of collection | Vr > 0,Vp € IL : |ho(r,p)| > n — F'}
HOGPu {h a heard-of collection | >()ZpeH III\ ho(r,p)| < L}
HOPuntrounds [ £ a heard-of collection | ¥r > 0, ZH [T\ ho(r,p)| < L}

pE

Table 1.1: A list of heard-of predicates.

HOP captures the count property: at most L messages in the entire execution might
not arrive on time. This bounds the number of message loss, a form of constrained
unreliable communication.

HOCL"“"tmunds captures the count by round property: at most L messages per round

might not arrive on time. Here the bound concerns each round, as if fixing the risk of
message loss for specific periods of time.

1.2.3 Reaching the Limits

This thesis defends the Heard-Of model as a powerful lens for studying distributed computing.
Nonetheless, like every model, it has limitations. I list the most important here to give an
intuition of where the model can and can’t be applied.

(Fixed number of processes) Almost all heard-of predicates studied rely on the
number of processes. This entails that for these predicates, enforcing dynamicity requires
changes.

An approach would be for II to contain all processes that will eventually join, and make
them silent until they join and after they leave. But such an approach would require a
change in the known predicates — to deal with the join and removal of processes. For
example, HOF explicitly uses the (assumed fixed) number of processes to constrain the
size of the heard-of sets. Another example comes from kernels: a process arriving in
the middle of an execution that is heard by everyone after might be good enough for
some predicates based around kernels; but this process wouldn’t be in the kernel of the
collection. Another alternative would be to define what was the heard-of collection for
processes joining at round r.

(Assumed orthogonality of communication capability and algorithm) In the
Heard-Of model, whether processes can communicate at a round is assumed independent
of the algorithm being used. This separates the heard-of collection (the communication
behavior) and the algorithm. Such orthogonality comes from the fact that the Heard-Of
model studies fault tolerance. On the other hand, as we will see in the state of the



1.3. STATE OF THE ART: DISTRIBUTED COMPUTING MODELS 15

art below, some models break this independence. Models with interference are a prime
example: two neighboring processes communicating at the same time cancel or alter
their messages.

This assumption is so baked into the Heard-Of model that I don’t see how to remove it
while retaining the interesting results.

o (No randomness) As of now, the Heard-Of was never used for studying randomized
algorithms, despite their importance in the field. The definition of a Heard-Of algorithm
uses deterministic send and transition functions, but there is no issue in principle with
replacing them by relations for non-determinism or probability distributions for ran-
domness. That being said, the behavior of probabilistic algorithms running on infinite
sequences of directed graphs with complex properties might prove more difficult to study
than on the usual setting — where the topology is fixed or the properties are simpler.

o (One shot tasks) Finally, pretty much all known algorithms for the Heard-Of model
solve one-shot tasks: problems like consensus that needs to be solved only once. But
many distributed problems are not one-shot: implementation of shared objects, repeated
consensus, or any problem used as a building block to solve another problem.

A big difficulty here is that algorithms in the Heard-Of model assume that all processes
start at round 1. To ensure this in the context of repeated tasks, termination of the
previous task needs to be detected globally — a really difficult problem. A recent approach
to this question comes from Damian et al. [48], which use synchronized Heard-Of rounds
and calls to subprotocols to capture non-recursive distributed computations.

1.3 State of the Art: Distributed Computing Models

Since we want to use the Heard-Of model instead of other classical models of distributed com-
puting, it makes sense to explore and describe the latter before moving on with the technical
results.

1.3.1 I’ll Do Anything for Synchrony

As mentioned above, synchrony eases the computation of a corresponding heard-of predicate
by giving a single meaningful way to implement rounds: waiting for the communication upper-
bound before changing rounds. Indeed, this is so obvious that most synchronous models in the
literature never describe the implementation of rounds — they merely assume their existence.
This also entails that all synchronous models ensure the same atomicity than the Heard-Of
model: at each process and at each round, the broadcast, receptions and local computation
happens as in one step.

Since the results in this thesis focus on the more difficult asynchronous case, this section
offers an opportunity: detailing, for many synchronous models, the kind of heard-of predicates
generated by the standard implementation of rounds in synchronous models, and whether
seeing them through the Heard-Of model makes any sense at all.

LOCAL model The most popular synchronous model of distributed computing in recent
times is assuredly the LOCAL model [25]: a synchronous model with a fixed topology, no
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faults, and reliable communication. Notice that every graph problem ends up computable in
this model, as long as the underlying graph is connected: every process eventually receives
the input of everyone else, and thus computes a solution locally.

Researchers using this model thus focus on complexity issues. Given a family of graphs
of increasing size (the cycles of length n or the grid graphs with n? elements for example),
they study the round complexity of solutions in function of the size of the graph. Just like
in sequential complexity, what matters is the most efficient algorithms for the problem, not
just any algorithm. For example, what problems are solvable by looking only at a constant
size neighborhood of the node? These are the so-called local problems, whose solutions scales
perfectly when the size of the graph increases. As an example, computing a maximal matching
(a maximal set of edges which do not intersect) in a bicolored-graph (a graph with a 2-coloring
of its vertices) is a local problem [49].

Returning to our original question, the Heard-Of model captures the LOCAL model in
a very simple way: the predicate contains a single collection, where at each round the com-
munication graph is the network topology in the LOCAL model. The Heard-Of model thus
completely supersedes the LOCAL model in terms of expressivity. It makes sense, as the
Heard-Of attempts to capture all meaningful models of distributed computing, whereas the
LOCAL model functions as a crisp and simplified setting for studying distributed complexity
theory.

CONGEST model The CONGEST model [25] is the version of the LOCAL model with
bandwidth constraints: messages take at most O(log(n)) bits.

This changes entails two consequences: not all problems can be solved in O(n) rounds,
contrary to the LOCAL model (because forwarding the inputs might require messages of
more than logarithmic size in the number of node); and local algorithms in the CONGEST
model are in some sense even more scalable than ones in the LOCAL. This is because a local
algorithm can in theory send messages of a size O(n), making it scalable only in terms of
rounds, not message size.

Also in contrast with the LOCAL model, no heard-of predicates ensures the constraints
on message size. It can be added on top of the model, but that is an ad-hoc change instead
of a parameter tweak. This incompatibility between the two models probably stems from
the orthogonal concerns behind their invention: studying distributed complexity with low-
bandwidth for the CONGEST model, and studying distributed computability and (round)
complexity in round-based models for the Heard-Of model.

Radio networks One aspect of distributed communication absent from the models above
is interference. This stems from a focus on wired networks, where protocols for dealing with
interference hide the issue. But for wireless communication, one must take into account these
interference when designing algorithms.

A popular example of such a wireless model is the radio network model of Chlamtac and
Kutter [11]: nodes lie on a fixed graph, either send a message or listen at each round, and
receive a message if and only if they listened and only one of their neighbors sends a message.
Here interference manifests itself in the most straightforward way — by cancelling out messages
sent to the same process at the same round.

In this context, our hypothesis that algorithms in the Heard-Of model always broadcast is
an issue: it will cause interferences all the time. But even when switching to an interpretation
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of heard-of predicates which capture which message could be received if they were sent, no
heard-of predicates exists for these radio network models. This is because heard-of predicates
capture the capability to communicate, which are assumed independent of the behavior of
processes. A heard-of collection captures which process could hear which other at each round;
it doesn’t capture that p will hear ¢ if and only if ¢ sends a message, and no other process
does.

Nonetheless, we could use a graph of actually received messages in place of the communi-
cation graphs of the Heard-Of model, and capture interference that way. This would define
predicates parameterized by the algorithm used. Although it seems possible, this goes beyond
the Heard-Of model, and thus the scope of this thesis.

Dynamic networks The common point of the LOCAL and CONGEST models is their
fixed topology. Dynamic networks aim to study what happens if this topology changes instead.
The first paper presenting this model is by Kuhn et al. [50]. The model basically assumes
synchronous rounds, with the connectivity between processes possibly changing at each round.
Hence the model is parameterized by the possible sequence of communication graphs — that
is to say by a heard-of predicate.

Therefore the Heard-Of model is really appropriate for capturing this kind of models.
Even better, a heard-of predicate comes with less operational assumptions, and thus subsumes
dynamic networks models.

That being said, since the Heard-Of model requires a fixed number of processes and syn-
chronous starts, among other things, any variant of dynamic networks without these hypothe-
ses might prove difficult to capture through a heard-of predicate.

Biological models Among models of biological distributed computing, many assume syn-
chronous rounds. As a representative example, I'll focus on the beeping model [8]. It’s a model
with very minimal communication, possibly capturing computation between simple processes
like cells.

The beeping model, first defined by Cornejo and Kuhn [8], consists of processes in a
fixed network with synchronous rounds. What sets this model apart is that processes do not
send messages; instead they beep. At each round, each process decides between beeping and
listening for beeps. When some process listens, it only hears whether one of its incoming
neighbors beeped. Depending on the variant of the model (see Casteigts et al. [51] for a
survey), processes might also hear interferences (two neighbors beeping at the same time)
while listening, while beeping, or never.

Is the Heard-Of model adequate for capturing such a model? The first problem comes
from the nature of communication: the Heard-Of model considers messages, not beeps. One
could argue that beeps are just a form of message, but they actually provide even less in-
formation than binary messages, and the "only one beep is heard even if multiple neighbors
beep" property cannot be represented through messages alone. Nonetheless, it is probably
straightforward to extend the Heard-Of model for this form of communication. On the other
hand, a possibly insurmountable problem is the non orthogonality of communication capabil-
ity with the algorithm. Interferences entail that whether or not a process can communicate
with another process depends on who else tries to communicate in the neighborhood. This is
the same sort of problem as for the radio network models.
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1.3.2 Beyond Synchrony

Classical asynchronous models Maybe the most classical model of distributed computing
is the asynchronous message-passing model with reliable communication and crashes. It’s on
this model that the most famous impossibility result of the field, the impossibility of consensus
with one possible crash, was proven by Fischer et al. [38].

As mentioned in the previous chapter, this model (called FLP in the rest of this section)
ensures another form of atomicity than the Heard-Of model: the atomicity at each process of
receptions, local computation and emissions. The atomicity of FLP can be used to guarantee
the atomicity of the Heard-Of model, by implementing communication-closed rounds. On the
other hand, the atomicity of the Heard-Of model (and other round-based models) is not enough
to guarantee the atomicity of FLP, because of communication-closedness. That being said,
there is still a way to simulate the execution of algorithms in FLP-like models (for example
the failure detector model) in the Heard-Of model with the right predicates. See Raynal and
Stainer [33] and the chapter 3 of this thesis.

FLP can be captured by the Heard-Of model with the predicate HOp in Table 1.1, where
F' is the maximum number of crashes. This characterization was done multiple time in the
literature, notably in Charron-Bost and Schiper’s original paper [37] and in a note by Raynal
and Roy [31].

Another staple of asynchronous models is asynchronous shared memory. Instead of sending
messages, processes in these models communicate by writing and reading shared objects, like
Single-Writer-Multiple-Reader registers (which work as the name implies), or atomic snap-
shot (allowing atomic reading and writing an array of multiple registers). And although
many intuitions about the Heard-Of model leverage messages, the shared-memory models can
be captured by round-based models equivalent to the Heard-Of. These are the RRFDs of
Gafni [34] and the message adversary model of Afek and Gafni [32] (although in this paper it
is simply called "synchronous message passing with message delivery failures").

Failure detectors Although the asynchronous models mentioned above are indeed classical,
they suffer from the impossibility results for many problems, such as consensus. One way to
get around these comes from failure detectors. Failure detectors, as coined by Chandra and
Toueg [16], are oracles providing for each process of the system, a local oracle that gives a set
of suspected processes when called. The correlation between suspicion and the actual behavior
of processes (like crashing) depends on the different properties of failure detectors: for example
the perfect failure detector ensures that every process eventually detects every crash, and that
no uncrashed process is ever suspected. Depending on these properties, using failure detectors
allows one to solve consensus in asynchronous systems. Most of the uses of failure detectors
are on top of a FLP-like model where at most n — 1 processes might crash, with a complete
topology and reliable communication.

Failure detectors might appear incompatible with the Heard-Of model; yet exactly the
opposite holds. One, if not the main, use of failure detectors is to implement rounds in
asynchronous systems. It is then the properties of those rounds that allow or not the solving
of problems like consensus.

This is the subject of Chapter 3 in this thesis. The results and characterizations there rely
heavily on the work by Raynal and Stainer [33] on proving equivalences between asynchronous
models augmented with failure detectors and synchronous models with message adversaries.
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Partial Synchrony So-called partially synchronous models are really the FLP model with
additional synchrony assumptions. They come from efforts to solve consensus on asynchronous
systems. Instead of saying that no bounds on communication or processes speed exist (full
asynchrony), partially synchronous models have additional assumptions about how periods of
synchrony alternates with periods of asynchrony. Algorithms on this model aim at ensuring
safety all the time, and advancing liveness when long enough periods of synchrony occur.
Two of the biggest approaches to fault-tolerance, Paxos by Lamport [13] and Viewstamped
Replication by Oki and Liskov [15], implicitly use such a model, ensuring correctness even
with pure asynchrony, and liveness when synchrony is good enough.

The first instance of partially synchronous models probably comes from Dwork et al. [52].
They study additional synchrony assumptions on FLP, on the relative speed of processes
and/or on communication delay. They define two kinds of additional synchrony assumptions:
one with known upper bounds that hold only after some unknown time 7'; and another with
unknown upper bounds that hold from the beginning.

Because such models lie between fully synchronous message-passing (which can be readily
abstracted by a heard-of predicate capturing exactly the delivered messages) and fully asyn-
chronous message-passing (which I show in the next chapter can be meaningfully captured
by a heard-of predicate), partially synchronous models should be captured by the Heard-Of
model too. Hutle and Schiper [53] take the first step in this direction, by studying the round
properties that can be implemented on a weakened version of one of Dwork et al. [52] partially
synchronous models: known upper bounds, which hold only for some unknown interval of
time.

Nonetheless, a systematic approach to abstract partially synchronous models through the
Heard-Of model is still missing for now.

1.4 Conclusion

The Heard-Of model provides a clean and powerful abstraction of distributed computing. It
abstracts away many of the fundamental models of distributed computation. That being
said, it still has limitations. These in turn explain why some models, notably the ones with
interference, seem incompatible with the Heard-Of model, even if they use rounds.






CHAPTER 2

Making Heard-Of predicates

How did it get so late so soon?

Attributed to Dr. Seuss
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2.1 Introduction

There are two levels at which we can consider the Heard-Of model: at the level of an algorithm,
which only sees the messages for the current round, and at the system level, where the rounds
are implemented concretely. This chapter focuses on the second level: no algorithm to solve
a distributed problem like consensus or MIS will be considered. Instead, it explores how to
implement rounds in ways that guarantee a certain heard-of predicate on a given operational
model.

I thus define and explore an approach for formalizing the implementation of a heard-of
predicate on top of an informal model of distributed computation. More specifically, I focus
on asynchronous message-passing models, as implementing heard-of predicates on top of these
models is more involved.

2.1.1 It’s always asynchrony’s fault

Finding the heard-of predicate corresponding to a given distributed computing model is dif-
ficult. Obviously, part of the problem comes with starting from a mishmash of English and
Mathematics (the operational model) to build a formal predicate (the heard-of predicate). But
the main issue is that the problem might not be well-defined: it’s not clear what the "heard-of
predicate corresponding to a distributed computing model" even means.

Let’s start investigating with the easy mode: synchrony. By this I mean the traditional
synchronous message-passing model, with synchronized local clocks, every computation step
taking the same time, and upper bounds on communication delays. We’ll start by assuming
no crash. With such a model, rounds can only be defined in one meaningful way: broadcast,
wait for the upper bound on communication delay to receive all the messages that will ever
be received from this round, then change round. Thanks to this upper bound, every process
eventually changes round. Implementing rounds in this way gives rise to a heard-of predicate,
as each execution corresponds to the heard-of collection defined by the messages received
before the end of the round. This gives rise to the heard-of predicate corresponding to the
synchronous model. It always exists; what’s left is to characterize it.

If we add crashes to the mix, there is the additional issue of defining the heard-of sets
for crashed processes after they crash. We use the assumption, common in the literature
on the Heard-Of model, that crashed processes still receive the messages from non-crashed
processes. Obviously, if they’re crashed, they cannot receive messages. But replacing them
by silent processes that still wait for the upper bounds and receive all messages simplifies the
predicates. It also doesn’t change the part that the correct processes can observe — they never
receive another message from a crashed process.! If we do that, then even with crashes, the
way to implement rounds discussed above gives rise to a single heard-of predicate.

On the other hand, this neat story breaks down when switching to hard mode: asynchrony.
In an asynchronous model, there is no upper bound on communication, by definition. This
means that there is no clear-cut non trivial®> rule for when to end rounds in general. Let’s
emphasize this point: no rule for deciding when to change round works for all asynchronous

! Another way to interpret this is that from the point of view of a correct process, there is no difference
between a crashed process and a silent one. And thus we’re free to choose the representation that is most
helpful. Choosing the silent process allow us to define clean heard-of predicates, and thus is the choice taken.

2The rule that always allows the change of round will never block, but it also guarantees nothing in terms
of heard-of predicate.
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models. In this context, a rule that works is a rule that ensures progress of rounds — no process
ever blocks forever at some round.

The absence of such a rule has dire consequences for the well-definiteness of the question:
each rule that works for a given asynchronous model will implement its own heard-of predicate.
Which one should be used to abstract the original model in the Heard-Of model? Is there
always such a predicate? And how to compute it?

This chapter addresses these questions.

2.1.2 Overview

My approach to characterize asynchronous models in terms of heard-of predicates relies on
the following intuition: what matters is the most constrainted predicate, among the set of
predicates that can be implemented on top of the original model.

To express what constraint means in the context of the Heard-Of model, let’s turn to
a common mathematical duality — that of predicates and sets. Every predicate has a dual
representation as a set: the set of all elements satisfying this predicate. So a heard-of predicate
can be thought as the set of heard-of collections satisfying it; it constrains which heard-of
collection is possible in an execution of the Heard-Of model. Then if there were less collections
in it, it would be more constrained, because there would be even less choice of heard-of
collection. Hence the most constrained heard-of predicate of a set of heard-of predicates is
the one that is included in all the other predicates of the set — if it exists. Another perpective
is that it’s the minimal element by inclusion of the set of heard-of predicates that can be
implemented on top of the original model.

In distributed computing, we usually say that a model is "strong" if it constrains heav-
ily what can happen, and "weak" if it constrains lightly what can happen. Then the more
constrained heard-of predicate of a set, if it exists, is the strongest in this sense.

I formalize this by introducing an intermediary step: delivered predicates, predicates on
delivered collections. The latter capture the messages that are delivered from each round r,
without considering the round of delivery. This is to contrast with heard-of collections, that
only capture messages tagged by r if delivered at the receiver when the local round counter is
< r. Because the round of delivery is not considered, computing the delivered predicate for a
model does not require a rule for when to change round. Intuitively, the delivered predicate
of a model is the heard-of predicate of the same model if it was synchronous (and thus every
delivery happened on time). Going to delivered predicate before heard-of predicate allows the
formal introduction of rounds without caring about asynchrony and the difficulties it entails.

Notice that a delivered predicate can be trivially implemented on top of the original model
by maintaining a local round number, and then in repetition broadcasting a message tagged
with it, and change round (with the receptions arriving at any point). So a delivered predicate
is really the original model recast in terms of rounds, without guarantees about which message
will be received on time and thus usable for each round. That is what going to heard-of
predicates buys us.

Figure 2.1 shows this separation of the derivation in two steps. We start with the opera-
tional model, derive its delivered predicate, and then find the "strongest" heard-of predicate
(the smallest when viewed as a set, the most constrained) that can be implemented by a
rule (called a strategy) for this specific delivered predicate. Such a strongest predicate fully
characterizes an asynchronous message-passing model in terms of the Heard-Of model.
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Figure 2.1: From classical model to heard-of predicate

That being said, a formalization is not enough by itself; there needs to be some way to
compute such a characterizing predicate, and proving it is indeed the strongest. This problem
becomes tractable by introducing two new ideas: families of strategies, and operations on
predicates and strategies.

Recall that strategies are the rules that tell when processes can change rounds. Then
families of strategies are sets of strategies that only depend on some limited part of the local
state of a process. Because they are more limited, they’re easier to study, and the heard-of
predicates that they generate have specific forms.

For the second point, it’s often easier to build complex delivered predicates and strategies
by combining together simple ones. The operations defined in this chapter allow this, in
a way that maintains important properties of the strategies. In some cases, the heard-of
predicate characterizing the resulting delivered predicate can be found by combining the heard-
of predicates characterizing the building blocks, using the same operations.

The results of this chapter are the following:

e The definition of delivered predicates and strategies, as well as operations on both, in
Section 2.2.

e The formalization of the derivation of heard-of predicates from a delivered predicate
and a strategy, in Section 2.3. This comes with a complete example: the asynchronous
message-passing model with reliable communication and at most F' permanent crashes.

e The study of oblivious strategies, the strategies only looking at messages for the current
round, in Section 2.4. I provide a technique to extract a strategy dominating the oblivious
strategies of the complex predicate from the strategies of its building blocks; exact
computations of the generated heard-of predicates; and a sufficient condition on the
building blocks for the result of operations to be dominated by an oblivious strategy.

e The study of conservative strategies, the strategies looking at all messages from previous
and current round, as well as the round number?, in Section 2.5. I provide a technique
to extract a strategy dominating the conservative strategies of the complex predicate
from the strategies of its building blocks; upper bounds on the generated heard-of pred-
icates; and a sufficient condition on the building blocks for the result of operations to be
dominated by a conservative strategy.

e A preliminary exploration of strategies using messages from "future' rounds, and an
extended example where these strategies build stronger heard-of predicates that conser-
vative and oblivious strategies. This is done is Section 2.6.

3They thus can’t depend on messages from "future" rounds: messages tagged with a round greater than the
round counter of the receiver
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Finally, note that this chapter is a combination of two published papers coauthored with
my advisors: "Characterizing Asynchronous Message-Passing Models Through Rounds" [54]
published in OPODIS 2018, and "Derivation of Heard-Of Predicates From Elementary Behav-
ioral Patterns" [55] published in FORTE 2020.

2.2 Delivered Predicates: Rounds Without Timing

In this chapter, the main information we’re interested in is which messages are received, and at
which round for the receiver. This means that the executions considered are not full executions
of an algorithm where the content of messages matters — the important part are the emissions,
deliveries, and changes of rounds.

2.2.1 Removing Timing Information

What makes the synchronous case easier boils down to the equivalence between the messages
that are delivered at all, and those that are delivered on time. This cannot be replicated in the
asynchronous case, as each asynchronous model requires a different rule for which messages
to wait for before changing round. This also entails that it might be impossible to wait for all
the messages that will be delivered and not block forever.

For example, in an asynchronous model with at most F' crashes, it’s safe to wait for n — F’
messages before changing round, as at least n — F' processes will never crash. But in the
asynchronous model with at most F'+ 1 crashes, doing so will get processes blocked in some
cases.

On the other hand, even for such asynchronous models, we can study the predicate defined
by the messages eventually delivered. Let’s call this a delivered predicate, and it has
the same formal definition as Definition 3.6 of heard-of collections and predicates — only the
interpretation changes.

Definition 2.1 (Delivered Collections and Predicates). Let II a set of processes. Then an
element c of (N*xII) — P(II) is a delivered collection. The outputs of a delivered collection
are the delivered sets of this collection.

An element of P((N* x IT) — P(II)) is a delivered predicate DEL for II.

For examining the difference, recall that we're considering the Heard-Of model at a system
level: we’re implementing it. Then let’s take an execution of some implementation (which
needs to satisfy some constraints, defined later): a linear order of emissions, receptions and
changes of rounds (a step where the local round counter is incremented) for each process. Then
if each process changes round infinitely often, there’s a delivered collection d and a heard-of
collection h corresponding to this execution — just look at which messages sent to p tagged with
round r where received at all by p (for d) and which were received when the round counter at
p was < r (for h). That is, for a round r > 0 and processes p, g € II, g € d(r,p) means that p
received at some point the message of ¢ annotated by . On the other hand, g € h(r, p) means
that p received (while it’s round counter was < r) the message of ¢ annotated by r. Hence
the heard-of collection extracted from this execution captures which messages were waited for
(and thus could be used at the algorithm level — but that’s not treated here), whereas the
delivered collection extracted from this execution captures which messages were received at
all.
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To find the delivered predicate corresponding to an asynchronous model, the intuition is to
take its synchronous version, and then take the heard-of predicate that would be implemented
by the rule for changing rounds in synchronous models. This is the delivered predicate for the
model. This captures the strongest heard-of predicate that could be implemented on top of
this asynchronous model, if processes could wait for all messages that will be delivered.

In general, they can’t, since it requires knowing exactly what’s happening over the whole
distributed system. Nonetheless, the delivered predicate exists, and it plays the role of an
ideal to strive for. The characterizing heard-of predicate of a model will be the closest over-
approximation of the delivered predicate that can actually be implemented.

Now, let’s look at some examples of delivered predicates. Starting with a classic, the
asynchronous model with reliable communication, and at most F' crash failures (where crashes
can happen at any point).

Definition 2.2 (DEL%%"). The delivered predicate DEL%" for the asynchronous model
with reliable communication and at most F' permanent crashes =
’C(T,p)’Z?’L—F }

. . -
{c a delivered collection | Vr > 0,Vp € A er+1,p) C Ko(r)

Why is this the delivered predicate for this model? Well, Charron-Bost and Schiper [37,
Table 1] define it as the heard-of predicate of the synchronous version of this model. To prove
it, we would need a formal definition of the delivered predicate for a given model. And this is
hard because operational models are rarely formal to begin with, and when they are formal,
it is often in incompatible ways.

Thus the best we can do right now is to give an informal argument for why, if you take
the asynchronous model with reliable communication and at most F' permanent crashes, and
implement communication-closed rounds in any way that ensures an infinite number of rounds
for every process, the messages received will form a delivered collection of DEL%Z““Sh . In the
other direction, every collection of DEL%"“S}‘ captures the message received in an execution of
the implementation of rounds on top of the aforementioned asynchronous model.*

e Let t be an execution of an implementation of communication-closed rounds on top of
the asynchronous model above, with the condition of ensuring an infinite number of
rounds.

Again, we consider that a crashed process will still receive all messages after it crashes.
Since crashed processes never do anything else, it’s not incoherent with what actually
happens.

This entails, in addition to reliable communication, that what determine if a message
is received by a crashed process is the fact that it was sent by a non-crashed process.
Since every process that has not crashed broadcasts, this entails that every process
will eventually hear the message from every non-crashed process at this round. And
since there’s at most F' crashes, that’s at least n — F messages per round. Hence
e(r,§)| = n—F.

Also, if p hears from ¢ at round r 4 1, then g sent the message before crashing. This
means ¢ did not crash at its own round r, and thus that the message it broadcasted at
that round was sent, and will eventually be delivered. Hence c¢(r +1,5) C K.(r).

4This assumes that crashed processes are modelled as silent processes, as explained before in this chapter.
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e Let ¢ be a collection such that Vr > 0,Vp € IL : |¢(r,p)| > n — F Ae(r + 1,p) € K.(r).
This collection corresponds to the execution where the crashed process are the ones that
stop broadcasting, because communication is reliable, so if ¢ ¢ ¢(r, p), this means that
q never sent its message to p tagged with r. From the model this means that it crashed
during its broadcast at round r. Each crash thus happens at the first round where the
crashed process is not heard by everyone, after sending the messages that are actually
received at this round.

Later in this chapter, the heard-of predicate characterizing this delivered predicate (the
most constrained one) is derived. But it’s interesting to mention it here, as a comparison.
This is HOp (defined as {h a heard-of collection | Vr > 0,Vp € II : |ho(r,p)| > n — F} in
Table 1.1). The difference lies in the kernel condition: DEL#%" ensures that if any message
sent by p at round r is not eventually delivered, then no message will be delivered from p at
rounds > r. Intuitively, p not broadcasting means that it crashed in the middle of sending
messages at round r, and thus that it will never send messages for the next rounds. But this
is not maintained by HOpr. Why? Because the n — F messages that are waited for are not
necessarily the same at each process. So ¢ might wait for a message from p at round r, but
k might receive at least n — F' messages at round r without the one from p. And because of
this, k cannot conclude that p crashed, because the message might just be late.

Here is another delivered predicate, this time for the asynchronous model without crashes,
but with at most L messages lost in the whole execution (of the system level implementation
of rounds).

Definition 2.3 (DELY*%). The delivered predicate DEL*® for the asynchronous model with-
out crashes, and with at most L message losses £

¢ a delivered collection > (n—le(r,p)]) < Ly.
r>0,pell

This one is not from Charron-Bost and Schiper [37], but we can apply the same reasoning
than for the previous delivered predicate. Here the sum counts the number of messages that
are never delivered. Since all the processes are correct, this corresponds to the number of lost
messages.

For L = 1, the best known strategy (to our knowledge) implements HQ$W rounds (See
Table 1.1). What is lost in implementing a heard-of predicate on top of this delivered predicate
is that instead of losing only one message over the whole execution, there might be one loss
per round. This is explained in Section 2.6.

2.2.2 Building Delivered Predicates

Due to the difficulty of defining the delivered predicate for a given model, it might be hard
to derive it. The more complex the model, the more complex the derivation of its delivered
predicate. On the other hand, simple models are relatively easy to characterize by a delivered
predicate.

This motivates the following proposal to solve the red part of Figure 2.2: building complex
delivered predicates from simpler ones. That way, there will be no need to derive by hand the
delivered predicates of complex models.
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Figure 2.2: From classical models to delivered predicates

For example, consider a system where one process might crash and may or may not recover
later on®. In some sense, this behavior is defined by having the delivered collections for
one possible crash that never recover, and the delivered collections for one possible crash
that must recover. This amounts to a union (or a disjunction); I write it DEL§""ecover £
DELirash U DELqecover'

The first predicate of this union is DEL?"“S}Z7 the delivered predicate for at most one crash
that never recovers. But what about the second one, DEL{*“°**"? Intuitively, a process that
can crash but must recover afterward is described by the behavior of DEL™ %" which is shifted
to the behavior of DEL!' (the predicate where all the messages are delivered) after some time.
I call this the succession of these predicates, and write it DEL;¢“°Y*" & DEL{ %" ~» DEL! !,

Finally, imagine adding another crash that cannot recover to the previous predicate. Thus
a behavior where there might be one crashed process as constrained by DEL{"*" and another
crashed process as constrained by DEL{*""*“°**". T call it the combination (or conjunction) of
these predicates, and write it DELS " @ DELSrecover,

The complete system is thus described by DELS™" @ ((DEL{™ " ~» DEL!'YUDELS "),

In the following, I also introduce an operator w to express repetition. For example, a
system where, repeatedly, a process can crash and recover is (DEL‘l”’aSh ~s DELtot )“.

Let’s now define formally these operations.

Definition 2.4 (Operations on predicates). Let P, P» be two delivered or heard-of predicates.
e The union of P; and P, is P, U Ps.

e The combination PLQ P, £ {c1Rca | 1 € Pi,co € P> }, where for ¢; and ¢y two
collections, Vr > 0,Vp € I1 : (¢1 Q c2)(r,p) = c1(r,p) Nea(r, p).

o The succession P; ~ Py £ U c1 ~ Ca,
c1€P,c2€P

with ¢1 ~ co 2 {c|Ir >0:c=ci[l,7].ca} (e1[1,0] is the empty sequence).

« The repetition of P, (P)* = {c | 3(c;)ien, 3(ri)ien+ : 11 = OAVi € N* : (¢; € PLAT; <
rivi Aclri + 1, ria] = ¢l rip — )1

The intuition behind these operations is the following:

e The union of two delivered predicates is equivalent to an OR on the two communication
behaviors. For example, the union of the delivered predicate for one crash at round r

and of the one for one crash at round r + 1 gives a predicate where there is either a crash
at round r or a crash at round r + 1.

SIf it does, we can assume that its memory is intact and no messages received in the meantime are lost, but
that’s not important for the system level implementation
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e The combination of two behaviors takes every pair of collections, one from each predicate,
and computes the intersection of the graphs at each round. Meaning, it adds the loss of
messages from both, to get both behaviors at once. For example, combining DEL{ "
with itself gives DELgm‘gh , the predicate with at most two crashes.

e For succession, the system starts with one behavior, then switch to another. The defini-
tion is such that if » = 0, then no prefix of ¢; is used (the first behavior never happens),
but the second one must always happen.

o Repetition is the next logical step after succession: instead of following one behavior
with another, the same behavior is repeated again and again. For example, taking the
repetition of at most one crash results in a potential infinite number of crash-and-restart,
with the constraint of having at most one crashed process at any time.

The usefulness of these observations comes from allowing the construction of interesting
predicates from few basic ones. Let’s take a simple family of basic blocks: DELcmSh the
delivered predicate of the model with at most one crash, at round 7.

Definition 2.5 (At most 1 crash at round r). DELC’"“S" £

X/ >n—1
! 1,7 =1I
¢ a delivered collection|dX C IT : A Vietl| A vt € (17| E >)22
A N> c(r',j) =%

In these predicates, before round r, every process receives every message. And at round r
a crash might happen, which means that processes only receive messages from a subset X of II
of size |II] — 1 from round r + 1 onwards. The subtlety at round r is that the crashed process
(the only one in IT\ ) might crash while sending messages, and thus might send messages to
some processes and not others.

Another fundamental predicate is the total one: the predicate containing a single collection
Ctotal, the one where every process receives every message at every round.

Definition 2.6 (Total delivered predicate). DEL*" £ {¢,,;u1}, where ¢jorq1 is the collection
defined by Vr > 0,Vp € IT : ¢(r, p) = IL

Using these building blocks, many interesting and important delivered predicates can be
built, as shown in Table 2.1. For example, let’s take DEL?“Sh, the predicate with at most one
crash. If a crash happens, it happens at one specific round r. DEL{ %" is thus a disjunction

for all values of r of the predicate with at most one crash at round r; that is, the union of
DEL§ " for all 7.

2.3 Delivered In, Heard-Of Out

After defining delivered predicates and discussing how to find and/or build them, the next
step is to study the heard-of predicates that can be implemented over a given delivered one.
This is the red part of Figure 2.3, which works between two mathematical abstraction, and so
is more formal.



30 CHAPTER 2. MAKING HEARD-OF PREDICATES

Description Expression
At most 1 crash DEL§rsh = 'Dol DELfﬂSh

i—
At most F' crashes DEL§sh = 'Fl DEL§sh
At most 1 crash, which will restart DELTecove" :JiDEL‘im‘Sh ~ DELY"
At most F' crashes, which will restart DELFov" = ‘Fl DELjove"
At most 1 crash, which can restart DEL{recover j; DEL}*°v*" U D EL‘{”‘Sh
At most F' crashes, which can restart DEL@mrecover — ‘(§1 DEL{anrecover

j=

No bound on crashes and restart,
with only 1 crash at a time

No bound on crashes and restart,
with max F' crashes at a time

DEL;ecovery _ (DEL?TaSh)w

F
recovery __ recovery
DEL = ® DEL;
]:

[ee)
At most 1 crash, after round r DEL‘{’:gfnh =U DELfﬂSh
1=T
[ee)
At most F crashes, after round r DEL‘j{azsf =U DEL%:‘;S"
1=
At most F crashes with no more than h F h
one per round DELp™ 7= . U ) ® D EL?ZS
p 7,1751275...7511: ]=1

Table 2.1: A list of delivered predicate built using our operations

Rounds
(Operations)

Asynchrony

(Strategies)

Delivered

Predicate

Heard-Of

Predicate

Operational
Model

Figure 2.3: From delivered predicates to heard-of predicates

2.3.1 Executions

Executions of an algorithm are the bread-and-butter of the theory of distributed computing:
they describe the behavior of systems formally enough to be analysed. Here, as we study
the system-level implementation of the Heard-Of model, the executions we consider are not
executions of an algorithm solving a distributed computing problem, but the executions of the
implementation of a specific heard-of predicate. Hence these executions only track emissions,
receptions and changes of rounds. Because the content of each message is not important, and
we care about which messages will be received on time, the emissions are implicit: as long as
a process changed round r — 1 times, it sent its messages for round r (which messages will
depend on the delivered collection used, as explained in a few paragraphs). As for the local
state of each process during this implementation, it contains a local round counter and the set
of received messages.

The last thing that is missing here is the implementation algorithm: the rule that specifies
when to change rounds. This is what I call a strategy, and will be defined shortly. For now, let’s
define executions as formal objects (sequences of events) that satisfy some basic constraints
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on the ordering of events. We then constrains them by requiring the delivery of exactly the
messages from some delivered collection. The introduction of strategies constrains them some
more, so that the executions allowed are the executions of an implementation of rounds using
this strategy.

To summarize, executions are infinite sequences of events, either delivery of messages
(deliver(r,p,q), which represents the delivery at ¢ of the message from p tagged with r),
change to the next round for some process j (next;), or a deadlock (stop). An execution must
satisfy three rules: no message is delivered before it is sent, no message is delivered twice, and
once there is a stop, the rest of the sequence can only be stop.

Definition 2.7 (Execution). Let II be a set of n processes. Let the set of transitions 7' =
{neat; | j € II} U {deliver(r,k, j) | r € N* Nk, j € I} U {stop}. Then, t € T is an execution
Y

o (Delivery after sending)
Vi € N : t[i| = deliver(r,k,j) = card({l € [0,1i]| t[l] = nexty}) >r—1

o (Unique delivery)
V(r k,j) € (N* x II x IT) : card({i € N | t[i] = deliver(r,k,j)}) <1

o (Once stopped, forever stopped)
Vi € N : t[i] = stop = VYj >1i:1[j] = stop

Then we can start constraining executions by saying that they must be executions of a
given delivered collection c. What does that mean? That if p changes round at least »—1 times
in the execution, then it sends all messages tagged with 7 to processes ¢ satisfying p € ¢(r, q),
and these messages are delivered in the execution. Moreover, every delivery must be of such
a message. For the executions of a delivered predicate, those are exactly the executions of the
collections of the predicate.

Definition 2.8 (Execution of a delivered collection (and of a predicate)). Let ¢ be a delivered
collection. Then, execs(c), the executions of ¢ =
V(r k,j) e N* x II x IT :

(k € c(r,j) Ncard({i € N | t[i] = nexty}) >r —1)

—

(Ji € N : t[i] = deliver(r,k, j))

For DEL a delivered predicate, we write execs(DEL) = |J ezecs(c).
c€DEL

t an execution

Definition 2.7 above casts behavior in term of changes to the system — the deliveries and
changes of round. A dual perspective interprets behavior as the sequence of successive states
of the system. In a distributed system, such states are the product of local states.

The local state of a process is the pair of its current round and all the received messages
up to this point. Notably, such a local state doesn’t contain the identity of the process.
This is both because we never need this identity, and because not dealing with it allow an
easier comparison of local states, since two distinct processes can have the same local state.
A message is represented by a pair (round, sender) (instead of triplet like in deliver events,
because the receiver is implicit — it’s the process whose local state we’re looking at). For a
state ¢, q(r) is the set of peers from which the process (with state ¢) has received a message
tagged with round r.
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Definition 2.9 (Local State). Let @ = N* x P(N* x II). Then g € @ is a local state.

For ¢ = (r,mes), we write q.round for r, g.mes for mes and Vr' > 0 : q(r) = {k € II |
(r' k) € g.mes}.

Let t be an execution, p € IT and ¢ € N. Then the local state of p in ¢ after the prefix of ¢
of size i is ¢b[i] £ (|{l < i | t[l] = neaty}| + 1,{(r,k) | 3 < i : t[l] = deliver(r, k,p)}))

Notice that such executions do not allow process to "jump" from say round 5 to round 9
without passing by the rounds in-between. Indeed, the Heard-Of model doesn’t let processes
decide when to change rounds: processes specify only which messages to send depending on
the state, and what is the next state depending on the current state and the received messages.
So it makes sense for a system-level implementation of heard-of predicates to do the same.

2.3.2 Strategies, and How to Build Them

Executions represent the link between delivered predicates and heard-of predicates: an ex-
ecution of a delivered collection where all processes change round infinitely often defines a
heard-of collection. This is done by looking, for each round r and process p, at the set of
processes such that p received their message tagged by r when the round counter at p was
<r.

But we cannot just take all executions of a delivered predicate execs(DEL), and take the
heard-of predicate defined by the heard-of collection for each execution. This is because not all
of these executions ensure an infinite number of rounds for each process. As an example, for a
delivered collection ¢, the execution where all messages from round 1 are delivered according
to ¢ (whatever the order) and then only stop transitions happen forever is an execution of c.
Yet it blocks all processes at round 1 forever.

Strategies® solve the problem: they constrain executions, and for a strategy with the right
property, the resulting executions always contain an infinite number of rounds for each process.
A strategy is a set of states from which a process is allowed to change round. It can also be
seen as a boolean function from the local states to {true, false}. It captures rules like "
for at least F' messages from the current round", or "wait for these specific messages".

wait

Definition 2.10 (Strategy). f C @Q is a strategy.

Strategies as defined above are predicates on states”. This makes them incredibly expres-
sive; on the other hand, this expressivity creates difficulty in reasoning about them. To address
this problem, we define families of strategies. Intuitively, strategies in a same family depend
on a specific part of the state — for example the messages of the current round. Equality of
these parts of the state defines an equivalence relation; the strategies of a family are strategies
such that if a state ¢ is in the strategy, then all states in the equivalence class of ¢ are in the
strategy.

Definition 2.11 (Families of strategies). Let ~: @ x @ — bool. The family of strategies
defined by =, family(=) £ {f a strategy | Vg1, €Il : 1 =2 = (1 € f <= @ € f)}

5The name comes from a previous iteration of this research, where the formalization was based on games.
In the present context, a strategy is merely a rule to say when changing round is allowed, depending on the
local state of the process.

"One limiting case is for the strategy to be empty — the predicate being just False. This strategy is clearly
useless, and will be weeded out by the constraint of validity from Definition 2.13.
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With strategies in the picture, we can constrain executions some more: the executions of a
strategy on a delivered predicate are the executions of the implementation of rounds using the
strategy, implementation on the operational model corresponding to the delivered predicate.

Thus let’s next define the executions of a strategy. The intuition is simple: every change
of rounds (an event nexty for k a process) happens only if the local state of the process is in
the strategy; and there is a fairness assumption that ensures that if the local state of some
process k is continuously often in the strategy, then it will eventually change round (have a
nexty event) .

A subtlety hidden in this obvious intuition is that the "check" for changing round (whether
the local state is in the strategy) doesn’t necessarily happen at each reception; it can happen
at any point. This captures an asynchronous assumption where processes do not decide when
they are executed.

Definition 2.12 (Executions of a Strategy). Let f be a strategy and ¢ an execution. Then ¢
is an execution of f £ t satisfies:

« (All nexts allowed) Vi € N,Vp € I1 : (t[i] = next, = q)[i] € f)

« (Fairness) Vp € II:card({i € N | t[i] = next,}) < co = card({i € N | gj[i] ¢
f}) =00

For a delivered predicate DEL, we note execsy(DEL) £ {t | t an evecution of f Nt €
execs(DEL)}.

The first property is obvious: processes only change round (the next transition) when their
local state is in the strategy. Fairness requires more explanations: it ensures that the only
way for a process p to be blocked at a round r is for p’s local state to not be in f an infinite
number of times. So if the local state of p is eventually always in f, the local state is outside
of f only a finite number of times, and the execution must contain another next,.

Going back to strategies, not all of them are equally valuable. In general, strategies with
executions where processes are blocked forever at some round are less useful (to implement
infinite sequences of rounds) than strategies without such executions. The validity of a strategy
captures the absence of such an infinite wait.

Definition 2.13 (Validity). An execution t is valid £ Vp € IL,LVN > 0,3i > N : t[i] = next,.
Let DEL a delivered predicate and f a strategy. Then f is a valid strategy for DEL
£Vt € execsf(DEL) : t is a valid execution.

Finally, analogously to how we can build complex predicates through operations, we can
also build complex strategies through similar operations:

Definition 2.14 (Operations on strategies). Let f1, fo be two strategies.
e Their union f; U f.

 Their combination fi ® f2 2 {;1 @ 2 | ¢1 € fiAq2 € foAqi.round = go.round}, where
for ¢; and go at the same round 7, g1 @ g2 = (r, {(r',k) | 7 > 0A Kk € q1(+") N g2(r")})

8This is a weak fairness assumption, which requires a constant availability of the transition after some
point to ensure it will happen. This is to be contrasted with a strong fairness assumption, which requires the
availability infinitely often after some point to ensure that the transition will happen.
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e Their succession f; ~ f £ fiu foU {Q1 ~q|lq € fiNg € fz} where g1 ~ ¢2 A
ke q(r) if r < ¢qq.round >}>

{qr.round + gy.round, {(r, k) | > 01 < k € qa(r — q1.round) if r > g1.round

« The repetition of f1, f = {q1 ~ g2~ ... ~qx |k >1Aq,q,....qx € f1}.
The intuition behind these operations is analogous to the ones for predicates:

e The union of two strategies is equivalent to an OR of the two conditions. For example,
the union of waiting for at least n— F' messages and waiting for all messages but the ones
from p; gives a strategy that accepts change of round when more than n — F' messages
are received or when all messages except the one from p; are received.

e The combination of two strategies takes all intersections of local states in the first strat-
egy and local states in the second. For example, combining the strategy that waits at
least n — 1 messages for the current round with itself will wait for at least n — 2 messages.

o For succession, the states accepted are those where messages up to some round cor-
respond to an accepted state of the first strategy, and messages from this round up
correspond to an accepted state of the second strategy.

o Repetition is the next logical step after succession: instead of following one strategy with
another, the same strategy is repeated again and again.

2.3.3 Extracting Heard-Of Collections of Executions

If an execution is valid, then all processes go through an infinite number of rounds. That is,
it captures the execution of a system-level implementation of rounds where no process blocks
forever at some round. It thus makes sense to speak of the heard-of collection implemented
by this execution: at the end of round r for process p, the messages from round r that were
received by p define the heard-of set for r and p.

Definition 2.15 (Heard-Of Collections Generated by Executions and Heard-Of Predicate
Generated by Strategies). Let ¢ be a valid execution. Then the heard-of collection gener-
ated by t, hy £
qhli].round = r
Vre N Vpell: hy(r,p) =< keIl | I eN: | A t[i] =next,
A (r k) € g)li].mes

Let DEL be a delivered predicate, and f be a valid strategy for DEL. Then the heard-of

predicate generated by f on DEL = HO;(DEL) = {h; | t € execss(DEL)}.

Every valid strategy thus generates a heard-of predicate from the delivered predicate.

The way to go from a delivered predicate to a heard-of one is to design a valid strategy
for the former that generates the latter. But that still does not answer the original ques-
tion: among all the heard-of predicates one can generate from a given delivered predicate,
which one should be considered as the characterization of the delivered predicate (and of the
corresponding operational model)?

A heard-of predicate generated from a delivered one is an over-approximation of the latter.
But to be able to solve as much problems as possible, as many messages as possible should
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be received on time. The characterizing heard-of predicate is thus the smallest such over-
approximation of the delivered predicate, if it exists.

Let’s formalize this intuition by defining a partial order on valid strategies for a delivered
predicate, capturing the implication of the generated heard-of predicates (the inclusion when
considered as sets). One strategy dominates another if the heard-of collections it generates
are also generated by the other. Dominating strategies are then the greatest elements for this
order. By definition of domination, all dominating strategies generate the same dominating
heard-of predicate, which characterizes the delivered predicate.

Definition 2.16 (Domination Order, Dominating Strategy and Dominating Predicate). Let
DEL be a delivered predicate and let f and f’ be two valid strategies for DEL. Then, f dom-
inates f’ for DEL, written f' <ppgr, f £ HOp(DEL) 2 HO¢(DEL).

A greatest element for <ppy, if it exists, is called a dominating strategy for DEL. Given
such a strategy f, the dominating predicate for DEL is then HO;(DEL).

2.3.4 Two simple executions

In the following sections, we prove properties about dominating strategies, their invariance
by the operations, and the heard-of predicate that they generate. These proofs rely on rea-
soning by contradiction: assume the theorem or lemma is false, and derive a contradiction.
These contradictions take the form of proving that a valid strategy has an invalid execution;
constructing specific executions is therefore the main technique in these proofs.

This section thus introduces two patterns for constructing executions: one from a delivered
collection and a strategy, the other from a heard-of collection.

To do so, let’s fix ord as some function taking a set and returning an ordered sequence of
its elements — the specific ordering doesn’t matter. This will be used to ensure the uniqueness
of the executions, but the order has no impact on the results.

The standard execution extracts an execution from a delivered collection. It follows a loop
around a simple pattern: deliver all the messages that were sent according to the delivered
collection, then change round for all the processes which are allowed to do so by f.

About notation, [] x; is the infinite concatenation x1.x2.23....

1€N*
Definition 2.17 (Standard Execution of Strategy on Execution). Let ¢ be a delivered collec-
tion, and f be a strategy.

The standard execution of f on cis st(f,c) =

11 dels..changes,, where
reN*

o delsy = ord({deliver(1,p,q) | p € ¢(1,q)}), the ordered sequence of deliveries for mes-
sages from round 1 that will be delivered eventually according to c.

o changes; = ord({next, | (1,{(1,p) | p € ¢(1,9)}) € f}), the ordered sequence of next
transitions for processes for which the state resulting from the deliveries in dels; is in f.

o Vr > 1:dels, £ ord({deliver(round?,p,q) | next, € changes,—1 A p € c(round?,q)}),
with round? 21+ 3 |{next,} N changes,|.
r'e[l,r]
This is the ordered sequence of deliveries of messages from processes that changed round
during changes,_1.
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L

e Vr > 1:changes, =

ord({nexty | (round?,{(r',p) | deliver(r’,p,q) € U dels,n}) € f}) if it is not empty
r’"e(l,r]

ord({stop}) otherwise

with round? £ 1+ Y |{newt,} N changes,|.
r'ell,r]

This is the ordered sequence of next, for processes such that their state after the delivered
of dels, is in f.

The main property of a standard execution of f on ¢ is that it is both an execution of f
and an execution of c.

Lemma 2.18 (Correctness of Standard Execution). Let ¢ be a delivered collection and f be
a strategy. Then st(f,c) € execsy(c).

Proof. Let us first show that st(f,c) is an execution by showing each point of Definition 2.7.

o (Delivered after sending) By Definition 2.17 of the standard execution there are r—1
transitions next, before the messages of p sent at round r are delivered.

o (Delivered only once) If a message sent at round r by p is delivered, we know from
the previous point that p reaches round r before the delivery. Let v’ such that changes,
contains the r — 1 ith next, of st(f,c).

Then the message is delivered in dels, ;1 by Definition 2.17 of the standard execution.
And for all 7" > ' + 1, if there are deliveries from p in dels,~, this entails that next, €
changes,_1, and thus that p is not anymore at round r. And by definition of dels,., it
only delivers messages sent at the current rounds of processes.

We conclude that there is only one delivery of the message.

e (Once stopped, forever stopped) By Definition 2.17 of the standard execution, if
changes, contains only stop, this means that f does not allow any process to change
rounds with the currently received messages. And by definition of del,, it only delivers
messages from processes that changed round in changes,_1.

Hence if there is some smallest 74, such that changes,,,,, = {stop}, then dels,, 11 =0,
which means the local states of processes do not change, and thus changes,,,, +1 =

{stop}.
Thus by induction, if there is some stop in st(f,c), the rest of the execution contains
only stop transitions.

Hence st(f,c) is an execution.

Next, let’s show that st(f, ¢) is an execution of ¢. By Definition 2.8, this means the messages
delivered are exactly those from ¢, for processes that reached the round where they send the
message. By Definition 2.17 of the standard execution, all deliveries are from messages in
¢. And by Definition 2.17 of the standard execution, if p reaches round r, there is a smallest
' > 0 such that round?, = r. This means that dels,» contains the deliveries of all the messages
(r,p,q) such that p € ¢(r, q).

Hence st(f,c) is an execution of c.

Finally, we show that st(f,c) is an execution of f. We check the two conditions of Defini-
tion 2.12:
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e (All Nexts Allowed) By Definition 2.17 of the standard executions, changes of round
only occur when the local state is in f.

o (Fairness) If some process is blocked forever at some round, this means by Defini-
tion 2.17 of the standard execution that its local state was not in f for an infinite
number of changes,, and so for an infinite number of times.

We conclude that st(f,c) € execsy(c). O

The other construction takes a heard-of collection, and gives an execution generating it on
the total delivered collection. This canonical execution follows a simple pattern: at each round,
deliver all messages from the heard-of sets of this round, and also all message undelivered from
the previous round (the ones that were not in the heard-of sets of the previous round).

Definition 2.19 (Canonical Execution of a Heard-Of Collection). Let ho be a heard-of col-
lection.

The canonical execution of ho is can(ho) 2 [[ dels,.changes,, where
reN*

o dels; = ord({deliver(1,p,q) | p € ho(1,q)}), the ordered sequence of deliveries that
happen at round 1 in h.

o Vr > 1:dels, = ord({deliver(r,p,q) | p € ho(r,q)} U {deliver(r — 1,p,q) | p ¢ ho(r —
1,9)}), the ordered sequence of deliverives that happen at round r in h.

o Vr > 0: changes, = ord({next, | p € I1}), the ordered sequence of next transitions, one
for each process.

This canonical execution is an execution of any delivered predicate containing c;utq;, the
collection where every message is delivered. Having this collection in a delivered predicate
ensures that although faults might happen, they are not forced to do so.

Lemma 2.20 (Canonical Execution is an Execution of Total Collection). Let ho be a heard-of
collection Then, the canonical execution can(ho) of ho is an execution of ciotal-

Proof. First, can(ho) is an execution by Definition 2.7 since it satisfies the three conditions:

o (Delivered only once) Every sent message is delivered either during the round it was
sent or during the next one, and thus delivered only once.

o (Delivered after sending) Every message from round r is delivered after either r — 1
or r next, transitions for the sender p, which means at round r or r + 1. Hence the
message is delivered after being sent.

e (Once stopped, forever stopped) No process stops, so the last condition for execu-
tions is trivially satisfied.

Furthermore, for each process p and round r, all the messages from p at round r are
delivered in can(ho), either at round r or at round r + 1. Since the total collection is the
collection where every message is delivered by Definition 2.6, this entails that can(ho) is an
execution of the total Delivered collection by Definition 2.8, and thus an execution of DEL. [
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Lastly, the whole point of the canonical execution of ho is that it generates ho.

Lemma 2.21 (Canonical Execution Generates its Heard-Of Collection). Let ho be a heard-of
collection. Then heqp(no) = ho.

Proof. By Definition 2.15,
]C-an(ho) [i].round = r

Vr >0,V €1L: hegninoy(r,§) = {p € U|Fi € N: | A can(ho)[i] = newt,;

A (r,p) € gt

By Definition 2.19 of a canonical execution, every changey, of can(ho) contains a next,, for
every p € II. So the r-th next, of can(ho) happens at change, for every p € II. And also by
Definition 2.19, the messages from round r delivered to j before change, are those in dels,;

[i].mes

that is, exactly the messages from processes in ho(r, j). So for every process j, its r-th next;
in can(ho) happens at change,, after it received only the messages from round r in ho(r, j).

We  conclude  that Vr > 0,Vj € IT : Pean(ho) (75 J) =
;-[m(ho) [i].round = r
pelllFie N: [ A can(ho)li] = next; = ho(r, j).
A (r,p) € q;an(ho) [i].mes

Therefore heqpno) = ho.

2.3.5 A Complete Example: At Most I’ Crashes

To provide a more concrete example, let’s turn back to DEL%MS}L from Definition 2.2, the
message-passing model with asynchronous and reliable communication, and at most F' per-
manent crashes. We now give a dominating strategy for this predicate, as well as compute its
heard-of predicate.

The folklore strategy for this model is to wait for at least n — F' messages before allowing
the change of round.

Definition 2.22 (waiting for n — F' messages). The strategy to wait for n — F' messages is
foor2{q€Q||{k €| (ground, k) € gmes}| >n — F}

To see why this strategy is used in the literature, simply remark that at least n— F messages
must be delivered to each process at each round. Thus, waiting for that many messages ensures
that no process is ever blocked. However, waiting for more will result in processes blocking
forever if F' crashes occur. Rephrased with the concepts introduced above, f,_r is a valid
strategy for DEL%“Sh.

Lemma 2.23 (Validity of f,_r). fu_r is valid for DELE".

Proof. We proceed by contradiction: Assume f,_p is invalid for DEL%’“S’Z. Thus by Defi-
nition 2.23, there exists an invalid ¢ € execsy, ,(DEL$*"). By Definition 2.23 of validity,
dp € I, 3N, Vi > N : t[i] # next,: there is a smallest round r such that some process j stays
blocked at r forever in ¢t. Because t is an execution of f, Definition 2.12 entails that infinitely
many local states of j must be not in f,,_p; if it was not the case, the fairness condition would
force the execution to contain another next;.

Let also ¢; be a delivered collection of DEL$ " such that t € execs(c).

We know by Definition 2.2 of DEL$%" that |ci(r, j)| > n — F. The minimality of 7 and
the fact that ¢ € execs(c) then ensure by Definition 2.8 that all the messages in this delivered
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set are delivered at some point in ¢. By Definition 2.22 of f,_r, the local state of j is then in
fn_p from this point on. By the fairness constraint of Definition 2.12, this contradicts the
fact that there is never another next; in the suffix of ¢.

We conclude that f,_p is valid for DEL§Fes", O

The obvious next step is to prove that this strategy is dominating the predicate. But
the proof given here depends on the heard-of predicate generated by f,_ g, which is thus
computed first. This heard-of predicate was first given by Charron-Bost and Schiper [37] as
a characterization of the asynchronous model with reliable communication and at most F
crashes. The intuition behind it is that even in the absence of crashes, we can make all the
processes change round by delivering any set of at least n — F' messages to them.

Theorem 2.24 (Heard-Of Characterization of f,_r).
Let HOF be the heard-of predicate defined in Table 1.1. Then ’H(’)f”_F(DELﬁ}”“Sh) = HOp.

Proof. e (©). Let ho € HO;, . (DELF*") and t € execsy, ,(DELE") an execution of
frn_r generating ho. By Definition 2.12 of the executions of f,,_f, processes change round
(a nexty event) only when their local state is in f,,_p. This means by Definition 2.22
that the local state ¢ of processes satisfy |[{k € II | (q.round,k) € q.mes}| > n — F}:
the process received at least n — F' messages tagged with the current value of its round

counter. This in turns implies by Definition 2.15 of the heard-of collection of an execution
that Vr € N*,Vj € IL : |ho(r, j)| > n — F.

e (D). Let ho a heard-of collection over II such that Vr € N, V5 € II : |ho(r, j)| > n—F. Let
t be the canonical execution of ho; since DEL%"“Sh contains the total collection, ¢ is an
execution of DEL?}"“Sh by Lemma 2.20. To prove that ¢ is also an execution of f,,_p, we
proceed by contradiction: assume it is not an execution of f,,_p. By Definition 2.12,
the problem stems either from breaking fairness or from some next, for some p at a
point where the local state of p is not in f,,_p. Since by Definition 2.19 of a canonical
execution, Vp € 1I : next, appears an infinite number of times, the only possibility left is
the second one: there is some p € II and some next, transition in ¢ that happens while
the local state of p is not in f,,_pg. Let r be the smallest round where this happens, and j
the process to which it happens. By Definition 2.19 of a canonical execution, j received
all the messages from ho(r, j) in t before the problematic next;. And |ho(r,j)| >n—F
by hypothesis. By Definition 2.22 of f,,_r, the local state of j is in f,_r from this point
on. By the fairness constraint of Definition 2.12, this contradicts the fact that j cannot
change round at this point in ¢ while ¢ is an execution of f,_p.

We conclude that ho € HOy, . (DELE*"). O

Finally, we want to vindicate the folklore intuition about this strategy: that it is optimal
in some sense. Intuitively, waiting for more than n — F' messages per round means risking
waiting forever, and waiting for less is wasteful. Our domination order captures this concept
of optimality: we show that f,,_ is indeed a dominating strategy for DEL$%". Therefore,
HO;, . (DELFh) is the dominating predicate for DEL$%h.

Theorem 2.25 (f,_r Dominates DELS%"). f,_p dominates DELSh.
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Proof. Let f be a valid strategy for DEL‘j}"“Sh; the theorem follows by Definition 2.16 from
proving that f < erasn foop — that is HOy, . (DELF®") C HOy(DELE*"). We do that
now.

Let ho € HOy, ,(DELF"), and let ¢ be the canonical execution of ho. Since DELF®"
contains the total collection, ¢ is an execution of DEL%Z““Sh by Lemma 2.20. We only need to
prove that it is also an execution of f to conclude by Lemma 2.21 that f generates ho, and
thus that the inequality above and the theorem hold.

We do so by contradiction. Assume ¢ is not an execution of f. By Definition 2.12, it
is either because the fairness condition is broken or because some next, for some process p
happens when the local state of p is not in f. Since Definition 2.19 of canonical executions
implies that ¢ contains an infinite number of next, for every process p € II, the problem must
come from some next; done by a process j when j’s local state is not in f. Let r be the
first round where this happens. At the point of the forbidden next;, by Definition 2.19 of a
canonical execution, j has received all the messages from previous rounds, and all the messages
from ho(r,j). Then ho € HOy, . (DELF*") implies that ho € HOp by Theorem 2.24. Tt
then follows from the definition of HOp in Table 1.1 that ho(r,j) contains at least n — F
processes.

Let cpioer be the delivered collection where all the processes from which j did not receive
a message at the problematic next in t stop sending messages from round r onwards. So for
rounds > r, the delivered set of any process k is always ho(r, 7). Vi’ > 0,Vk € I : cpioer(r’, k) =

I ifr' <r

ho(r,j) otherwise

This is a delivered collection of DEL?}"“Sh by Definition 2.2: processes that stop sending
messages never do again, and at most F' processes do so because ho(r,j) contains at least
n — F processes by the reasoning above.

Let t' = st(f, cpiock) be the standard execution of f on ¢pjoer. Lemma 2.18 entails than ¢/ is
an execution of f on cpjoer. Since r is the smallest round in ¢ with a wrong next;, for all rounds
< r the local state of j is enough for f to allow the change of round. Thus by Definition 2.17
of standard executions, all changes;, for k < r contain a next transition for all processes in ¢'.
By the same definition, all dels;, for k < r of ¢’ contain the same deliveries for each process
than the deliveres for j in the delsy of t. Hence in t, all the processes reach round r, all get
the same state as j in ¢t at round 7, and thus they all block at this round, which means the
suffix of ¢ is made of stop only. Hence ' is invalid, and so is f.

This contradicts the hypothesis that f is valid; we thus conclude that ho €

HO ;(DELE*M).
Therefore f,,_r dominates f by Definition 2.16, where f is any valid strategy for DEL$h,
which means that f,,_r dominates DEL%“Sh by Definition 2.16. 0

This means that when confronted with a model captured by DEL?%"“Sh, there is no point
in remembering messages from past rounds — and messages from future rounds are simply
buffered. Intuitively, messages from past rounds are of no use in detecting crashes in the
current round. As for messages from future rounds, they actually serve to detect that a process
has not crashed when sending its messages from the current round. For this to actually change
the heard-of predicate, it would mean that some heard-of collection would be impossible to
generate when using this future information. But this is not the case, as there is always an
execution where no message from future rounds are delivered early (the canonical execution).
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2.4 Carpe Diem: Oblivious Strategies Living in the Moment

Let’s now turn to more general results about delivered predicates and strategies. Because of
the generality of strategies, considering them all brings many issues in proving domination.
Yet there exist interesting classes of strategies on which results can be derived.

Our first such class is the class of oblivious strategies: they depend only on the received
messages from the current round. For example, f,_g is an oblivious strategy, as it counts
messages from the current round. Despite their apparent simplicity, some oblivious strategies
dominate non-trivial delivered predicates, as in the case of f,,_pr and DEL%"“SheS.

2.4.1 Definition and Expressiveness Results

Oblivious strategies are a family of strategies in the sense of Definition 2.11 — where the
equivalence relation between the local states compare only the messages received for the current
round.

Definition 2.26 (Oblivious Strategies and Nextsf). Let obliv be the function such that

Vg € Q : obliv(q) = {k € I1 | {(g.round, k) € g.mes}. Let =y, the equivalence relation defined

by q1 ~opiiv g2 = 0bliv(q) = obliv(gz). The family of oblivious strategies = family(~ iy )-
For f an oblivious strategy, let Nexts; = {obliv(q) | q € f}. It uniquely defines f.

Thus an oblivious strategy reduces to a collection of sets, the sets of processes from which
receiving a message in the current round is enough to change round. The strategy allows the
change of round if, and only if, the processes heard at the current round form a set in this
collection.

This provides a simple necessary condition on such a strategy f to be valid: its Nextsy set
must contains all the delivered sets from the corresponding delivered predicate. If it does not,
an execution would exists where the messages received at some round r by some process p
are exactly this delivered set, which would block forever the process p and make the strategy
invalid.

This simple necessary condition also proves sufficient.

Lemma 2.27 (Necessary and Sufficient Condition for Validity of an Oblivious Strategy). Let
DEL be a delivered predicate and f be an oblivious strateqy. Then f is valid for DEL <~
f2{q|3ce DEL,3p € I1,3r > 0 : obliv(q) = c(r,p)}.

Proof. o (=) Let f be valid for DEL. We show by contradiction that f contains all local
states ¢ such that 3¢ € DEL,3p € II,3r > 0 : obliv(q) = c(r,p). Assume there is
some @pock for which it is not the case: then dc € DEL,r > 0 and j € II such that
obliv(qpiock) = ¢(r,j) and g ¢ f. By Definition 2.26, this means that for every ¢ such
that obliv(q) = obliv(qpieck) = ¢(r,7), we have q ¢ f.

Let t = st(f,c) be the standard execution of f on c¢. This is a execution of f on ¢ by
Lemma 2.18. The sought contradiction is reached by proving that ¢ is invalid. To do so,
we split according to two cases: the first is the case where there is a blocking process
before round 7, and the other is the case where there is not blocking process before round
r. This last case then uses the hypothesis on ¢(r,j) to show that all processes block at
T.
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— During one of the first » — 1 iterations of ¢, there is some process which cannot
change round. Let 7’ be the smallest iteration where it happens, and k be a process
unable to change round at the 7’-ith iteration. By minimality of r’, all the processes
arrive at round 7’ in ¢; by Definition 2.17 of the standard execution, all messages
for k from round 7’ are delivered before the change,  part of the iteration. Let g be
the local state of k at the start of change, in the r’-ith iteration, and let ¢’ be any
local state of k afterward. The above tells us that as long as ¢'.round = q.round,
we have obliv(q) = obliv(q’) and thus ¢’ ¢ f. Therefore, k can never change round
while at round 7.

We conclude that ¢ is invalid by Definition 2.23.

— For the first » — 1 iterations, all the processes change round. Thus every one
arrives at round r in the r — 1-ith iteration. By Definition 2.17 of the standard
execution, all messages from the round are delivered before the change, part of the
r-th iteration. Thus j is in a local state ¢ at the change, part of the r-ith iteration
such that obliv(q) = c(r,j) = obliv(qyeck). By hypothesis, this means ¢ ¢ f and
thus that j cannot change round. Let ¢’ be any local state of j afterward. The
above tells us that as long as ¢’.round = r, we have obliv(q) = obliv(q') = c(r,j)
and thus ¢’ ¢ f. Therefore, j can never change round while at round 7.

Here too, t is invalid by Definition 2.23.

Either way, we reach a contradiction with the validity of f. Therefore f D {q | Jc €
DEL,3p € I1, 3r > 0 : obliv(q) = c(r,p)}.

(<) Let DEL and f such that f O {q | 3c € DEL,3p € II,3r > 0 : obliv(q) = c(r,p)}.
We show by contradiction that f is valid.

Assume the contrary: there is some t € execsy(DEL) which is invalid. Thus by Defi-
nition 2.23 of validity, there are some process blocked at a round forever in ¢t. Let r be
the smallest such round, and j be a process blocked at round r in t. By minimality of r,
all the processes arrive at round 7. By Definition 2.8 of an execution of DEL, there is a
¢ € DEL such that t is an execution of ¢. Which means by Definition 2.8 of an execution
of a collection that eventually all the messages from ¢(r, j) are delivered.

From this point on, every local state ¢ of j satisfies obliv(q) = ¢(r, j); thus we have ¢ € f
by hypothesis on f. Then the fairness condition of executions of f from Definition 2.12
imposes that j does change round at some point. We conclude that j is not blocked at
round 7 in ¢, which contradicts the hypothesis that it is blocked forever at round r in
t.

O

What happens when taking the oblivious strategy satisfying exactly this condition for

validity? This results in a strategy dominating the other oblivious ones. It follows from the

fact that this strategy waits for the minimum sets required to be valid; hence the name of

minimal oblivious strategy.

Definition 2.28 (Minimal Oblivious Strategy). Let DEL be a delivered predicate. The

minimal oblivious strategy for DEL is fin =

A

{¢|3c€ DEL,3p € I1,3r > 0 : obliv(q) = c(r,p)}.
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Lemma 2.29 (Domination of Minimal Oblivious Strategy). Let DEL be a delivered predicate
and fmin be its minimal oblivious strategy. Then fioin is a dominating oblivious strategy for
DEL.

Proof. First, fpin is valid for DEL by application of Lemma 2.27. Next, we take another
oblivious strategy f, which is valid for DEL. Lemma 2.27 now gives us that fp;, C f.
Hence, when f,,;» allows a change of round, so does f. This entails by Definition 2.12 that
all executions of fy, on DEL are also executions of f on DEL, and thus by Definition 2.15
that HOy, ., (DEL) C HO¢(DEL).

We thus conclude from Definition 2.16 that f,;, dominates any valid oblivious strategy
for DEL. O

These strategies thus guarantee that every delivered predicate has a strategy dominating
the oblivious ones, by giving a means to build it. Of course, a formal definition is not the
same as a constructive definition, which motivates the study of minimal strategies through
the operations, and their relations to the operations on the corresponding predicates.

2.4.2 Building oblivious strategies

One fundamental property of minimal oblivious strategies is their nice behaviour under the
proposed operations (union, combination, succession and repetition). That is, they give min-
imal oblivious strategies of resulting delivered predicates. Although this holds for all opera-
tions, succession and repetition are not useful here, as the succession of two minimal oblivious
strategies is equal to their union, and the repetition of a minimal oblivious strategy is equal
to the strategy itself.

The first operation to study is therefore union. The minimal oblivious strategy of DE L1 U
DELs and DELy ~~ DFEL, is the same, as shown it the next theorem, and thus it’s the union
of the minimal oblivious strategies of DEL, and DFELs.

Theorem 2.30 (Minimal Oblivious Strategy for Union and Succession). Let DELy, DELs be
two delivered predicates, fi and fo the minimal oblivious strategies for, respectively, DEL, and
DELy. Then f1U fy is the minimal oblivious strategqy for DEL1UDFELy and DEL1 ~ DELs.

Proof idea. Structurally, every proof in this subsection amounts to showing equality between
the strategies resulting from the operations and the minimal oblivious strategy for the delivered
predicate.

For a union, the messages that can be received at each round are the messages that can be
received at each round in the first predicate or in the second. This is also true for succession.
Given that f; and fs are the minimal oblivious strategies of DEL; and DFELs, they accept
exactly the states where the messages received from the current round are in a delivered set
of DELy or a delivered set of DELs. And thus fi; U fo is the minimal oblivious strategy for
DELy U DELs and DELy ~» DELs. O

Proof. We first show that the minimal oblivious strategies of DEL; U DELs and DEL; ~
DELj are equal. By Definition 2.14, we thus need to prove that {q | 3¢ € DEL{UDELs,3p €
II,3r > 0 : obliv(q) = c(r,p)} = {q | 3¢ € DELy ~ DELy,3p € II,3r > 0 : obliv(q) =
c(r,p)}.

e (C€) Let g such that 3c € DEL; U DELo,3p € II,3r > 0 : obliv(q) = c(r, p).
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— If ¢ € DEL4, then we take co € DELy, and take ¢ = ¢[1,r].co. Since by Defi-
nition 2.4 ¢ € ¢ ~ c9, we have ¢ € DELy ~ DELy. And by definition of ¢/,
d(r,p) = c(r, p).

We thus have ¢, p and r showing that obliv(q) = ¢/(r,p), and thus ¢ is in the set
on the right.

— If ce DELy, then ¢c € DELy ~» DELs by Definition 2.4. We thus have ¢,p and r
showing that obliv(q) = ¢(r,p), and thus ¢ is in the set on the right.

e (D) Let g such that 3c € DELy ~» DEL9,3p € II, 3r > 0 : obliv(q) = c(r, p).

— If c € DELo, then ¢ € DEL1 U DELo by Definition 2.4. We thus have ¢,p and r
showing that obliv(q) = ¢(r,p), and thus ¢ is in the set on the left.

— If ¢ ¢ DELs, there exist ¢ € DELy,co € DELg and 1’ > 0 such that ¢ = ¢1[1,7'].co
by Definition 2.4.

x If » <7/, then by definition of ¢, we have ¢(r,p) = ¢1(r,p). We thus have ¢1,p
and r showing that obliv(q) = c¢1(r, p), and thus ¢ is in the set on the left.

x If » > 7/, then ¢(r,p) = ca(r — ', p). We thus have co,p and (r — r’) showing
that obliv(q) = co(r — ', p), and thus ¢ is in the set on the left.

We now show that f1 U fo = {q|3c € DELy UDELy,3p € I1,3r > 0: obliv(q) = ¢(r,p)},
which allows us to conclude by Definition 2.28 that f; U fo is the minimal oblivious strategy
for DEL; U DELs.

o Let g € f1U fa. We fix g € f1 (the case ¢ € fo is symmetric).

Then because f; is the minimal oblivious strategy of DFEL;, by application of
Lemma 2.27, 3¢ € DELy,3p € II,3r > 0 such that ¢i(r,p) = obliv(q). Also
c1 € DEL; C DEL1 UDELs by Definition 2.4. We thus have ¢1,p and r showing
that ¢ is in the minimal oblivious strategy for DEL; U DE L.

o Let g such that 3¢ € DEL1UDFELo,3p € I1,3r > 0 : ¢(r,p) = obliv(q). By Definition 2.4
of operations on strategies, and specifically union, ¢ must be in DE L or in ¢ € DFE Lo;
we fix ¢ € DEL; (the case DE Ly is symmetric).

Then Definition 2.28 gives us that ¢ is in the minimal oblivious strategy of DE L1, that
is f1. We conclude that ¢ € f1 U fs.

O]

For the same reason that succession is indistinguishable from union, repetition is indistin-
guishable from the original predicate: the delivered sets are the same, because every collection
of the repetition is built from prefixes of collections of the original predicate. Thus the min-
imal oblivious strategy for a repetition is in fact the same strategy as the minimal oblivious
strategy of the original predicate.

Theorem 2.31 (Minimal Oblivious Strategy for Repetition). Let DEL be a delivered pred-
icate, and f be its minimal oblivious strategy. Then f is the minimal oblivious strategy for
DEL~.
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Proof. We show that f = {q | 3¢ € DEL¥,3p € II,3r > 0 : obliv(q) = ¢(r,p)}, which allows
us to conclude by Definition 2.28 that f is the minimal oblivious strategy for DEL*.

e (©) Let g € f. By minimality of f for DEL, 3¢ € DEL,3p € II,3r > 0 : obliv(q) =
c(r, p).
We take ¢ € DEL” such that ¢; = ¢ and ro = r; the other ¢; and r; don’t matter for
the proof. By Definition 2.4 of operations on predicates, and specifically repetition, we
get (r,p) = ¢(r,p) = obliv(q). We have ¢/, p and r showing that ¢ is in the minimal
oblivious strategy of DELY.

e (D) Let ¢ such that 3c € DEL*,3p € II,3r > 0 : obliv(q) = ¢(r,p). By Definition 2.4 of
operations on predicates, and specifically repetition, there are ¢; € DEL and 0 < r; <
ri+1 such that r € [r; + 1,741] and ¢(r,p) = ¢;(r — ri, p).

We have found ¢;,p and (r — 7;) showing that ¢ is in the minimal oblivious strategy for
DEL. And since f is the minimal oblivious strategy for DEL, we get q € f.

O

Combination is different from other operations, as combining collections is done round by
round. Since oblivious strategies do not depend on the round, the combination of two oblivious
strategies will accept the combination of any two states accepted, that is, it will accept any
intersection of the delivered set of received messages from the current round in the first state
and the delivered set of received messages from the current round in the second state. Yet
when taking the combination of two predicates, maybe the collections are such that these two
delivered sets used in the intersection above never happen at the same round, and thus never
appear in the combination of collections.

To ensure that every intersection of pairs of delivered sets, one from a collection from each
predicate, happens in the combination of predicates, we add an assumption: the symmetry of
the predicate over processes and over rounds. This means that for any delivered set D of the
predicate, for any round and any process, there is a collection of the predicate where D is the
delivered set for some round and some process.

Definition 2.32 (Round Symmetric DEL). Let DEL be a delivered predicate. DEL is round
symmetric = Ve € DEL,Vr > 0,Vp € I,V > 0,Yq € I1,3c € DEL : c(r,p) = ¢ (1, q)

Theorem 2.33 (Minimal Oblivious Strategy for Combination). Let DELy, DELy be two
round symmetric delivered predicates, fi1 and fo the minimal oblivious strategies for, respec-
tively, DELy and DELs. Then f1 Q) fo is the minimal oblivious strateqy for DEL1 Q DFELs.

Proof idea. The oblivious states of DELy Q DFE Ly are the combination of an oblivious state
of DELy and of one of DELs at the same round, for the same process. Thanks to round
symmetry, this translates into the combination of any oblivious state of DEL; with any
oblivious state of DELs. Since f; and fo are the minimal oblivious strategy, they both
accept exactly the oblivious states of DE Ly and DFE Ly respectively. Thus, f; Q f2 accept all
the combinations of oblivious states of DELq, and DFELs, and thus is the minimal oblivious
strategy of DEL1 @ DFELs. O

Proof. We show that f1 ® fo={q|3Ic € DEL1 Q DEL9,3p € II,3r > 0 : obliv(q) = ¢(r,p)},
which allows us to apply Lemma 2.28 to show that f; & fo is the minimal oblivious strategy
of DEL1 @ DEL,.
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e Let g € f1® fi. Then dg1 € f1,dq2 € fo such that ¢ = ¢1 @ ¢2. This also means that
q1.round = go.round = q.round.

By minimality of f; and fo, 3¢y € DELq,3py € I, 3r1 > 0 : ¢1(r1,p1) = obliv(qr) and
Jdeg € DELg, 3pe € I1,3rg > 0 : ca(r2, p2) = obliv(ga).

Moreover, by Definition 2.32 of round symmetry, the hypothesis on DFE Lo ensures that
dch, € DELg : ¢h(r1,p1) = ca(ra, p2).

We take ¢ = ¢1 @ ¢. obliv(q) = obliv(gi)Nobliv(qz) = c1(r1,p1)Nea(re, p2) = c1(ri, p1)N
ch(r1,p1) = c(r1, p1).

We have ¢, p; and r; showing that ¢ is in the minimal oblivious strategy for
DEL1Q DFEL,.

o Let ¢ such that 3¢ € DEL1 @ DELy,3p € II,3r > 0 : ¢(r,p) = obliv(q). By Defini-
tion 2.4 of operations on predicates, and specifically of combination, d¢; € DELq,dcy €
DELy:c=c1Qco.

We take g1 such that gi.round = r,obliv(q) = c¢1(r,p) and Vr' £ r : q1(r") = q(r'); we
also take g2 such that ga.round = r,obliv(q2) = co(r,p) and Vr' £ r: g2(r') = q(r').

Then g = ¢1 @ g2- And by Definition 2.28 of minimal oblivious strategies, f; and f; being
respectively the minimal oblivious strategies of DE L, and DE Lo imply that ¢; € f1 and

Q@ € fo.
We conclude that g € f1 Q fo.

O]

This subsection shows that as long as predicates are built from simple building blocks
with known minimal oblivious strategy, the minimal oblivious strategy of the result can be
explicitly constructed.

2.4.3 Computing Heard-Of Predicates

Once the minimal oblivious strategy computed, the next step is to extract the heard-of pred-
icate for this strategy: the smallest predicate (all its collections are contained in the other
predicates) generated by an oblivious strategy for this delivered predicate. This ends up being
simple: it is the product of all delivered sets.

Definition 2.34 (Heard-Of Product). Let S C P(II). The heard-of product generated
by S, HOProd(S) = {ha heard-of collection | ¥p € II,Vr > 0: h(r,p) € S }.

Here is the intuition: defining a heard-of collection requires, for each round and each
process, the corresponding heard-of set. A heard-of product is then the set of all collections
that have heard-of sets from the set given as argument. So the totalsq heard-of predicate
(containing only the total collection) is the heard-of product of the set II. And HOp is the
heard-of product of all subsets of II of size > n — F.

This segues into the following lemma, which links the Nexts; of some valid oblivious
strategy and the heard-of predicate for this strategy: the predicate is the heard-of product of
the Nextsy.
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Lemma 2.35 (Heard-Of Predicate of an Oblivious Strategy). Let DEL be a delivered pred-
icate containing ciorqr and let f be a valid oblivious strategy for DEL. Then HO¢(DEL) =
HOProd(Nextsy).

Proof. e (Q) To prove this first direction, we show that the heard-of sets of any collection
in HOf(DEL) are in Nextsy. This then entails that HO;(DEL) = HOProd(Nextsy).

By Definition 2.15 of the heard-of collection of an execution, every heard-of set contains
the set of messages from the current round that was already received at the next,
transition where the process p changed round. By Definition 2.12 of the executions of
a strategy, such a next, transition can only happen if the local state of the process p is
in f. And by Definition 2.26 of oblivious strategies, f contains exactly the states such
that the messages received from the current round form a set in Nextsy.

Therefore the heard-of set of any collection generated by f on a collection of DEL are
necessarily in Nextsy.

e (2) Let ho be a heard-of collection such that Vr > 0,Vj € Il : ho(r, j) € Nextsy. Let ¢
be the canonical execution of ho. It is an execution by Lemma 2.20. By Definition 2.12
it is also an execution of f because at each round, processes receive a set of messages
in Nextsy. This entails that the local states are in f, by Definition 2.26 of oblivious
strategies. Hence t is an execution of f on DEL. Since t = can(ho), Lemma 2.21 implies
that ht = ho.

We conclude that ho € HO;(DEL).
Ul

Thanks to this characterization, the heard-of predicate generated by the minimal strategies
for the operations is computed in terms of the heard-of predicate generated by the original
minimal strategies.

Theorem 2.36 (Heard-Of Predicate of Minimal Oblivious Strategies). Let
DEL,DEL1,DELs be delivered predicates containing ciorar- Let f, f1, fo be their respective
minimal oblivious strategies. Then:

e HO s (DEL UDELy) = HOpup,(DELy ~ DEL) = HOProd(Nextsy, U Nextsy,)

o If DELy or DELy are round symmetric, then:
HO, ®f2(DEL1 Q@ DELy) = HOProd({ni Nny | n1 € Nextsy, Ang € Nextsy,}).

e HO;(DEL*) = HO;(DEL).

Proof. Obviously, we want to apply Lemma 2.35. Then we first need to show that the DELs
contain Ciptql-

e By hypothesis, DEL; and DFE Lo contain cipq;. Then DEL; U DELs trivially contains
it too by Definition 2.4 of operations on predicates.

e By hypothesis, DEL; and DFELs contain c¢ipq. Then DEL; @ DELs contains
Ctotal Q) Ctotal = Ctotar Dy Definition 2.4 of operations on predicates.

e By hypothesis, DEL;, and DFE Lo contain ciptq;. Then DEL ~» DELo O DFE L contains
it too by Definition 2.4 of operations on predicates.
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e By hypothesis, DEL contains ciq;- We can recreate ciq by taking all ¢; = ciorq; and
whichever ;. Thus, DEL®“ contains ¢y by Definition 2.4 of operations on predicates.

Next, the strategies f1 U fa, f1 & fo and f are the respective minimal oblivious strategies
by Theorem 2.30, Theorem 2.33 and Theorem 2.31. They are also valid by Theorem 2.27.

Lastly, we need to show that the Nexts; for the strategies corresponds to the generating
sets in the theorem.

o We show Nextssyyp, = Neatsy, U Nextsy,, and thus that HOProd(Neatss f,) =
HOProd(Neatsy, U Nextsy,)

— (C€) Let n € Nextsf,up,- Then g € f1 U fo : obliv(q) = n. By Definition 2.4 of
operations on predicates, and specifically union, ¢ € f; or ¢ € fo. We fix ¢ € f
(the case g € fo is symmetric). Then n € Newtsy, by Definition 2.26 of oblivious
strategies.

We conclude that n € Nextsy, U Nextsy,.

— (2) Let n € Nextsy, U Neatsy,. We fix n € Nextsy, (as always, the other case
is symmetric). Then Jq € f1 : obliv(q) = n. As q € f; implies ¢ € f1 U fa, we
conclude that n € Nextsy, s, by Definition 2.26 of oblivious strategies.

« We show Nexts; 7, = {n1 Nng | n1 € Nextsy, Any € Nextsy,}, and thus that
HOProd(Nexts ®f2) = HOProd({n1 Nny | n1 € Nextsy, Ang € Nextsy,}).

— (C€) Let n € Nextsfl®f2. Then dq € fi1Q fo : obliv(q) = n. By Defi-
nition 2.4 of operations on predicates, and specifically of combination, dq; €
fi,3q2 € fo @ qr.round = ge.round = qround A ¢ = q1 @ qe. This means
n = obliv(q) = obliv(q1) N obliv(gz).

We conclude that n € {n1 Nny | n1 € Nextsy, Any € Nextsy,} by Definition 2.26
of oblivious strategies.

— (2) Let n € {n1 Nny | n1 € Nextsy, Ang € Nextsy,}. Then Iny € Nextsy,,Ing €
Nextsy, : n = n1 Nng. By Definition 2.26 of oblivious strategies, and because f;
and fy are oblivious strategies, we can find ¢; € f; such that obliv(q1) = n1, g2 € fa
such that obliv(g2) = ng, and q;.round = ga.round.

Then g = ¢1 Q ¢2 is a state of f1 Q fo. We have obliv(q) = ny Nng = n.
We conclude that n € Nexts h® by Definition 2.26 of oblivious strategies.

o Trivially, Nexts; = Nextsy.

2.4.4 When Oblivious is Enough

Finally, the value of oblivious strategies depends on which delivered predicates have such
a dominating strategy. DEL%”‘S" does; let’s now extend this result to delivered predicates
satisfying the so-called common round property. This condition captures the fact that given
any delivered set D, one can build, for any r > 0, a delivered collection where processes receive
all the messages up to round r, and then they share D as their delivered set in round r. As a
limit case, the predicate also contains the total collection.
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Definition 2.37 (Common Round Property). Let DEL be a Delivered Predicate. DEL has
the common round property =

o (Total collection) DEL contains the total collection ciotq;-

¢ (Common round) Ve € DEL,Vr > 0,Vj € II,Vr' > 0,3¢ € DEL,Np € I : (Vr" <1’ :
d(r",p) =N, p) = c(r,]))

What the common round property captures is what makes DEL ash he dominated by an
oblivious strategy: if one process j might block at round r even after receiving all messages
from round r in some collection ¢ of DEL, and all messages from rounds < r, then there is a
collection and an execution where all processes block in the same way. The collection ensures
that the delivered collection gives each process the same delivered sets (II) for rounds < r, and
¢(r,7) at round r. The execution is the standard execution of this collection, that puts every
process at round r in the same blocking state than j. Hence a deadlock. The conclusion is
that any valid strategy should allow to change round when all messages from previous rounds
are received, and the messages received for the current round form a delivered set from a
collection of DEL.

Applying this reasoning to the canonical executions of heard-of collections from
HOy,,. (DEL) yields that the canonical executions are executions of any valid strategy for
DEL (not only oblivious ones), and thus that Vf a valid strategy for DEL, HOy, , (DEL) C
HO¢(DEL). That is to say, DEL is dominated by an oblivious strategy.

Theorem 2.38 (Sufficient Condition of Oblivious Domination). Let DEL be a delivered pred-
icate satisfying the common round property. Then, there is an oblivious strategy which domi-
nates DEL.

Proof. Let fin be the minimal oblivious strategy for DFEL — it dominates the oblivi-
ous strategies for DEL by Lemma 2.29. We now prove that f,;,, dominates DFEL. This
amount to showing that for f’ be a valid strategy for DEL, we have f' <pgr fmin, that
is HOy,,..(DEL) C HO(DEL). Let ho € HOy,,. (DEL) and t be the canonical execution of
ho. We show that t is an execution of f’, which entails by Lemma 2.21 that ho € HO(DEL).

By Definition 2.37 of the common round property, DFEL contains cppq;. And by
Lemma 2.20, ¢ is an execution of c¢spq;, and thus an execution of DEL. We now prove by
contradiction it is also an execution of f’ on DEL. Assume it is not. By Definition 2.12 of
the executions of a strategy, the problem comes either from breaking fairness or from some
next; for some process j at a point where the local state of j is not in f’. Since for every
j € II : next; happens an infinite number of times in ¢ by Definition 2.19 of a canonical
execution, the only possibility left is the second one: some next; in ¢ is done while the local
state of j is not in f’. There thus exists a smallest r such that some proces j is not allowed
by f’ to change round when next; is played at round r in ¢.

Lemma 2.35 yields that HOy, . (DEL) = HOProd(Nextsy, . ). And by Definition 2.28
of minimal oblivious strategies, Nextsys, . = {c(r’,p) | c € DELAr" > 0Ap € II}. Thus
de € DEL,3r" > 0,3p € I1 : ho(r, j) = ¢(r', p). Next, by Definition 2.37 of the common round
property, DEL satisfying this property allows us to build cpoer € DEL such that Vr” < r,Vk €
IT : cpioer (7", k) =11 and Vk € 11 : cpoer(r, k) = c(r', ) = ho(r, 7).

Finally, we build tpock = st(f’,coiock) the standard execution of f' on cpock. By
Lemma 2.18, we know tpoc i an execution of f on cpoer. We then show that it is invalid by
examining the two possibilities.
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e During one of the first r — 1 iterations of ¢y, there is some process that cannot change
round. Let 7’ be the smallest iteration where it happens, and k be a process unable to
change round at the r’-ith iteration.

By minimality of 7/, all the processes arrive at round 7/, and by definition of cper they
all receive the same messages as k before changes,,. But that means every process has
the same local state as k. Thus, all the processes are blocked at round 7/, there are no
more next or deliveries, and tp,qk is therefore invalid by Definition 2.23 of validity.

e For the first r — 1 iterations, every process changes round. Thus, everyone arrives at
round r. By Definition 2.17 of the standard execution, all messages from round r are
delivered before the change, section. The definition of cper also ensures that every
process received the same messages, that is all the messages from round < r and all the
messages from ho(r,j). These are exactly the messages received by j in ¢ at round r.
But by hypothesis, j is blocked in this state in t. We thus deduce that all the processes
are blocked at round 7 in tp,.;, and thus that it is an invalid execution by Definition 2.23
of validity.

Either way, we deduce that f’ is invalid, which is a contradiction.

We conclude that ¢ is an execution of f’ on DEL. Lemma 2.21 therefore implies that
ho € HOf/(DEL).

This entails that HOy, . (DEL) C HO s (DEL), and thus that f’ <pgr fimin. We conclude
taht f,.;, dominates DFEL by Definition 2.16. L]

What’s more, this condition is maintained by the operations. Hence any predicate built
from ones satisfying this condition will still be dominated by an oblivious strategy.

Theorem 2.39 (Domination by Oblivious for Operations). Let DEL, DELy, DE Ly be deliv-
ered predicates satisfying the common round property. Then DEL1UDFELy, DEL1 Q DE Lo,
DELy ~ DELo, DEL® also satisfy the common round property.

Proof. Thanks to Theorem 2.38, we only have to show that the condition is maintained by the
operations; the domination by an oblivious strategy follows directly from the Theorem 2.38.
The fact that ciote is still in the results of the operations was already shown in the proof
of Theorem 2.36.
Then we show the invariance of the common round part.

o Let c € DELy UDELy. Thus ¢ € DELy or ¢ € DELy. We fix ¢ € DEL;y (the other
case is symmetric). Then for p € II,r > 0 and v’ > 0, we get a ¢ € DFEL, satisfying the
condition of Definiton 2.37 by the hypothesis that DFEL; satisfies the common round
property. And since DEL; C DELy U DELy, we get ¢ € DEL; U DFELs.

We conclude that the condition still holds for DEL{ U DELs.

e Let ce DEL1 @ DFELy. Then d¢; € DEL1,3co € DELy :c=c¢1 Qco. ForpeIl,r >0
and 7' > 0, our hypothesis on DEL; and DELs ensures that there are ¢, € DFEL;
satisfying the condition of Definition 2.37 for ¢; and ¢ € DE Ly satisfying the condition
of Definition 2.37 for cs.

We argue that ¢ = ¢ @ ¢, satisfies the condition of Definition 2.37 for ¢. Indeed,
v < ' g € TI : e(r”,q) = (", q)@ch(r",q) = 1T and Vg € II : c(r',q) =
A, ) @ h(r', q) = er(r,p) @ ca(r, p) = (1, p).
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We conclude that the condition of Definition 2.37 still holds for DEL, Q DFE L.

e Let c € DELy ~ DELs. Since if ¢ € DE Ly the condition of Definition 2.37 trivially
holds by hypothesis, we study the case where succession actually happens. Hence, dc; €
DEL1,3cy € DELo, 3rehange > 0 : ¢ = ci[1, Tehange)-c2. For p € I > 0 and ' > 0, we
separate two cases.

— if r < Tchange, then our hypothesis on DEL; ensures that there is ¢j € DEL;
satisfying the condition of Definition 2.37 for ¢;. We argue that ¢ = ¢{[1,7'].co €
DEL; ~ DE Ly satisfies the condition of Definition 2.37 for c.

Indeed, Vr" < r',\Vq € II : d(r",q) = j(r",q) = 1, and Vg € 11 : d(r',q) =
c(r,p) = c(r,p)

— if ¥ > Tchange, then our hypothesis on DELy ensures that there is ¢, € DEL
satisfying the condition of Definition 2.37 for c3 at p and r — repange. That is,
ch[1,7" = 1] = crotar[1, 7" — 1) AVq € I1: &y(r', q) = (7 — Tehange, P) We argue that
¢ =cy, € DELy ~ DEL, satisfies the condition of Definition 2.37 for c.

Indeed, V7" < 1/ ,Vq € 11 : cy(r",q) = I, and Vg € 11 : &(r',q) = car —
rchcmge,p) = C(T’ p)

We conclude that the condition of Definition 2.37 still holds for DELy ~ DELs.

o Let ¢ € DEL”. Let (¢;) and (r;) be the collections and indices defining c¢. We take
p € I,y > 0 and 7" > 0. Let ¢ > 0 be the integer such that r € [r; + 1,7;41]. By
hypothesis on DEL, There is ¢, € DEL satisfying the condition of Definition 2.37 for ¢;
at p and r — r;. That is, ¢i[1,7" — 1] = ctora[1, 7' — 1 AVg € IL: (17, q) = ci(r — 14, p).
We argue that ¢, € DEL satisfies the condition of Definition 2.37 for c¢. Indeed, Vr” <
', ¥q € 11, we have: ¢;(r",q) =l and Vg € II: c(r', q) = ci(r — ri,p) = c(r,p).

We conclude that the condition of Definition 2.37 still holds for DE L.

O

Therefore, as long as the initial building blocks satisfying the common round property, so
does the result of the operations — and thus the latter is dominated by its minimal oblivious
strategy. A strategy that can be computed easily from the previous results in this section.

2.5 No Future: Conservative to the End

The class of considered strategies now broadens, by considering past rounds and the round
number in addition to the present round. This is a generalization of oblivious strategies, that
trades simplicity for expressivity, while retaining a nice structure.

2.5.1 Definition and Expressiveness Results

Definition 2.40 (Conservative Strategy). Let cons be the function such that Vq €
Q, cons(q) = (g.round,{(r,k) € gmes | r < q.round}). Let ~.ons the equivalence rela-
tion defined by q1 ~cons g2 = cons(q1) = cons(qz). The family of conservative strategies

= family(%cons)-
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We write Nexts]q £ {cons(q) | q € f} for the set of conservative states in f. This uniquely
defines f.

In analogy with the case of oblivious strategies, there is an intuitive necessary and sufficient
condition for such a strategy to be valid for a given delivered predicate.

Lemma 2.41 (Necessary and Sufficient Condition for Validity of a Conservative Strategy). Let
DEL be a delivered predicate and f be a conservative strategy. Then f is valid for DEL <—
f2{¢qeQ|3ce DEL,Ip € I1,Vr < q.round : q(r) = ¢(r,p)}.

Proof. o (=) Let f be valid for DEL. We show by contradiction that it satisfies the right-
hand side of the above equivalence. Assume there is gy @ local state such that
de € DEL,3r > 0,35 € II : cons(qpiock) = (r {(r',k) | ' < r Ak € c(r',5)}) and
q ¢ f. By Definition 2.40, this means that for every ¢ such that cons(q) = cons(qpiock =
(r A k) |7 <rakecr g)}) af f
Let t = st(f,c) be the standard execution of f on ¢. This is an execution of f on ¢
by Lemma 2.18. The sought contradiction is reached by proving that t is invalid for
DEL, and thus f is invalid for DEL too. To do so, we split according to two cases: the
first is the case where there is a blocking process before round r, and the other uses the
hypothesis on the prefix of ¢ for j up to round r.

— During one of the first » — 1 iterations of ¢, there is some process which cannot
change round. Let r’ be the smallest iteration of the canonical execution where it
happens, and k be a process unable to change round at the r’-ith iteration.

By minimality of 7/, all the processes arrive at round 7’ in ¢; by Definition 2.17 of
the standard execution, all messages for k from all rounds up to r’ are delivered
before the change part of the iteration. Let g the local state of k at the start of
change,., and let ¢’ be any local state of k afterward. The above tells us that as
long as ¢'.round = q.round, we have cons(q) = cons(q’) and thus ¢’ ¢ f. Therefore,
k can never change round while at round r’.

We conclude that ¢ is invalid for DEL by Definition 2.23.

— For the first » — 1 iterations, all the processes change round. Thus, every one
arrives at round r in the r — 1-th iteration. By Definition 2.17 of the standard
execution, all messages from rounds up to r are delivered before the change, part
of the r-th iteration. Thus j is in a local state ¢ at the change, part of the r-ith
iteration such that cons(q) = (r,{(r', k) | 7 <r Ak € c(r',j)}) = cons(qock). By
hypothesis, this means ¢ ¢ f thus that j cannot change round. Let ¢’ be any local
state of j afterward. The above tells us that as long as ¢’.round = q.round, we have
cons(q) = cons(q’) and thus ¢’ ¢ f. Therefore, j can never change round while at
round 7.

Here too, t is invalid for DEL by Definition 2.23.
Either way, we reach a contradiction with the validity of f for DEL.

o (<) Let DEL and f such that Ve € DEL, (r, {(+',k) | ¥’ <1 Ak € ¢(r',j)}) € Nexts§.
f
We show by contradiction that f is valid for DEL.

Assume the contrary: there is some t € execsy(DEL) that is invalid for DEL. Thus,
there are some process blocked at a round forever in ¢. Let r be the smallest such round,
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and j be a process blocked at round 7 in ¢. By minimality of r, all the processes arrive
at round r. By Definition 2.8 of an execution of DEL, there is a ¢ € DEL such that ¢
is an execution of ¢. Which means by Definition 2.8 of an execution of a collection that
eventually all messages from all the delivered sets of j up to round r are delivered.

From this point on, every local state ¢ of j satisfies cons(q) = (r,{(r', k) | ¥’ <r Ak €
c(r',7)}); thus we have ¢ € f by hypothesis on f. Then the fairness condition of
executions of f from Definition 2.12 imposes that j does change round at some point.
We conclude that j is not blocked at round r in ¢, which contradicts the hypothesis
that j is blocked forever at round r in t.

O

The strategy satisfying exactly this condition is the minimal conservative strategy of DEL,
and it is a strategy dominating all the conservative strategies for this delivered predicate.

Definition 2.42 (Minimal Conservative Strategy). Let DEL be a delivered predicate. Then

the minimal conservative strategy for DEL is f,;, = the conservative strategy such that
f={¢€Q|3ce DEL,3p € IL,Vr < q.round : q(r) = c(r,p)}.

Intuitively, when every message from a prefix is delivered, there is no message left from
past and present; a valid conservative strategy thus has to accept the state, or it would be
blocked forever.

Remark 2.43 (Prefix and conservative state of a prefix). Intuitively, a prefix of a collection
c for a process p at round r is the sequence of sets of messages received by p at rounds < r in
c. Then we can define a state corresponding to this prefix by fixing its round at r and adding
to it the messages in the prefix. This is the conservative state of the prefix. The prefixes of a
delivered predicate are then all the prefixes of all its collections.

Lemma 2.44 (Domination of Minimal Conservative Strategy). Let DEL be a delivered pred-
icate and fmin be its minimal conservative strateqy. Then foin dominates the conservative
strategies for DEL.

Proof. First, fmin is valid for DEL by application of Lemma 2.41. Next, we take another
conservative strategy f, valid for DEL. Lemma 2.41 gives us that f,.;, € f. Hence, when
fmin allow a change of round, so does f. This entails by Definition 2.12 that all the executions
of fiin for DEL are also executions of f for DEL, and thus by Definition 2.15 that the
HOy, ..(DEL) C HOf(DEL).

We thus conclude from Definition 2.16 that f,;, dominates any valid conservative strategy
for DEL. O

2.5.2 Building conservative strategies

Like oblivious strategies, minimal conservative strategies give minimal conservative strategies
of resulting delivered predicates.

Theorem 2.45 (Minimal Conservative Strategy for Union). Let DEL;, DELy be two delivered
predicates, f1 and fo the minimal conservative strategies for, respectively, DEL, and DELs.
Then f1 U fa is the minimal conservative strategy for DEL1 U DELs.
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Proof. We only have to show that f; U f2 is equal to Definition 2.42.

e (D) Let g be a state such that 3¢ € DEL1 U DEL9,3p € II such that Vr < g.round :
q(r) = c(r,p). If ¢ € DEL;, then q € f1, by Definition 2.42 of the minimal conservative
strategy because fi is the minimal conservative strategy for DEL;, and by application
of Lemma 2.41. Thus, ¢ € f1 U fa. If ¢ € DELs, the same reasoning apply with fo in
place of fi. We conclude that g € f1 U fa.

e (©) Let ¢ € f1 U fo. This means that ¢ € f; Vg € fo. The case where it is in
both can be reduced to any of the two. If ¢ € f;, then by Definition 2.42 of the
minimal conservative strategy and by minimality of fi, 3¢y € DFELy,3p; € II such that
Vr < gq.round : q(r) = ci(r,p1). DELy C DEL; U DELy, thus ¢; € DELy U DELs.
We found the ¢ and p necessary to show ¢ is in the minimal conservative strategy for
DELy U DELy. If q € fs, the reasoning is similar to the previous case, replacing f1 by
fo and DEL; by DEL,.

O]

For the other three operations, slightly more structure is needed on the predicates. More
precisely, they have to be independent of the processes. Any prefix of a process p in a collection
of the predicate is also the prefix of any other process ¢ in a possibly different collection of
the same DEL. Hence, the behaviors (fault, crashes, loss) are not targeting specific processes.
This restriction fits the intuition behind many common fault models.

Definition 2.46 (Prefix Symmetric DEL). Let DEL be a delivered predicate. DEL is prefix
symmetric = Vc € DEL,Yp € I1,Vr > 0,Yq € I1,3c € DEL,Vr' <r: (1, q) = c(r', p)

This differs from the previous round symmetric DEL, in that here we focus on prefixes,
while the other focused on rounds. Notice that none implies the other: round symmetry says
nothing about the rest of the prefix, and prefix symmetry says nothing about the delivered
sets when rounds are different.

Assuming prefix symmetry, the conservation of the minimal conservative strategy by com-
bination, succession and repetition follows.

Theorem 2.47 (Minimal Conservative Strategy for Combination). Let DELy, DELs be two
prefix symmetric delivered predicates, fi1 and fo the minimal conservative strategies for, respec-
tively, DEL1 and DELy. Then fi1 @ fo is the minimal conservative strateqy for DEL1 Q DELs.

Proof idea. Since f; and fo are the minimal conservative strategies of DFEL; and DFELs,
N emts% is the set of the conservative states of prefixes of DFEL; and N extsjlcz is the set of
the conservative states of prefixes of DFELs. Also, the states accepted by fi1Q f2 are the
combination of the states accepted by f1 and the states accepted by fo. And the prefixes of
DEL1 @Q DELs are the prefixes of DEL; combined with the prefixes of DELs for the same
process. Thanks to prefix symmetry, we can take a prefix of DELy and any process, and find
a collection such that the process has that prefix. Therefore the combined prefixes for the same
process are the same as the combined prefixes of DEL; and DELs. Thus, N exts](;; Qo is the

set of conservative states of prefixes of DEL; Q DELs, and f; @ fs is its minimal conservative
strategy. ]
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Proof. We only need to show that f; @ fo is equal to Definition 2.42.

e (D) Let g be a state such that 3¢ € DEL1 @ DELy,3p € II such that Vr < g.round :
q(r) = ¢(r,p). By definition of ¢, 3¢; € DELy,3co € DELy : ¢; @ co = ¢. We take q;
such that ¢;.round = q.round and Vr > 0 :

( q(r) =ci(r,p) if r <ground

. . We also take g3 such that ga.round = q.round and
q(r) =q(r) otherwise

Vrs 0 < q@2(r) = ca(r,p) ifr < q.round )

q2(r) = q(r) otherwise
First, fi and fy are valid for their respective predicate by Lemma 2.41 and Defini-
tion 2.42. Then by validity of f; and fo and by application of Lemma 2.41, we get
q € f1 and g9 € fo. We also see that ¢ = ¢1 @ ¢2. Indeed, for » < g.round, we
have ¢(r) = ¢(r,p) = ci1(r,p) Nca(r,p) = qi(r) N g2(r); and for r > g.round, we have
q(r) = q(r) N q(r) = qi(r) N ga(r).
Therefore ¢ € DEL; Q DELs.

e (©) Let g € f1i® f2. By Definition 2.14 of operations on strategies, and specifically
combination, d¢; € f1,3dq2 € fo such that gi.round = go.round = g.round and ¢ =

71 qo.

Since fi and fo are minimal conservative strategies of their respective DELs, by Def-
inition 2.42 3¢y € DEL;,3p; € II such that Vr < g.round : qi(r) = ci(r,p1); and
Jdeg € DELy, 3py € 11 such that Vr < g.round : g2(r) = ca(r, p2).

By Definition 2.46 of prefix symmetry, the fact that DELy is prefix symmetric implies
that 3¢}, € DELy such that Vr < q.round : ¢4(r,p1) = ca(r,p2). Hence, Vr < g.round :

q2(r) = c(r,p1).
By taking ¢ = ¢1 @ ¢z, we get Vr < g.round : q(r) = qi(r) Ng2(r) = c1(r,p1) Nea(r, p1) =
C(Tapl)'

We found ¢ and p showing that ¢ is in the minimal conservative strategy for
DEL; Q DELs.

O]

Theorem 2.48 (Minimal Conservative Strategy for Succession). Let DELy, DELy be two prefix
symmetric delivered predicates, fi and fo the minimal conservative strategies for, respectively,
DELy and DELy. Then f1 ~ fo is the minimal conservative strateqy for DELy ~~ DELs.

Proof idea. Since f; and fy are the minimal conservative strategies of DFEL; and DFELs,
Nexts® f is the set of the conservative states of prefixes of DEL; and N ea:ts?; is the set
of the conservative states of prefixes of DEL,. Also, the states accepted by fi ~ fo are the
succession of the states accepted by fi and the states accepted by fo. And the prefixes of
DEL; ~ DELy are the successions of prefixes of DEL; and prefixes of DELy for the same
process. But thanks to prefix symmetry, we can take a prefix of DELs and any process, and
find a collection such that the process has that prefix.

Therefore the succession of prefixes for the same process are the same as the succession of
prefixes of DELy and DELs. Thus, N eatts?lw 7, 18 the set of conservative states of prefixes of
DEL; ~ DFELs, and is therefore its minimal conservative strategy. O
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Proof. We only need to show that f; ~» fa is equal to Definition 2.42.

e (D) Let ¢ be a state such that 3¢ € DELy ~» DFELs,3p € II such that Vr' < q.round :
q(r") = ¢(r',p). By Definition 2.4 of the operations on predicates, and specifically of
succession, dc¢; € DELy, 3¢y € DELg,3r > 0: ¢ = c1[1,7].co.

— If r = 0, then ¢[1,r] = ¢2[1,r], and thus Vr' < g.round : q(r') = ca(r’, p). First, fo
is valid for DFE Lo by Lemma 2.41 and Definition 2.42. Then the validity of fo and
Lemma 2.41 allow us to conclude that ¢ € f and thus that ¢ € fi ~~ fa.

— If » > 0, we have two cases to consider.

x If g.round < r, then Vi’ < q.round : q(r') = c1(v',p) f1 is also valid for
DFEL; by Lemma 2.41 and Definition 2.42. We conclude by validity of f; and
application of Lemma 2.41 that ¢ € f; and thus that ¢ € f1 ~ fo.

« If g.round > r, then c[1, g.round| = ci[1,r].ca[1, g.round — r].

We take ¢; such that qi.round = r and Vr’ >0 :
( (') =c(r,p) ifr’ < q.round

. We also tak h that go. d =
qi(r') = q(r") otherwise > € also take gz suc at ga.roun

g.round —r and Vr’' >0 : ( a2(r) = 21", p) ifr < gg.round

q2(r") = q(r' — q.round) otherwise
Then by validity of f; and fo for their respective predicates, and by application
of Lemma 2.41, we get q1 € f1 and g2 € fa. We also see that ¢ = g1 ~ ¢o.
Indeed, for ' < gi.round = r, we have q(r') = c(r',p) = c1(',p) = q1(r’); for
r" € [g1.round + 1, q.round], we have q(r') = c(r',p) = ca(r' —r,p) = q2(r' — 1)
and for 7’ > g.round we have q(r') = g2(r’" — g.round).
We conclude that g € fi ~~ fa.

e (©) Let g € f1 ~ f2. By Definition 2.14 of operations for strategies, specifically succes-
sion, there are three possibilities for q.

— If ¢ € f1, then by Definition 2.42 of the minimal conservative strategy and minimal-
ity of f1 for DEL;, we have J¢; € DELy,3p; € I1: Vr < q.round : q(r) = c1(r,p1).
Let co € DELy. We take ¢ = ¢1[1, g.round].ce; we have ¢ € ¢; ~ co by Definition 2.4
of operations for predicates.

Then, Vr < g.round : q(r) = ¢1(r,p1) = ¢(r,p1). We found ¢ and p showing that ¢
is in the minimal conservative strategy for DEL; ~» DELy by Definition 2.42.

— If ¢ € f2, then by Definition 2.42 of the minimal conservative strategy and minimal-
ity of fo for DE L, we have Jcg € DELg,3py € I1: Vr < q.round : q(r) = ca(r, p2).
As DELs C DELy ~» DELs by Definition 2.4, thus co € DEL; ~ DELs.

We found c and p showing that ¢ is in the minimal conservative strategy for DEL; ~~
DELs by Definition 2.42.

— There are q; € f1 and g2 € f2 such that ¢ = ¢; ~ ¢2.

Because f1 and f, are the minimal conservative strategies of their respective DELs,
then by Definition 2.42 3¢y € DEL;,dp; € II such that Vr < q.round : qi(r) =
c1(r,p1); and Jcg € DELy, Ips € 11 such that Vr < g.round : g2(r) = ca(r, p2).

By Definition 2.46 of prefix symmetry, the fact that DELs is prefix symmetric
implies that 3¢y, € DELy : Vr < q.round : cy(r,p1) = co(r,p2). Hence, Vr <
g.round : go(r) = ch(r, p1).
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By taking ¢ = ¢i[1, ¢1.round].cy, we have ¢ € ¢; ~ ¢,. Then Vr < g.round =
q1.round + qo.round :
a(r) =aq(r)
= c1(r,p1) if r < gi.round
= c(r,p1)
q(r) = q(r — qu.round)
= cy(r — q1.round,py) if r € [g1.round + 1, q1.round + g2.round)
= c(r,p1)
We found ¢ and p showing that ¢ is in the minimal conservative strategy for DEL, ~~
DELs by Definition 2.42.

O

Theorem 2.49 (Minimal Conservative Strategy for Repetition). Let DEL be a prefiz sym-
metric delivered predicate, and f be its minimal conservative strateqy. Then f“ is the minimal
conservative strategy for DELY.

Proof. We only have to show that f“ is equal to Definition 2.42.

o (D) Let ¢ be a state such that 3¢ € DELY,3p € II such that Vr < g.round : q(r) =
c(r,p). By Definition 2.4 of operations for predicates, and specifically of repetition,
3(¢;)i en+, 3(1i)ien+ such that ry = 0and Vi € N* : (¢; € DELAr; < rigaAelri+1,ri01] =
cill,riv1 —ril).

Let k be the biggest integer such that r; < g.round. We consider two cases.

— If r, = gq.round, then c[l,r] = c1[1,re — r1].co[l,r3 — ra]...cx—1[1, rp — rK—1]. We
take for ¢ € [1,k — 1] : ¢; the state such that ¢;.round = r;y; —r; and Vr > 0 :
( qi(r) = ci(r, p) if r < g;.round )

qgi(r)=q(r+ > ¢.round) otherwise
jel,i—1]

First, f is valid for DEL by Lemma 2.41 and Definition 2.42. Then by validity of
f and by application of Lemma 2.41, for ¢ € [1,k — 1] we have ¢; € f. We see that
Vr>0:q(r)=(q1 ~ ... ~ qx—1)(r). Indeed, Vr € [r; + 1,741] : q(r) = c(r,p) =

ci(r —ri,p) = q;i(r —r;); and for r > q.round : q(r) = qu_1(r — > g;.round).
jellh—1]

We conclude that ¢ € f¢

— If g.round > ry, we can apply the same reasoning as in the previous case, the only
difference being c[1,r] = c1[1, 72 — r1].c2[1, 73 — 2]...cp—1[1, 7% — TR—1].Ck[L, 7 — ).

e (©) Let ¢ € f¥. By Definition 2.14 of operations for strategies, and specifically of
repetition, 3q17qQa — ks € f 4 =41~ q2~ ...~ (k-
By Definition 2.42 of the minimal conservative strategy and by minimality of f for
DEL, 3ci,ca,y...;c,, € DEL,3p1,pa,...,pr € Il : Vi € [1,k|qg; = (gi.round, {{r,j) | r <
gi.-round A j € ¢;(r,pi)}.
By Definition 2.46 of prefix symmetry, the fact that DEL is prefix symmetric implies
that Vi € [2,k|,3¢, € DEL,Vr < g;.round : &(r,p1) = ¢i(r,pi).
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We take ¢ = ¢1[1, g1.round].ch[1, ga.round]...c),_[1, gx—1.round].cj,, thus ¢ € ¢; ~» ¢4 ~»
.~ ¢. ThenVr < g.round = > ¢,.round,ifr € [ > g¢.round+1, Y ¢;.round,

1€[1,k] i€[1,i—1] 1€[1,i]
a(r) =a(r— > g.round)
i€[1,i—1]
we have =ci(r— Y g¢.round,pr)
i€[1,i—1]

- 0(7’7]71)
We found ¢ and p showing that ¢ is in the minimal conservative strategy for DEL* by
Definition 2.42.

O

2.5.3 Computing Heard-Of predicates of conservative strategies

The analogy with oblivious strategies breaks here: the heard-of predicate of conservative
strategies is hard to compute, as it depends in intricate ways on the delivered predicate itself.

Yet it is still possible to compute interesting information on this HO: upper bounds. These
are overapproximations of the actual HO, but they can serve for formal verification of LTL
properties. Indeed, the executions of an algorithm for the actual HO are contained in the
executions of the algorithm for any overapproximation of the HO, and LTL properties must
be true for all executions of the algorithm. So proving the property on an overapproximation
also proves it on the actual HO.

Theorem 2.50 (Upper Bounds on HO of Minimal Conservative Strategies). Let
DEL, DEL,, DELy be delivered predicates containing cCotql-

Let feoms, fyoms, fso be their respective minimal conservative strategies,

and fobliv | fobliv  £bliv pe their respective minimal oblivious strategies. Then:

o HOpeonspgons (DELL U DELy) C H OPmd(Nextsfszw U N&Ttsfé)bliu).
e HOjeons.., geons (DELy ~> DELg) C HOProd(Nextsffbm U Nextsfgbzm).

. HOffons®f2cons(DEL1 ® DELy) C HOProd({ny N ngy | n3 € Neatsoriv A ny €
Neil:tszobliv }) .

[ HO(fcons)w (DELLU) g HOPrOd(NextSfobliv ) .

Proof. An oblivious strategy is a conservative strategy. Therefore, the minimal conservative
strategy always dominates the minimal oblivious strategy. Hence, we get an upper bound on
the heard-of predicate of the minimal conservative strategies by applying Theorem 2.36. [

2.5.4 When Conservative is Enough

Some examples above, like DELfgih (see Table 2.1), are not dominated by oblivious strategies.

But they are dominated by conservative strategies. This follows from a condition on delivered
predicates and its invariances by the operations, similar to the case of oblivious strategies.
Let’s start by showing that the condition implies the domination by a conservative strategy.

Definition 2.51 (Common Prefix Property). Let DEL be a Delivered Predicate. DEL satisfies
the common prefix property = Vc € DEL,Vp € II,Vr > 0,3¢ € DEL,Vq € ILLVr' < r:
d(r',q) = c(r’, p).
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The common prefix property, as its name suggests, works just like the common round
property but for a prefix. It ensures that for every prefix of a collection in the predicate, there
exists a collection where every process shares this prefix.

Theorem 2.52 (Sufficient Condition of Conservative Domination). Let DEL be a delivered
predicate satisfying the common prefix property Then, there is a conservative strateqy which
dominates DEL.

Proof. The proof is exactly the same as for the oblivious case, except that the common prefix
property gives us a delivered collection where every one has the same exact prefix as the
blocked process in the canonical execution ]

Theorem 2.53 (Domination by Conservative for Operations). Let DEL, DELy, DELy be de-
livered predicates with the common prefix property. Then DEL, U DELy, DEL; Q DEL-,
DELy ~ DELs, DEL” satisfy the common prefix property.

Proof. e Let ¢ € DEL1 U DELy. Thus ¢ € DEL; or ¢ € DELy by Definition 2.4. We fix
¢ € DEL; (the other case is symmetric). Then for p € Il and r > 0, we get a ¢ € DEL;.
satisfying the condition of Definition 2.51. And since DEL; C DEL; U DELs, we get
¢ € DEL, U DELs.

We conclude that the common prefix property still holds for DELy U DELs by Defini-
tion 2.51.

e Let ¢ € DEL; Q DELs. Then dcy € DELy,dcs € DELy : ¢ = ¢1@co. For p € 11
and r > 0, our hypothesis on DEL; and DELy ensures that there are ¢; € DFL;
satisfying the condition of Definition 2.51 for ¢; and ¢, € DELy satisfying the condition
of Definition 2.51 for ¢s.

We argue that ¢ = ¢} @) satisfies the condition of Definition 2.51 for ¢. Indeed,
Vit <rVgell:c(r',q) = (', ) @41, q) = er(r,p) @ ea(r’, p) = c(r', p).
We conclude that the condition of Definition 2.51 still holds for DEL, Q) DELs.

e Let ¢c € DELy ~» DELs. Since if ¢ € DELy, the condition trivially holds by hypoth-
esis, we study the case where succession actually happens. Hence, dc; € DELy,dcy €
DELy, 3rchange > 0 : ¢ = c1[1, Tehange)-c2. For p € Il and r > 0, our hypothesis on DEL;
and DFELs ensures that there are ¢, € DFEL; satisfying the condition for ¢; at r and
ch € DELy satisfying the condition for ¢y at r — Tchange-

We argue that ¢ = ¢|[1, Tchange)-¢5 satisfies the condition for ¢. Indeed, Vr’ < r,Vq € II,
we have: if 77 < repange + ¢(r',q) = (1, q) = a1(r',p) = (v, p); and if ' > Tepange :
Cl(rlu Q) = 6/2(7‘/ — Tchange> Q) = 02(7J - Tchcmge’p) = C(Tlap)'

We conclude that the condition still holds for DEL; ~ DELs.

o Let c € DEL”. Let (¢;) and (r;) be the collections and indices defining c¢. Let p € II and
r > 0. Then let i the integer such that r € [r; + 1,7,41] By hypothesis on DEL, Vi’ <i
there are ¢}, € DEL satisfying the condition of Definition 2.51 for ¢; and r — ry.

We argue that ¢ = [] ¢[1,ri41 — ri] satisfies the condition of Definition 2.51 for c.
i>0
Indeed, Vr' < r,Vq € II, we have: Vi/ > 0 : 7' € [ry + 1L,rp1] = d(r',q) =

C;’(TJ — Ty, Q) = Ci’(’r/ - Ti’vp) = C(Tlap)'
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We conclude that condition of Definition 2.51 still holds for DEL*.
O

Therefore, as long as the initial building blocks satisfy the common prefix property, so
does the result of the operations. Thus the latter is dominated by its minimal conservative
strategy — a strategy that can be computed easily from the previous results in this section.

2.6 The future is now

In the above, the dominating strategy was at most conservative: only the past and present
rounds were useful for generating heard-of collections. Nevertheless, messages from future
rounds serve in some cases.

Let’s go back to DELll"SS, the delivered predicate for at most one message loss presented
in Section 2.2.1. The minimal oblivious strategy for this predicate is f,—1. The minimal
conservative strategy is a similar one, except that when it received a message from p at round
r, it waits for all messages from p at previous rounds. But this does not change which messages
the strategy waits for in the current round: n — 1 messages, because one can always deliver
all the messages from the past, and then the loss might be a message from the current round.

If on the other hand the strategy considers messages from the next round, it can ensure
that at each round, at most one message among all processes is not delivered on time. The
strategy presented here waits for either all messages from the current round, or for all but one
messages from the current round and all but one message from the next round.

Definition 2.54 (Asymmetric Strategy). Let after: Q — P(II) such that Vq € Q : after(q) =
{k eIl | (g.round + 1, k) € g.mes}.

. |oblin(q)| = |1
Then fosym = {q €Q vV (lafter(q)| = || — 1 A |obliv(q)| = |TT| — 1} }

Intuitively, this strategy is valid for DEL{*** because at each round and for each process,
only two cases exist:

e Either no message for this process at this round is lost, and it receives a message from
every process;

e Or one message for this process is lost at this round, and it only receives n — 1 mes-
sages. But all the other processes receive n messages (because none can be lost), thus
change round and send their message from the next round. Since the one loss already
happened, all these messages are delivered, and the original process eventually receives
n — 1 messages from the next round.

Lemma 2.55 (Validity of faosym). fasym s valid for DELlf’SS.

Proof. We proceed by contradiction: Assume f,yn, is invalid for DELll"SS. Thus, there exists
t € execsy,,, .. (DELY**) invalid. Hence there is a smallest round r where some process j has
infinitely often a state not in fusym. Let also ¢ be a delivered collection of DELlfSS such that
t € execs(c).

Minimality of r entails that every process reaches round r and thus sends its messages to
j,and c € DELlloss entails that at most one of these messages can be lost. Thus j eventually
receives n — 1 messages from round r.
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By hypothesis it doesn’t receive all n messages, or it could change round. Thus j receives
exactly n — 1 messages from round r, which means that the only loss allowed by DELY®®
happens at round r.

But for j to block, it must never receives n— 1 messages from round r+1. Yet the only loss
is a message to j; thus every other process receives n messages at round r, changes round, and
sends its message to j without loss. Hence j eventually receives n — 1 messages from round
r+ 1.

This contradicts the fact that j cannot change round at this point in ¢. O

This strategy also ensures that at most one process per round receives only n — 1 messages
on time — the others must receive all the messages. This vindicates the value of messages from
future rounds for some delivered predicates, such as the ones with asymmetry in them.

Theorem 2.56 (Heard-Of Characterization of fysym ).
HO; (DEL!ss) = HOountrounds
asym .

Proof. First, we show C. Let ho € HO fawn(DJE’LlloSS ) and t € execs fasym(DELlloss ) an execu-
tion of fusym generating ho. By definition of the executions of fusym, processes change round
only when they received either n messages from the current round, or n — 1 messages from the
current round (and n — 1 messages from the next one, but that is irrelevant to the heard-of
predicate). Moreover, ¢ is valid by definition, as it generates ho.

Let’s now assume that at least one process j receives only n — 1 messages on time for some
round 7 in ho. By definition of fusym and validity of ¢, we deduce that j also received n — 1
messages from round r + 1 while it was at round r. Hence every other process ended its own
round 7 before j; the only possibility is that they received n messages from round r, because
the alternatives require the reception of the message from j at round r + 1

We conclude that for each round, at most one process receive only n — 1 messages on time,
which can be rewritten as Vr € N*: 3~ |[II\ ho(r,j)| < 1.

jeln

Then, we show D. Let ho a heard-of collection over II such that Vr € N* : 3~ |[II\ho(r, j)| >
€l
1. The difficulty here is that the canonical execution of ho fails to be an e}iecution of fasym:
when only n — 1 messages from the current round are delivered to some process j, then the
corresponding next; for this round will not be allowed by fsym-

One way to deal with this issue is to start from the canonical execution of ho and move
these incriminating next; after the deliveries of n—1 messages from the next round, and before
the deliveries of messages from j in the next round.

In this way, every next; will happen when either n messages have been received from the
current round, or n — 1 messages from the current round and n — 1 from the next one. We
conclude that ho € HO fasym(DELlloss ). O

Does fqsym dominate DELY*? Tt would seem so, but proving it is harder than for f, r
and DEL?}"“Sh. The reason is that the common round property of the latter allows the creation
of deadlocks where every process is blocked in the same local state, which forces any valid
strategy to accept this state. Whereas the whole reason the future serves in DELlloss is
because the latter doesn’t have this property, and thus the local state of a process constrains
the possible local states of other process.

That being said, the conjecture seems reasonable.
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Conjecture 2.57 (Domination of fusym on DELY®). fusym is a dominating strategy for
DELss,

This example demonstrates two important points about strategies using the future: they
are necessary for finding dominating strategies of some delivered predicates, and their study
is not amenable to the same techniques as conservative and oblivious strategies.

2.7 Perspectives

2.7.1 Summary

In this chapter, I proposed a formalization of the heard-of predicate to use when studying
a given operational model through the Heard-Of model. This formalization comes with the
following methodology:

o Extract a delivered predicate from the informal model, either through direct analysis or
by building the predicate from simpler building blocks through operations.

o Compute a dominating strategy for this delivered predicate, either by direct analysis or
by combining dominating strategies for the simpler building blocks.

e Compute the heard-of predicate generated by this strategy on this delivered predicate.

This result captures the most constrained predicate which can be implemented on top of
the initial model. Thus if a round-based algorithm is proved correct on this predicate, its
correctness follows on the original model; and if no algorithm exists for a given problem on
this predicate, this entails that no round-based algorithm solves the problem on the original
model.

2.7.2 History of the research

The formalization in this chapter was first couched in terms of games. Processes aimed at
never blocking forever, while the adversarial environment tried to ensure such a deadlock.
Strategies, validity and domination were defined through games too, yet they worked in a
very similar way to the current version.

The issue with this approach was its complexity, as shown by a cursory look at the first
version of the paper [54] available in arXiv. Using games required an inordinate amount of
administrative formal manipulations, for proving simple and intuitive results.

The idea of using delivered predicates instead followed from the negative but useful reviews
given at DISC 2018, as well as from conversations with other researchers. This solution
removed most of the complexity, while keeping intact the core of the intuition.

Except this false start, the other big difficulty in this research was the constraining of
strategies and predicates to prove interesting results. At first we aimed at showing the existence
of a dominating strategy among all strategies for all predicates, but we were brought back to
reality by the issues of dealing with future messages. This resulted in constraints that focus
on messages from past and present, and conditions on predicates which make these messages
the only ones that matter.
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2.7.3 Perspective

The obvious follow-up to this research is to tackle strategies which look into the future, and
predicates like DEL{** that are useful for such strategies. Doing so will require completely
new proof techniques, as the one presented here implicitly rely on the ability to make only the
messages in the past and present rounds matter.

A more straightforward extension of this work would be the study of more delivered predi-
cates, both for having more building blocks to use with operations, and to derive more heard-of
predicates.
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3.1 Introduction

3.1.1 Motivation

The most successful approach to abstract away distributed communication models is probably
the introduction of failure detectors by Chandra and Toueg [16]. These are oracles giving
information at each process on which other processes crashed. A notion of weakest failure
detector for a problem naturally arises, one which captures the information necessary to solve
a given problem in an asynchronous setting. Over the years, weakest failure detectors have
been found for consensus [17], registers [56], NBAC [57], and others.

Despite all these achievements, failure detectors show several flaws as abstraction of uncer-
tainty. Among them, the fact that the weakest failure detectors are highly dependent on the
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underlying model: whether there are crashes, how many of them, if processes are anonymous
or not... Hence, we must study different failure detectors for different models, which brings
us back to square one: the existence of too many models. Another issue with failure detec-
tors stems from the formalism itself: depending on subtleties, there is either a weakest failure
detector for each problem [58], or there isn’t [59]. This comes from having a model with an
asynchronous component (the actual algorithm) and a time-dependent component (the failure
detector). As explored by Charron-Bost et al. [60], this sorely limits failure detectors. In
essence, implementing an algorithm that uses some failure detector "loses" the time informa-
tion. Hence the usual comparison relation between failure detector cannot have fundamental
mathematical properties, such as reflexivity, and taking the easy way out through the reflexive
closure still has problems. Namely, that the reflexive closure doesn’t ensure that a failure de-
tector is smaller by this order than another failure detector which allows strictly more histories
for each failure pattern. Losing timing information also limits the weakest failure detector for
reflexive and meaninful comparison relations to be time-insensitive (or stuttering).

All in all, these problems justify the search for another approach to distributed uncertainty.
Obviously, we go with the one used in this thesis: the Heard-Of model.

Now, the natural question for any user of failure detectors is the following: is anything
lost when going from failure detectors to the Heard-Of model? A lack of answer is partly to
blame for the lack of acceptance of the latter. It would seem that the Heard-Of model requires
more at first glance: all processes might decide (because there are no failures), rounds are
communication-closed and thus late messages are never used. It is not ridiculous to assume
that such constraints will reduce the ability to solve distributed problems.

This chapter delves into this question, and proves the equivalence of the Chandra-Toueg
hierarchy of failure detectors with specific heard-of predicates. That is, I prove that any
problem solvable in one is also solvable in the other. Along the way, I also explore various
notions of solvability in the Heard-Of model, and their consequences for the equivalence.

3.1.2 Overview

The contributions are the following;:

e The definition of heard-of predicates equivalent to Chandra-Toueg failure detectors.
Among these, the predicate for the perfect failure detector was never used before.

e The proof of equivalence between these predicates and Chandra-Toueg failure detectors.

e The extension of equivalences above when all processes must decide in the Heard-Of
model, with sufficient conditions.

3.1.3 Related Work

There is already a line of research studying the link between asynchronous models augmented
by failure detectors, and round-based models with communication constraints. It started with
Afek and Gafni [32], who related asynchronous shared-memory and synchronous message-
passing with adversaries; and was followed by Raynal and Stainer [33], who studied simula-
tions between asynchronous message-passing models with failure detectors and synchronous
message-passing with adversaries.
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However, the model studied here is not synchronous — it is the Heard-Of model, which only
speaks about rounds, not how they are implemented. The thing is, fundamentally, neither
of the papers above talks about synchrony: their round-based model is synchronous, but
synchrony serves only for implementing rounds. Hence, it is not a necessity, just the natural
way for distributed computing researchers to think about rounds. Therefore, the results of Afek
and Gafni [32] and of Raynal and Stainer [33] both still work when replacing their synchronous
model by the Heard-Of model, and conversely our results translate to their synchronous model
too. Going with the Heard-Of model instead of the synchronous adversary one boils down to
Occam’s razor: it has less hypotheses for the same result.

Two other studies of the connection between rounds and failure detectors are the algorithm
transformations of Biely et al. [61] and the comparison of the perfect failure detector with a
synchronous model by Charron-Bost et al. [62].

Biely et al. [61] compare failure detectors with a partially synchronous model, but also a
predecessor of the Heard-Of model. The results they derive are about the (S failure detector,
and the predicate with an eventual source. Our derivation of the heard-of predicate for {S is
similar; but the less trivial failure detectors to find equivalent predicates for are P and OP,
which this paper only treats through partial synchrony, not round-based properties.

On the other hand, Charron-Bost et al. [62] focus less on the power of rounds than on
the power of synchrony. Their article indeed studies whether asynchrony augmented with a
perfect failure detector is equivalent in terms of solvability to synchrony. They answer in the
negative, by giving a problem which can only be solved if one process can know whether some
message was sent or not. This is always possible with synchrony, thanks to the communication
upper bound, but is sometimes impossible in asynchronous systems, even with the full power
of P.

Unexpectedly, this results applies to the Heard-Of model by putting it in the place of
the asynchronous system, not the synchronous one. This is because the difference in power
between synchronous and asynchronous models lies in being able to know if some message
will ever be delivered. A synchronous model can, while an asynchronous model with failure
detectors or the Heard-Of model can’t. Hence a purely synchronous model is more powerful
than the Heard-Of model.

That being said, the problem used in the paper is quite tailored to showing this separation,
and has no known practical application. It’s thus reasonable to conjecture that for all practical
problems of distributed computation, synchrony is equivalent to the right properties on rounds.

3.2 Models and Previous Results

3.2.1 Models

This work investigates the links between two general models of distributed computing: the
asynchronous model augmented with failure detectors, and the Heard-Of model. While the
latter was already defined in Chapter 1, the former still needs to be formalized.

This starts with the definition of failures and failure detectors. These come straight from
Chandra and Toueg [16], because their failure detectors are the ones studied here. For the
rest of the chapter, the set II of processes is fixed.

A failure detector is a collection of local modules, one at each node, that give a list
of suspected process. The intuition is then that a failure pattern gives the set of crashed
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Figure 3.1: Failure Detectors Defined in [16]

processes at time ¢ (represented by a natural number) of the execution; and a failure detector
takes a failure pattern and returns the set of history for the modules, that is of functions from
a process p and a time ¢ to the set of processes suspected by p at t.

Hence, a failure detector constrains the possible behaviors of its modules at each process
depending on the failure pattern. Of course, the failure pattern is unknown to the algorithm;
the only information about it is captured by the output of the failure detectors, that is by the
histories.

Definition 3.1 (Failure pattern). A failure pattern F' = a map N — P(II). For F a failure
pattern, crashed(F) = |J F(t) and correct(F) £ 11\ crashed(F).

teN
Definition 3.2 (Failure detector). Let F'D : (N — P(II)) — P((N x II) — P(II)). Then FD
is a failure detector.

Table 3.1 provides a list of the failure detectors from Chandra and Toueg [16]; they will
be defined in the chapter when needed.

Another fundamental property of distributed computing models is atomicity: which se-
quences of events are considered to happen in a single step. Atomicity plays a big role in
limiting the uncertainty of distributed computations, by removing non-determinism and in-
terleaving. Our two models differ in what atomicity they assume.

To define atomicity, we need to start with computations and executions. A computation is
a partial order of events for each process, capturing the causal order between these events. An
execution of a computation is a linearization of the execution, a total order that is coherent
with the partial order. The following definition is standard, except for not putting receptions
at a process p in the total order of events at p. The reason here is that in one of the models, we
want to be able to reorder receptions, which is possible because we track when the receptions
are used in the computation steps and thus in the following events.

Definition 3.3 (Distributed Computation and Execution). Let Fvents be a set of events
annotated by processes in II. The possible events are:

e emissions of a single message

e broadcast, emissions of one message for each process.
e receptions of a single message

e receptions of multiple messages

e computation steps annotated by a set of messages.
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Then a partial order ¢ = (E, <.) on a subset E of Events is a distributed computation
A . . .
= It satisfies the following constraints.

e For each process p € II, if m is a message and the computation step comp, has m
in its annotation, then there’s either a reception of m at p or a reception of multiple
messages (including m) at p in c¢. If we call this reception event receive,(m), then
receive,(m) <. compp.

o For each process p € II, the set of emissions (single emissions or broadcasts) and com-
putation steps forms a chain (a totally ordered subset).

o For each message m, if the reception of m at some ¢ (either single reception or multiple
reception) is in ¢, then the emission of m at some p (either single emission or broadcast)
isin c.

o For each message m, if emissiony(m) is the emission event of m at the sender p
and receiveg(m) is the reception event of m at the receiver ¢, then emission,(m) <.
receiveq(m)

e If there is a crash event for p, then this event is a maximal element for the set of events
for p.

An execution t of ¢ £ a linearization of ¢, where the time of each event is its position +
1in ¢.

Definition 3.4 (Atomicity). Let ¢ be a distributed computation, and let A be a subset of
events in ¢. Then ¢ is atomic for A £ 3t an execution of ¢ such that all events in A happen
one after the other, with no other event in between.

The asynchronous model studied is the wait-free model (asynchronous model with reliable
communication, and at most |II| — 1 crashes) augmented with a failure detector. The events
on distributed computation for this model are reception, emission, and computation step; the
latter are annotated with the messages used in it, to deal with atomicity in the simulations,
and the output of the failure detector module. This model ensures atomicity at each process
for every set of receptions, the next computation step and the next emissions of messages.

Definition 3.5 (Asynchronous Message-Passing model augmented with FD). Let FD be a
failure detector. AM P[FD] is the asynchronous model with reliable communication, at most
n — 1 crashes, augmented with FD.

A distributed computation in AM P[FD] is a distributed computation (Def 3.3) containing
only single emissions, single receptions, crashes and computation steps annotated with a set
of messages and failure detector output. It satisfies the additional conditions:

e At most n — 1 crashes per computation.
o Every message sent to a non-crashed process is eventually received in the computation.
e Every process without a crash event has an infinite number of computation steps.

e There is a linearization of the computation, such that the outputs of failure detectors
are in a history of F'D for the failure pattern defined by the crashes.
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The executions of such a distributed computations are only those such that the outputs of
failure detectors are in a history of D for the failure pattern defined by the crashes.

The succession (at a single process) of (possibly no, or several) receptions used by the next
computation step; the next computation step; the next (possibly no or several) emissions is
atomic in AM P[FD].

(End of Definition)

To harmonize the notations, let’s introduce an equivalent definition for the Heard-Of model.
Here the events are broadcasts, receptions of multiple messages (every message of the current
round according to the heard-of predicate), and computation steps for the change of rounds
(and update of state). As for atomicity, it ensures that every succession at a process of a
broadcast at round 7, a reception at round r and a computation step at round r is atomic.

Definition 3.6 (Heard-Of model with predicate HO). Let HO be a heard-of predicate.
HO[HO)] is the Heard-Of model with communication predicate HO.

A distributed computation in HO[HO] is a distributed computation (Def 3.3) containing
only broadcasts tagged by the round, receptions of multiple messages tagged by the round,
and computation steps tagged by the round and a set of messages. It satisfies the additional
conditions:

o For each process, the set of local events forms an infinite chain (a totally ordered subset)
built by a repetition of a broadcast, a reception and a communication step, forever.

e The sequence of all the receptions corresponds to a heard-of collection of HO.

For every computation ¢ of HO[HO)], ¢ is atomic for the succession (at a single process) of
the broadcast for a round; the reception for a round; and the computation step for the round.
(End of Definition)

3.3 Simulations

The equivalence between the two models is proved using simulations from one to the other.
A simulation from model M; to model M takes an algorithm on M; and makes it run on
model My, with an execution of the simulation on My being coherent with an execution of
the original algorithm on Mj. This implies that the fundamental properties of the model are
maintained: atomicity and the failure detector/heard-of predicate properties.

The first step to defining simulations is through the notion of "solving a problem".

3.3.1 Specifications

Computability underlies the following equivalences. Thus the first step is to formalize the
notion of a problem (called a specification), and what it means to solve such a problem.
Because AM P[FD] contains crashes, not every process has to decide in solving a speci-
fication. The processes that don’t have to decide are the faulty processes, which correspond
with the crashed processes in AM P[FD] (There are subtleties for HO[HO]). The intuition
about specifications is that they’re defined for when no process crashes, and then the possible
vector of outputs when crashes do happen just replace the output of crashed processes by L.
Taking a full output vector (or function from II to the output values) and replacing some
values by L gives an output vector called a faulty extension of the initial output vector.
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Definition 3.7 (Faulty extension). Let out : II — Vg, be a function from processes to
outputs, and let F' C II be a set of faulty processes. The faulty extension of out to F is:
Vp e IT\ F : faultyp(out)(p) = out(p)
aultyp(out) : I — (Vo U{L}) £

Jaultyr(out) (Vous U{.L}) { N Vp € F: faultyp(out)(p) = L

Then a specification is defined by the possible complete output vectors for a given input
vector, and extended such that if all processes in F' are faulty, then the possible output vectors
for a given input vector are all faulty extensions of possible complete output vectors for the
subsets of F.

Definition 3.8 (Specification). Let Vj,, and V,,; be two sets of values.
spec: (T — Vi) x P(IT)) — P(IT — (Vour U {L})) is a specification =

- . spec(in, 0) C P(II — Vo)
Vin : 1= Vi : { N VF CII,spec(in, F) = { faultyp (f) | f € spec(in,0) N F' C F}

Now, specifications are solved by algorithms. What does an algorithm on AM P[FD] looks
like? The atomicity of the model guides us: each atomic step of such an algorithm includes
receptions (possibly of no messages or of several messages); a computation step; then the
emissions of multiple messages. Thus an algorithm on AM P[FD] gives the computation step
after reception and the set of messages to send.

Definition 3.9 (Algorithm on AM P[FD]). Let FD be a failure detector, let QQ be the set of
local states with a write-once decision variable initalized at L, and let Még%tent be the set of
possible message contents. Then A, : P(II) x P(IL x II x Miﬁtem) xQ — QxP(IIx Méﬁtmt)
is a local algorithm on AM P[FD]. A local algorithm A, comes with an init function init“'»
that takes an input value and gives the initial state of A, for this input value. An algorithm
on AMP[FD] is a family of local algorithms on AM P[FD] indexed by II, with the same

f,ﬁtam for each local algorithm.

The first parameter of A is the output of the local failure detector module; the second
is the set of received messages from the start (where a message is a triplet (sender, receiver,
content)); and the last is the current state. Then A returns the next state and the messages
it sends next (where the sender is left implicit, since it’s the process running the algorithm).

Note that we could define the second parameter as the set of received messages since the
last step, but this information is never used in the actual algorithms. Using instead all the
messages received from the start also simplifies the proofs.

Algorithm 1 show the pseudo-code corresponding to the execution of such an algorithm in
AMP[FD]. It explicitly uses the failure detector output despite no access to time, because
the algorithm looks up the failure detector during the computation step, but is asynchronous
and so has no way to track time accurately.

Definition 3.10 (Distributed Computation of Algorithm on AM P[FD]). Let FD be a failure
detector and let A be an algorithm on AM P[FD] (with A, the local algorithm at process p).
Then a distributed computation of A on AM P[FD] £ a distributed computation of AM P[FD)]
such that:

o Each computation step at p is annotated by a state: the state resulting from the applica-
tion of A, to the local state annotating the previous local computation step (or an intial
state for some input value, if it’s the first computation step of p), the set of received
messages and the failure detector output annotating the computation step.
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/* On reception of one or several messages x/

Apply A, to fd (the output of failure detector), the received messages and the
current state to get the next state and messages to send;

Send messages from last application of Ap;

Algorithm 1: Pseudo-code for an execution of local algorithm A, for process p on
AM P[FD]

e The messages annotating each computation step at p are the messages used in the
computation given by applying A, to: the local state, the set of received messages and
the failure detector output.

« The emissions after a computation step at p are given by the application of A, to the
state of the process at the computation step, the received messages at this point and the
failure detector output annotating the computation step.

(End of Definition)

Now, specifications constrain the output of such algorithms. Although the intuition of the
output of an algorithm is simple, it becomes slightly more difficult for distributed systems —
that is, when to stop the algorithm is not trivial. We sidestep this difficulty by defining the
output of an algorithm as the vector of decision that never changes in the rest of the execution.
Since decision is write-once and the number of processes is finite, such a vector always exists
for an execution.

Definition 3.11 (Output of Algorithm on AM P[FD]). Let A be an algorithm on AM P[FD].
Then the output out of a computation ¢ of A on AM P[FD] with initial states ¢} ;, for process p
£ the vector of decision variable indexed by II such that for each p € II, there is a computation
step after which out[p] = decision,, and no following computation step at p ever changes this.

Definition 3.12 (Solving a specification on AM P[FD]). Let spec be a specification, and
A be an algorithm on AMP[FD]. A solves spec on AMP|FD] £ VIn : Il — Vi, Ve a
computation of A on AM P[FD] where the initial state of each p is init4» (In(p)), if out is the
output of ¢, then out € spec({(p, In(p)) | p € 11}, crashed(c)), where crashed(c) is the set of
processes with a crash event in c.

Ordinarily in distributed computing, the only processes that don’t need to decide are the
crashed ones. Since there is no crash in the Heard-Of model, it seems natural to require that
every process decides according to the specification. Yet this is not the definition of solving
used by Raynal and Stainer [33]. Instead, they require the decision only for processes that
form a set where all the members of the set hear each other infinitely often, all the other
processes hear the processes of this set infinitely often, and no process outside of this set is
heard infinitely often by a member of the set.

Intuitively, this set captures the processes that will be able to propagate their values, and
to agree with each other. This is the definition of solving a specification that is used for
the simulations in this section. It is justified, because weakly correct processes capture the
processes that would have crashed in a classical asynchronous model. Then their decision is
not really necessary, even in the Heard-Of model.
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/* For each round r >1 */

Send messages from last application of A, (or initial application for r = 1);

Receive messages from the Heard-Of oracle (from processes in the Heard-Of set);

Apply A, to r, the received messages and the current state to get the next state and
messages to send;

Algorithm 2: Pseudo-code for an execution of local algorithm A, for process p on

HO[HO)

Definition 3.13 (Eventual neighbors and strongly correct processes). Let h be a heard-of col-
lection, and let ¢, j € II. i is eventual neighbor of j, i <> j 2 Vr > 0,3k > 0,3\o, A1, ..., \i €
II: X=itAXg=7AVI € [1,]€] t A1 € h(T+l,)\l)V)\l = N\_1.

i and j are mutual eventual neighbors, i e« j £ <5 j A j <5 4.

Finally, the strongly correct processes of h, SC(h) 2 the subset of II such that
{ Vi,j € SC(h) :i e j

A Vk & SC(h):(3ieSCh):i%kAYjeSCh): kb7

Every process that is not strongly correct is weakly correct.

To give an intuition, consider a source: a process that is heard by everyone at each round.
Then an eventual source is a process that becomes a source after a certain round. Such an
eventual source is strongly correct. This proves important in the proofs, since all predicates
in this chapter ensure an eventual source.

Lemma 3.14 (Eventual source is strongly correct). Let h be a heard-of collection, and s € 11
be a process. Then (Ir > 0,Vr' >r,¥Vpell:s € h(r',p)) = s € SC(h).

Proof. This is equivalent to saying that SC(h) = {p |p € I Ap «~ s}. Let’s take k € IT\ {p |

p EIIAp s s}. We want to prove that s <5 k A k 55 s. The first follows by definition of s,

and the second by the fact that k ¢~ s — which would be the case if both s <5 k and k ~> s.
We conclude that s is a strongly correct process of h. O

Just like the atomicity of AM P[FD] directed us towards the definition of an algorithm on
this model, the atomicity of HO[HO] implies the form of its algorithms: a function that takes
the current round number, the set of received messages (for the current round) and the local
state, and which returns the next state and the set of messages it sends next.

Definition 3.15 (Algorithm on HO[HO]). Let HO be a failure detector, let @ be the set of
local states with a write-once decision variable initalized at L, and let Mi’;tem be the set of
possible message contents used by A,. Then A, : NxP(II xIIx Miﬂtant) xQ — (Qx Miﬂtant)
is a local algorithm on HO[HO)]. A local algorithm A, comes with an init function init“»
that takes an input value and gives the initial state of A, for this input value. An algorithm
on HO[HO] is a family of local algorithms on HO[HO)] indexed by II, with the same M

content
for each local algorithm.

Note that the round is in N instead of N* to deal with the initial step of sending messages
for round 1.

Algorithm 2 shows the pseudo-code corresponding to the execution of such an algorithm
in the Heard-Of model.
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Definition 3.16 (Distributed Computation of Algorithm on HO[HO]). Let HO be a failure
detector and let A be an algorithm on HO[HO] (with A, the local algorithm at process p).
Then a distributed computation of A on HO[HO] £ a distributed computation of HO[HO)]
such that:

e The messages annotating the computation step of p at round r are those received in the
reception of p at round r.

o Each computation step at p is annotated by a state: the state resulting from the appli-
cation of A, to the local state annotating the previous local computation step (or some
initial state for a choice of input if its the first), the set of received messages and the
round number annotating the state.

« The broadcast after a computation step at p is given by the application of A, to the
state of the process at the computation step, the received messages at this point and the
round annotating the computation step.

(End of Definition)

The output is defined analogously to the AM D[FD] case. And here too, A is an algorithm
for a single process, but every process is assumed to share the same algorithm.

Definition 3.17 (Output of Computation of Algorithm on HO[HO)]). Let A be an algorithm
on HO[HO]. Then the output out of a computation ¢ of A on HO[HO] with initial states
qb ., for process p £ the vector of decision variable indexed by II such that for each p € II,
there is a computation step after which out[p] = decision,,, and no following computation step
at p ever changes this.

Definition 3.18 (Solving a specification on HO[HO)]). Let spec be a specification, and A be
an algorithm on HO[HO)]. A solves spec on HO[HO] £ VIn : 11 — V;,, Ve a computation of
A on HO[HO)] where the initial state of each p is init» (In(p)), if out is the output of ¢, then
out € spec({(p, In(p)) | p € T}, 1T\ SC(ho)),

A common criticism of the Heard-Of model lies in it forcing every process to decide,
even if they would have crashed in the corresponding asynchronous model. Intuitively, this
seems harder to do than only having non-crashed processes deciding. Limiting the decision
to strongly correct processes can be criticized as sidestepping this fundamental issue. This
is dealt with in Section 3.4, which shows that there are ways to ensure that every process
decides.

For the rest of this section, solving a problem in the Heard-Of model is defined as above,
forcing decision only for strongly correct processes.

3.3.2 Focus on Strong Completeness

In the rest of this chapter, all failure detectors considered satisfy strong completeness.

Definition 3.19 (Strong completeness (Chandra-Toueg)). Let F'D be a failure detector.
FD satisfies strong completeness = VF a failure pattern, VH € FD(F),3t € N,Vp €
crashed(F),Vq € correct(F),Yt' >t :p € H(q,t').
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This property ensures that a process can wait for messages from unsuspected processes:
either the message will arrive, or the process will end up suspected. The alternative is weak
completeness, which only requires that for each crashed process, at least one correct process
eventually detects the crash.

Definition 3.20 (Weak completeness (Chandra-Toueg)). Let F'D be a failure detector.
FD satisfies weak completeness = VF a failure pattern, VH € FD(F),3t € N,Vp €
crashed(F),3q € correct(F),Vt' >t :p € H(q,t').

Focusing on strong completeness might seem very limiting. Yet this is hardly the first time
such a focus was acted: Chandra and Toueg themselves [16] focus their paper on them. The
reason being that weak completeness can be used to implement strong completeness: every
process regularly sends its set of suspected processes to all others. And when a process receives
such a set from say process p, the receiver process adds the set to its own set of suspected
processes and removes p from it.

I don’t include this implementation itself in the simulations because it doesn’t work in
the Heard-Of model: only trivial predicates (like waiting for at least one message) can be
implemented in a communication-closed way on top of a weakly complete failure detector.
This is because with weak completeness, the local detector offers no guarantee that a given
correct process p will suspect any crashed process — only that some process will suspect each
one. And because the Heard-Of model ensures communication-closedness, there is no way to
keep exchanging the output of failure detecors until they get strongly complete, as is done
in the usual simulation from weak completeness to strong completeness. Strong completeness
thus needs to be implemented before simulating the Heard-Of model.

3.3.3 From HO[HO] to AM P[FD]

The point of this section is to take an algorithm A on HO[HO] and build from it an algorithm
B on AM P[FD)]. This is done through a simulation of HO[HO] running on AM P[FD]. B is
then the result of plugging A into this simulation.

This simulation is given in algorithm 3: processes simulate rounds by broadcasting a
message, waiting for all the messages of this round from unsuspected processes, and using the
call to A to compute the next state and messages to send. Applying this simulation to the
failure detectors of interest gives rise to heard-of predicates.

Let’s start with the Perfect Failure detector P. In addition to strong completeness (satisfied
by every failure detector in this section), P satisfies strong accuracy.

Definition 3.21 (Strong accuracy (Chandra-Toueg)). Let FD be a failure detector. FD
satisfies strong accuracy = VF a failure pattern, VH € FD(F),Vt € N,Vp,q € I\ F(t) : p ¢
H(q,1).

The heard-of predicate it simulates is defined as follows.

Definition 3.22 (Perfect Heard-Of Predicate). HOPe" /¢t £ {h a HO collection | Vr > 0,Vp €
IL: (h(r,p) # 0) A (V' 27 +2:h(r',p) € () h(r,q))}
q€ell

This predicate says: if p is not heard by every other process at round r, then it will never
be heard by anyone again from round r + 2 onwards. The +2 additive factor in the Perfect
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/* Local state for process i */
(r, sim__state)

/* Intial state of process ¢ in B; from initial state ¢}, for A; */
<07q§nit>

/* Local algorithm B; on AM P[FD] */

B;(fd, received, (r, sim__state)) =
((r + 1, fst(simA)),{(i,7, (r +1,m)) | (i,j,m) € snd(simA)}) if cond fd
{ ({r, sim__state), () otherwise
where

e cond_fd=VpcIl\ fd,Im € Mé?);ztent : (p,i, (r,m)) € received.

o simA = A;i(r,{(p,i,m) | (p,i, (r,m)) € received}, sim__state).

Algorithm 3: Algorithm B on AM P[FD] simulating an algorithm A on HO[HO)]

predicate might be confusing; why 2, and not 1 or 37 What matters here is that perfect failure
detectors force correct processes to be at most one round apart, because they all wait for each
other. Hence, a process p (at round r) detecting the crash of a process ¢ means that ¢ crashes
when it was either at round r—1, r or r4+ 1. The additive factor of 2 deals with the case where
the process p detects at round r the crash of the process ¢ itself at round r+ 1. Because ¢ sent
its messages for round r, and possibly also its messages for round r 4+ 1, there is uncertainty
on which messages p will receive from ¢ until round r + 2.
We can now prove the simulation from AM P[FD] to HO[HO].

Theorem 3.23 (Simulation of HO[HOP"/¢!] on AM P[P]). Let Spec be a specification. If
there is an algorithm A solving Spec on HO[’HOpeTfeCt], then there is an algorithm B solving
Spec on AM P[P].

Proof. Let A be an algorithm solving Spec on HO[HOP"/¢!]. The algorithm B is Algorithm 3,
using A. We prove that B solves Spec on AM P[P].

Let ¢ be a computation of B on AM P[P], with inputs In and faulty processes crashed(c).
The point is to build a computation ¢ of A on HO[HOP"/¢*!] which respects the partial order
of c. It must also be a computation of H O[H(’)perf ¢t] and thus must satisfy the conditions
from Definition 3.6: being a distributed computation according to Definition 3.3, that for
each process the set of events forms a infinite chain, that the messages provided to each
simulated process at each round in ¢ form a collection of HOPe" /¢ and the atomicity of
HO[HOP Tect] | Lastly, ¢ needs to be a computation of A on HO[HOP/¢“!] which means
satisfying the conditions from Definition 3.16.

Then the output of ¢ for B on AMP[P] will be the output of ¢ for A running on
HO[HOPe" /et and thus that B solves Spec by definition of A.

Let’s start by defining ¢/. First, let’s define, for each event of ¢, to what it corresponds in

c: no event, one event or multiple events.

e The receptions of messages used by a computation step at p are transformed into the
reception event for the corresponding round at p, tagged with the round in the message.

e The receptions of messages never used in any computation step at p are not present in

c.
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e The emissions of messages are transformed into the broadcast event for the corresponding
round.

e The computation steps at p where no state change happens are removed.

e The computation steps at p where the state changes correspond to changes of rounds
and thus are sent to the corresponding computation step at p in ¢/. They are tagged
with the set of messages used in the call to A, and by the value of sim__ state after the
call to A.

e The crashes correspond to a set of broadcast, receptions and computation steps for all
rounds greater than the one at which the process crashes. The receptions contain every
message sent by non-crashed processes in ¢ for round 7.

This amounts to replacing crashed process by processes that receive every message from
non-crashed processes on time, but whose messages are never received on time (because
the process is not in the heard-of sets after this round). This ensures the implementation
of the right heard-of predicate, while having no influence on the algorithm because these
silent processes never send another message that is received.

We only defined the set of events of ¢; now let’s define its partial order. The partial order
of ¢ is defined by taking the reflexive closure of the order <. defined by: Veq,es € ¢’ : 1 <u €9
if and only if:

o e1 is broadcast;(m) and ey is receivey (M), where m € M.

o e1 is broadceast)(m) and ey is receive,(M).

r

e e 18 receivep

(M) and eg is compy,.
o e1 is comp), and ey is broadcast;fl(m).

Now if two events e; and ey in ¢ are such that e; <. es in ¢, and these events have the
corresponding events €} and ¢, in ¢/, then €] <~ e5. We can see this through a case-by-case
analysis.

o if e; and es happen at the same process p then there are multiple cases. We don’t deal
with the case where the events are a reception at p and an emission at p, as such events
are either not ordered in c¢ or follow from the transitivity. Same for the case where e is
a computation step at p and ey is a reception at p; or any case where e; is a crash, as
this is impossible by definition of c.

— if eq is the emission of a message at p and e is any computation step at p greater
than ey, then €] is a broadcast at a round smaller than the round of the computation
step €5, and thus €] < €.

— if e; is a computation step at p and es is any emission at p greater than e;, then
e} is a computation step at a round smaller than the round of the broadcast step
eh, and thus €] <. €.

— if e; is the reception at p of a message used in a computation step and es is this
computation step at p, then €} is the reception for the corresponding round and €,
is the computation step for this round. And by the definition of ¢’ above, €| <. €b.
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— if e; is any event at p and ey is the crash of process p, then for every event e/, in
the set of events corresponding to the crash, it is either a broadcast, reception or
computation step of a round greater than the round where €] happens, and thus
e} < €4 by definition of .

e if e; and e happen at different processes, then there is a chain in ¢ from e; to eo. For the
parts of the chain that are at some process, the discussion above shows that the order
is maintained. The only case of events in ¢ ordered at different process with nothing in
between is the case where e is an emission of a message used in some computation step
and eg is the reception of this message. Then €] is the broadcast where this message
is sent and €}, the reception containing this message. And by the definition of ¢ above,
el <o €.

Then, one has to show that ¢’ satisfies the properties of a computation of H O[”HO””f ect)
from Definition 3.6.

+ (Distributed Computation) A distributed computation of HO[HOPe" /] is also a
distributed computation according to Definition 3.3.

— (Reception of message used in computation event) By definition of ¢/, the
message used in a computation event are exactly those used by the correponding
computation event in ¢ (or the messages from all non-crashed processes for crashed
processes). Because c is a distributed computation, these messages were received
in ¢ before the computation event according to <.. And by definition of ¢/, the
reception happens at the reception for the round of the computation event.

— (Local emissions and computation steps form a chain) For each process
p € Il and every round r, broadcast, <. comp, by transitivity, and comp;, <
broadcast;“. Thus the broadcasts and computation steps at p do form a chain.

— (If reception, then emission). Every reception of ¢’ corresponds to either a
reception in ¢ or a crashed event in c. In the first case, the fact that ¢ is a distributed
computation and the definition of ¢’ ensures that the emission happens in ¢ and
also in /. In the second case, by definition of the receptions corresponding to
crashes, the messages received where sent by some non-crashed process, and thus
the emission is in /.

— (Emission smaller than reception) This follows from the definition of <.

o (Local events form an infinite chain) The question here is whether each process has
an infinite number of computation steps, that is of changes of round; the specific form
of the chain (broadcast, receive, computation step) follows from the definition of <. .

For crashed processes, the crash is replaced by an infinite chain of events, which gives
us the property. So we focus on correct processes.

Let p € II'\ crashed(c) be a correct process of c. By definition, p never crashes, and
by the strong completeness of P, the failure detector at p eventually detects all crashes.
Thus, for each round r and each process ¢, if p waits long enough, it will either receive
the message of ¢ for round r, or ¢ will be suspected by the failure detector at p, because
it crashed. Thus p always eventually hear from all non-suspected processes in II. Then
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by Definition 3.5 of a computation of AM P[P], there will be a another computation step
at p. At that point, cond__fd will be true, and thus calling B will increment the round
number and and update the state according to A. Since this happen eventually for each
round, p will have an infinite number of computation steps where it updates its state in
¢, and thus an infinite number of computation steps in .

« (Messages heard at each round form a collection of HOP/¢') We extract a
heard-of collection h from ¢/, since every process has an infinite number of rounds. Based
on how receptions were defined for crashed process, h is built with the actual received
ones for non-crashed processes and the ones defined above for crashed processes. We
now show that h € HOPefeet,

First, because c is an execution of AM P[P], there are at most n — 1 crashes, and thus at
least one process is correct. It can never be suspected by P thanks to strong accuracy,
and thus every non-crashed process waits for its message at each round. Since all the
messages of the correct processes are sent, crashed processes also receive it on time
(following the explanation above). So, Vr > 0,Vp € IL : h(r,p) # 0.

Now we have to show that Vr > 0,Vp e I1: V7' > r+2: h(r',p) C N h(r,q).

q€ell
We do so by contradiction. Assume 3r > 0 and 3’ > r + 2 two rounds, and Jp € 11
a process which has not crashed yet at round 7’ such that h(r’,p) € (O h(r,q). Thus,
q€ell

3k € 11 such that k € h(r',p) ANk ¢ () h(r,q). This also means Ipx € I : k & h(r,pg).
qell

Here, px has not crashed yet at round r since k € h(r’, p) implies that k has not crashed
at round r < 1/, and thus that it has sent its messages to every process. If px had
crashed, then by the discussion above, it would have received the message from & before
going to the next round. Since it is not the case, px has not crashed yet at round r.

Then k ¢ h(r,px) means that px did not wait for the message from k at round r; on
the other hand, p did receive the message from k at round r’ > r. By Definition of B,
this means that the failure detector of px suspected k at round r. Which, by strong
accuracy of P, means that k crashed when px was still at round r.

Now, at which round was k, at most, when this crash happened? Recall that px was
not crashed at round r, that is when &k crashed. Which means that by strong accuracy,
the failure detector at k never suspected px. Then k could not have gone beyond round
r+1 < 7/, because at round 741, k had to wait the message of the non-crashed (and thus
non-suspected) pg, and px was still at round r, and thus had not sent yet its messages
for round r + 1.

Then k never reached round 7’ before crashing, and thus never sent its message to p for
this round. Which contradicts k € h(r’,p), and thus the hypothesis.

So, the messages received during the execution of B on AM P[P] form a collection of
Hoperfect‘

« (Atomicity) By Definition 3.6, the atomicity of ¢ on HO[HOP" ] depends on the

broadcast broadcast,,, reception receivey,

P
round r. So we're looking for a linearization ¢’ of ¢’ such that for every process p and

every round r, there are no other events in ¢’ between broadcasty, and receive,,, or between

and computation step comp,, from the same
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T
P

that no other event e at p exists such that broadcast;, < e < receivey, V receive, <y

receive, and comp,,. Showing that such a linearization exists is equivalent to showing

e < compy,.

We prove that no event satisfies the first inequality — the reasoning is analoguous for the
second inequality.

Let ¢ be any event at p in ¢’ distinct from broadcast), <~ and receivey,. By definition
of ¢, € is tagged with a round number 7.
— If ' < r, then ¢’ < broadcast;, by definition of ¢'.

— If ' > r, then received), < ¢'. by definition of ¢’.

Either way, €' is not between broadcast,, < and receive,. Hence such event doesn’t

exist in .

T
D

Lastly, we have to show that ¢ is a computation of A on HO[HOPefeet],

o (Annotation of computation steps by messages from round) By definition of ¢/,
the messages annotating the computation step of p at round r are the messages received
by p in its reception for round 7.

o (Annotation of computation step by state) By definition of ¢/, each computation
step at p is annotated by the simulated state resulting from the application of A, to the
current round number, the set of received messages, and the previous simulated state.

o (Message to send) By definition of ¢, the broadcast of p at round r sends the message
given by the application of A, to r — 1, the set of received messages at p from round
r — 1 and the simulated state of p before the computation step for round r — 1 at p.

We conclude that B solves Spec. O

Now, there are weakest failure detectors than the perfect one. The classical way to weaken
P is to weaken accuracy.

Definition 3.24 (Weak accuracy (Chandra-Toueg)). Let FD be a failure detector. FD
satisfies weak accuracy 2 VF a failure pattern, VH € FD(F),3p € correct(F),vt € N,Vq €

IT\ F(t),p ¢ H(q,1).
Here is the corresponding heard-of predicate.

Definition 3.25 (Strong Heard-Of Predicate). HO*™*"9 £ {h a HO collection |
( N hirp) #0}

r>0,pell

Theorem 3.26 (Simulation of HO[HO*""9] on AM P[S]). Let Spec be a specification. If 3A
an algorithm solving Spec on HO[HO""], then 3B an algorithm solving Spec on AM P|S].

Proof. The mapping from a computation of B (the Algorithm 3 using A) on AM P[S] to a
computation of A on HO[HO®*""] is defined in the same way as in the proof of Theorem 3.23.

The only parts of this proof that depend on the failure detector is the proof of progress
for correct process (but it depends on strong completeness, which S also ensures), and the
collection of received messages. Here, the reasoning is simpler: by weak accuracy, dp € II such
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that p is a correct process that is never suspected. It always sends its messages at each round,
and because it is never suspected, all the processes wait for it.

Hence, p€ (| h(r,p)), and thus the generated collection is in HO""9. O
r>0,pell

Finally, weaker failure detectors satisfy eventual variations of strong and weak accuracy.

Definition 3.27 (Eventually strong accuracy (Chandra-Toueg)). Let FD be a failure detec-
tor. FD satisfies eventually strong accuracy = VF a failure pattern, VH € FD(F),3t €
N,Vt' > t,Vp,q e II\ F(¢'),p ¢ H(q,t').

Definition 3.28 (Eventually weak accuracy (Chandra-Toueg)). Let FD be a failure detec-
tor. FD satisfies eventually weak accuracy = VF a failure pattern, VH € FD(F),3p €
correct(F)3t e NVt > t,Vq e I\ F(t'),p ¢ H(q,t').

Definition 3.29 (Eventually Perfect Heard-Of Predicate).

HOOPerfeck & a HO collection | 3re, Vr > ro,Vp € IL: (h(r, p) # O)A > r+2: h(r',p) C
N ho(r,q))}

q€ell

Definition 3.30 (Eventually Strong Heard-Of Predicate).

HOOstrong & [ 2 HO collection | Irg >0:( ) h(r,p)) # 0}
r>rq,pell

Theorem 3.31 (Simulation of HO[HOr/¢!] on AM P[O'P]). Let Spec be a specification.
If AA an algorithm solving Spec on HO[HO 1] then 3B an algorithm solving Spec on
AMP[OP].

Proof. This follows from Theorem 3.23, because HOP et hacomes HOPEr /et after some

point. Before, no guarantees are required; after, the same guarantees as for HOP /¢ hold. O

Theorem 3.32 (Simulation of HO[HOY$!""] on AMP[(S]). Let Spec be a specification.
If 3A an algorithm solving Spec on HO[HOY*™, then 3B an algorithm solving Spec on
AMP[)S].

Proof. This follows from Theorem 3.26, because HO*" hecomes HO"°™9 after some point.

Before, no guarantees are required; after, the same guarantees as for HO%"°"9 hold. O

3.3.4 From AMP|FD] to HO[HO]

This simulation (Algorithm 4) is more involved: each process i sends control messages with
the message its simulated process attempts to send. If all the processes that ¢ hears from know
of these messages, then ¢ runs a simulation step.

Remark 3.33 (Explanation of Algorithm 4). The main difference between Algorithm 3 and
Algorithm 4 lies in the nature of messages for the simulated processes: in Algorithm 3, every
message given to the call to A is a message received, whereas in Algorithm 4 the messages
given to the call to A were sent inside control messages.

So in Algorithm 4, messages sent and received by the algorithm are control messages that
contains information about which message each simulated process wants to send. And once
enough guarantees are satisfied, these implied messages are delivered to the simulated process.
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/* Local state for process i */
(sim__state, fd, sim__received, view, to__send)

/* Intial state of process i in B; from initial state ¢!, for A; */
<qgnitv®7@7@7®>

/* Local algorithm B; on HO[HO)] */

Bi(r, received, (sim__state, fd, sim__received, view, to__send)) =
e The new state new__state given by

fst(sim__A) if cond__fd

~ new. siate.sim._staie = { sim__state otherwise
— new__state. fd = new__fd

— new__state.sim__received =
sim__received

U{(4,%,m) | (4,4,view;) € received A (j,i,m) € view;} if cond_fd
sim_ received otherwise
. view U '(U(p,i,viewpl) E.re”ceived UZe”'LUp) if condifd
— new__state.view = Usnd(simA) U { (4,1, "roundr”)}
view U (U(p,i,viewp)ereceived viewp) otherwise

snd(simA) U {(i,1, "roundr”)} if cond__fd
to__send otherwise

— new__state.to__send = {
o The message to broadcast is new_ state.view.
where
e cond_fd=Vpec (Il\ new_ fd) : to_send C viewy
o new_ fd=1\ ({p €l |3(p,i,viewy) € received} U {i})

e new_sim_received = sim_received U {(j,1,m) | (j,,view;) € received A (j,i,m) €
view;}

. A . . .
o simA = Aj(new__fd,new__sim__received, sim__state)

Algorithm 4: Algorithm B on HO[HO)] simulating an algorithm A on AM P[FD)|
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Now let’s go over the meaning of the variables. fd is the simulated failure detector;
sim__state is the state of the simulated process; sim_ received is the set of messages received
in simulation by the simulated process; view is the set of all the messages known by the
process; to__send is the set of messages in the last computation step by the simulated process;

The algorithm initializes the variables in the obvious way, and then at each round, process
i broadcasts its view. Messages are of the form (sender, receiver, content). Once process i
has received the messages for the current round (given by the HO oracle), it updates view by
taking the union of received views (by construction, the content of a message from a process
Jj is the view from j, view;); it also updates fd to the set of process from whom a message
was not received.

If all the heard processes have to_send in their view, process i runs a step of A. To do so,
process ¢ updates sim_ received by adding all the messages to itself contained in the received
views. The simulation step gives the next simulated state, and the new set of messages to
send. Notice that process ¢ always adds a new message from itself to itself to to_ send; this
ensures that a process that progresses was actually heard by the other processes, even in the
case that its to__send was empty.

One additional subtlety here is that Algorithm 4 does not work for simulating AM P[P]
from HO[HOP"/¢!]. Indeed, it might generate executions where crashes are detected a bit in
advance, and that invalidates strong accuracy.

Let’s thus turn to the weaker failure detectors first. Then a variation of Algorithm 4 will
take care of P.

Theorem 3.34 (Simulation of AM P[S] on HO[HO"°"9]). Let Spec be a specification. If A
an algorithm solving Spec on AM P[S], then 3B an algorithm solving Spec on HO[HO""9].

Proof. Let A be an algorithm solving Spec on AMP[S]. The algorithm B is Algorithm 4
applied to A. We need to show that it indeed solves Spec on HO[HO"")

Let ¢ be a computation of B on HO[HO®"*"9], with inputs In and corresponding heard-of
collection ho € HOS™°" . The goal is to build a computation ¢’ of A on AM P[S] which respects
the partial order of c. It must also be a computation of AM P[S], and thus must satisfy the
conditions from Definition 3.5: being a distributed computation according to Definition 3.3,
at most n — 1 crashes, every message sent to a non-crashed process is eventually received in
the computation, every process without a crash event has an infinite number of steps, there
is a linearization where the failure detector acts like S, and the atomicity of AM P[S]. Lastly,
¢’ needs to be a computation of A on AM P[S], which means satisfying the conditions from
Definition 3.10.

Then the output of ¢ for B on HO[HO*""] will be the output of ¢ for A running on
AMPIS], and thus that B solves Spec by definition of A.

Let’s start by defining ¢'.

o There is one computation steps in ¢ for each computation step in ¢ where A is
called, annotated with the failure detector output used in the call and the messages
in sim__received, and the simulated state after the call to A.

e Crashes are for processes which don’t have an infinite number of computation steps in
. They happen just after the last computation step with a call to A (after the possible
emissions from the next round)
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o Receptions happen at the receiver end just before the first call to A with the correspond-
ing message in sim_ received. If there is no such step, the reception never happens.

o Emissions happen just after the computation step with a call to A which adds the message
to to__send; these emissions happen before the possible crash. They also happen if and
only if the corresponding receptions also happen in ¢'.

The partial order of ¢’ is defined by the following rules:

e For every process, the set of local emissions and computation steps form the same chain
than in c.

e Reception of a message m is smaller than the emission of m.

o A crash is a maximal element for the process. (this is for free, because no event in ¢
happens without a computation step in ¢ where A is called, and the crash is bigger than
all these events by definition and the first point above.)

e Reception of a message m at p is smaller than the first computation step where m is
used.

This partial order is coherent with the partial order on ¢ (except receptions with previous
local events). Notice that every event in ¢ is placed according to a computation step calling
A; this is because the messages used in the simulation are abstracted inside the view sent
at each round. So the only constraint on the partial order of ¢’ is whether the events in ¢
corresponding to two computation step cs; and css calling A in ¢ are in the same order than
cs1 and css.

Without loss of generality, let’s assume that cs; <. ¢s2. Then we have the following case
for e; and es in ¢’ corresponding respectively to csy and css.

o If ¢s1 and csy happen at the same process p, then receives(csy) <o compStep(csy) <o
emissions(cs1) < compStep(csa) <o emissions(csz) (< crash(csz) if there is a
crash), because the set of local emissions and computations steps form the same chain
in ¢’ than the computation steps in c.

o If cs1 and cse happen at different processes p; and pg, then there’s a chain of messages
from p; starting at or after the emission for cs; and arriving at ps at or after the receives
for csg. So every event corresponding to cs; in ¢/, with the exception of a possible crash,
are necessarily smaller by <~ than any event corresponding to css, with the exception
of other receptions corresponding to css.

Then, we have to show that ¢ satisfies the properties of a computation of
HO[HO@mPputation] from Definition 3.6.

o (Distributed Computation) A distributed computation of AMPI[S] is also a dis-
tributed computation. So it satisfies the conditions of Definition 3.3.

— (Reception of message used in computation event) By definition of ¢/, the
message used in a computation event are exactly those used by the correponding
computation event in c. Because c¢ is a distributed computation, these messages
were received in ¢ before the computation event according to <.. And by definition
of ¢, the reception happens at some point before the computation event in ¢'.



3.3. SIMULATIONS 85

— (Local emissions and computation steps form a chain) This follows from
the fact that this holds in ¢ because it is a distributed computation. Then the
definition of ¢’ says that the emissions and computations steps in ¢’ form the same
chains than in c.

— (If reception, then emission). Every reception of ¢’ corresponds to a reception
in ¢. Then the fact that ¢ is a distributed computation and the definition of ¢/
ensures that the emission happens in ¢ and also in .

— (Emission smaller than reception) This follows from the definition of <.

e (At most n— 1 crashes) A process has a crash in ¢ if it has only finitely many rounds
in ¢ where it calls A. And the condition to call A at a round is that every process heard
at this round has the messages put in to_ send.

By Definition 3.25 of HO®"°"  there is at least one process s that is in every heard-of
set of the collection ho for c¢. This entails that every one hears the message from this
process at every round, and thus when s receive messages, the view of these processes
must contain its own to_ send eventually. Thus s always eventually calls A.

Hence the processes simulated by s in ¢’ has an infinite number of computation steps,
and thus never crashes. We conclude that there are at most n — 1 crashes in ¢.

+ (Every message sent to a non-crashed process is eventually received) By def-
inition of ¢/, if a message is sent, it is also received. So this is free.

o (Correct processes have an infinite number of steps) By definition of ¢/, this
means that every correct process of ¢’ is simulated by a process in ¢ that calls A infinitely
many itme. And the condition for calling A is that every heard process has the local
to_send in its view. This can be rephrased by saying that for every correct process p, if
it always eventually hear from process ¢, then ¢ must also always eventually hear from
p. That is, p is strongly correct in c.

We thus show that the strongly correct processes in t are correct processes in . Actually,
we prove a stronger property that will serve for the failure detector part: Vp € Il : p
strongly correct in t <= p correct in t'.

— (=) Let p € II be strongly correct in c. We show that p is correct in ¢

By definition of strongly correct process, Vg € II : p ~ ¢. This entails that after
each simulation step of p, the additional messages it puts in its view are eventually
heard by every other process. Thus, every process that p hears from will eventually
have heard of these messages, and p will change round.
We conclude that p calls A an infinite number of time, and thus that p is correct
in ¢.

— (<) Let p € II be correct in ¢. We show that it is strongly correct in c¢. We
proceed by contradiction: assume p is weakly correct. By HO""9  we know that
the source s is strongly correct. This entails that p % s A s ~ p.

By definition of s, p hears from s at each round; and by p ¥ s, there is a round
from which no message from p is ever heard by s. This entails that from this round,
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the condition for calling A never holds. Thus, p is faulty in ¢/, which contradicts
the hypothesis that p is correct in .

We conclude that p is strongly correct in ¢

(Linearization where Failure Detector in §) Finally, we need to show that there’s
a linearization of ¢ where the values of fd are in a history of S for the corresponding
failure pattern. We take ¢’ any linearization of ¢’ satisfying the atomicity of AM PI[S].
Because t’ only fixes the output of the failure detector at computation steps, the history
of the failure detector is actually underspecified. We complete it by saying that no
failure detector output changes between the changes visible in computation steps (we
interpolate the values by keeping the output constant until the next value).

— (Strong completeness) Let p be a correct process, ¢ be a faulty process and s
the source guaranteed by HO"°"9. Then Ir > 0 such that starting on round r,
g never calls A again. This means, among other things, that ¢ 5 s. Because if
g < s, messages from ¢ would always eventually reach s, which would broadcast
them in the next round. Then, ¢ would call A.

Moreover, for messages from ¢ to never again reach s, they must never reach a
process k € II such that k <5 s.

Now, p is correct. We showed above that this entails it is strongly correct in t. Since
s ~5 p by definition of HO""9 we have p ~> s by definition of strong correctness.
Hence, by the reasoning above ¢ ¥5 p. Therefore, p will eventually never hear from
q again, thus suspecting it at every round. By our interpolation, the failure detector
module at p suspects constantly ¢ from this point on in ¢'.

We conclude that fd satisfies strong completeness in '

— (Weak accuracy) For a process p to suspect a process ¢, p needs to have not
received ¢’s message at the round where A is called. But by definition of HOt""9,
ds € 1II a source that is heard by all at each round. We conclude that s is never
suspected by any process, and thus that fd satisfies weak accuracy in t'.

(Atomicity of AMPI[S]) By Definition 3.5, the atomicity of AM P[S] depends on
the receptions receives.s, the next computation step cs and the following emissions
emissionses to be atomic. So we’re looking for a linearization t' of ¢ such that for every
process p and every round r, there are no other events in ¢’ between the receives.; and
cs, or between cs and emissions.s. Showing that such a linearization exists is equivalent
to showing that no other event e exists such that for receives.s <» € <z csV cs <y
e <o emi8SIONScs.

The first case is impossible because by definition of ¢/, all events e’ such that
receives.s < € are either cs or bigger than cs by <.

Then let’s focus on the second one. Let ¢ be any event in ¢ distinct from cs and
emissions.s. Since both events happen at p, if some distinct events are causally between
them, then one must happen at p too. So we can assume that e’ happens at p, without
loss of generality. Then €’ cannot be a computation step or an emission because ¢
respects the chain of computation steps and sends in ¢. So it’s a reception. But by
definition of ¢/, if some reception rec is <. than some emission s, there’s necessarily a
computation step in between. It’s not the case here, and thus ¢’ doesn’t exist.
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Hence there is no such even e, and the linearity exists. We conclude that ¢’ satisfies the
atomicity of AM P[S].

Lastly, we have to show that ¢ is a computation of A on AM PI[S].

o (Annotation of computation steps by messages from round) By definition of ¢/,
the messages annotating the computation step of p at round r are the messages used in
the call to A,, which are exactly those received by p before this computation step.

o (Annotation of computation step by state) By definition of ¢/, each computation
step at p is annotated by the simulated state resulting from the application of A, to the
new value of the failure detector new__fd, the set of received messages, and the previous
simulated state.

o (Message to send) By definition of ¢/, each emission at p sends a message given by the
application of A, to the new value of the failure detector new__ fd, the set of received
messages, and the previous simulated state.

There’s one last detail one needs to address: the processes for which A must decide in ¢/
are the same than the ones for which B must decide in ¢. We already proved it: the correct
processes of ¢’ are the strongly correct processes of c.

By everything above, since A will solve Spec for the correct processes of ¢/, B will solve
Spec for the strongly correct processes of ¢ (and maybe some other processes as well, but this
agree with the definition of faulty processes in a specification). O

Theorem 3.35 (Simulation of AM P[OS] on HO[HOY™ ")), Let Spec be a specification.
If A an algorithm solving Spec on AMP[)S], then 3B an algorithm solving Spec on
HO[HOYrong].

Proof idea. Same proof as for the previous simulation, with an eventual source instead of just
a source. Since all the properties of the source used in the previous proof depended on it being
always eventually heard, they transfer to this predicate. O

Proof. The proof follows the same structure as the one for Theorem 3.34; the parts where the
specific failure detector or predicate are used are in proving that strongly correct processes in
t are correct in ¢/, and in proving that fd satisfies the failure detector properties in ¢'.

The equivalence of strongly correct in ¢ and correct in ¢’ follows from the same reason as
in the proof above, because there is an eventual source, and the proof relies on the eventual
existence of such a source.

Finally, we need to show that there’s a linearization of ¢ where the values of fd are
in a history of (S for the corresponding failure pattern. We take t' any linearization of ¢/
satisfying the atomicity of AM P[()S]. Because ¢’ only fixes the output of the failure detector at
computation steps, the history of the failure detector is actually underspecified. We complete
it by saying that no failure detector output changes between the changes visible in computation
steps (we interpolate the values by keeping the output constant until the next value).

o (Strong completeness) Let p be a correct process, ¢ be a faulty process and s the
eventual source guaranteed by HOY"°" Then Ir > 0 such that starting on round r,
q never calls A again. This means, among other things, that ¢ /5 s. Because if ¢ ~ s,
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messages from ¢ would always eventually reach s, which eventually becomes a source,
and thus would broadcast ¢’s messages in the next round. Then, ¢ would call A.

Moreover, for messages from g to never again reach s, they must never reach a process
k € II such that k <5 s.

Now, p is correct. We showed above that this entails it is strongly correct in c¢. Since
s <3 p by definition of HOY*#°"  we have p <5 s by definition of strong correctness.

Hence, by the reasoning above ¢ ¥5 p. Therefore, p will eventually never hear from ¢
again, thus suspecting it at every round. Thus by our interpolation, the failure detector
module at p suspects ¢ constantly from this point on.

We conclude that fd satisfies strong completeness in ¢/

+ (Eventual weak accuracy) For a process p to suspect a process ¢, p needs to have
not receive ¢’s message at the round where A is called. But by definition of HO?stromd,
dr > 0,ds € II such that s is a source starting from round r. We conclude that s
is eventually never suspected again by any process, and thus that fd satisfies eventual
weak accuracy in t'.

O]

Theorem 3.36 (Simulation of AMP[OP] on HO[HO/et)). Let Spec be a specifica-
tion. If 3A an algorithm solving Spec on AM P[OP], then 3B an algorithm solving Spec
on HO[HOOPerfeet],

Proof. The proof follows the same structure as the one for Theorem 3.34; the parts where the
specific failure detector or predicate are used are in proving that strongly correct processes
in ¢ are correct in ¢/, and in proving that fd satisfies the failure detector properties in some
linearization of ¢’.

The equivalence of strongly correct in ¢ and correct in ¢’ follows from the same reason as
in the proof above, because HOPefect entails the existence of an eventual source. Assume
there is no eventual source. After the round r where the predicate starts constraining the
collection, any process in II is not heard by at least one process at some round > r. That
entails that 3" > r 4+ 2 such that Vr” > ¢/, Vp € II : h(r”,p) = (). This contradicts the fact
that h is a collection of HOVPerfeet,

Finally, we need to show that there’s a linearization of ¢ where the values of fd are
in a history of QP for the corresponding failure pattern. We take ¢’ any linearization of ¢/
satisfying the atomicity of AM P[)P]. Because t’ only fixes the output of the failure detector at
computation steps, the history of the failure detector is actually underspecified. We complete
it by saying that no failure detector output changes between the changes visible in computation
steps (we interpolate the values by keeping the output constant until the next value).

o (Strong completeness) This follows from the proof of strong completeness for Theo-
rem 3.35, because HOOPerfect — 3 O0strong,

Indeed, if no process is eventually a source, this means that after the round where the
predicate starts constraining heard-of sets, all processes will eventually not be heard by
everyone in a round. By definition of HO®Pe" /¢ this means that eventually no process
will be in any heard-of sets, contradicting the fact that no heard-of set is ever empty.
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» (Eventual strong accuracy) Let r be the round from which the predicate constrains
heard-of sets in ¢. Then Vp € I1, if p is strongly correct, it is a source starting from r on.

Assume p is not a source, then 3’ > rAq € IL: p ¢ h(r',q). By HOP"/e  this entails
that Vr"" >/ + 1,Vk € I1 : p ¢ h(r',p). Thus, Vp /& k. By the reasoning above, there
is an eventual source s € II. Thus, s ~> p A p % s. And by Lemma 3.14, s is strongly
correct. This contradicts the strong correctness of p.

Since all strongly correct processes are sources starting from round r, they are never
suspected after round r. Thus, no correct process in t’ is ever suspected after round r.
We conclude that fd satisfies eventual strong accuracy in t'.

O]

For the failure detector P, the simulation is slightly different. The issues stem from strong
accuracy: the first simulation (Algorithm 4) might detect crashes a few rounds in advance.
This is because ¢ might stop receiving messages from p before the last round of p, and in
that case ¢ is not constrained anymore by p and might progress and call A (suspecting p).
Although this is not detecting crashes of correct processes, it still invalidates strong accuracy.
The trick to solving this problem uses one specificity of HOPe /e weakly correct processes
can eventually detect their weak correctness.

Remark 3.37 (Explanation of Algorithm 5). The difference with Algorithm 4 is that processes
track the set of processes suspected by everyone they ever heard of, and add it to their own
messages. This allows us to deal with the issue of the previous simulation regarding the failure
detector P: that processes crashes can be detected slightly in advance.

As long as the processes whose crash has been detected in advance do not hear from
the process suspecting them, the execution is indistinguishable from one where the processes
crashed before being suspected. Issues arise when the process hears from the one suspecting
it, and then sends some messages — the causality here forbids reordering the messages from
the soon-to-crash process as happening before the suspicion. The addition to this simulation
ensures that if it is the case, the soon-to-crash process will stop being simulated, and thus
cannot make causality an issue.

Theorem 3.38 (Simulation of AM P[P] on HO[HOP"/¢Y]). Let Spec be a specification. If IA
an algorithm solving Spec on AM P[P], then 3B an algorithm solving Spec on HO[HOPeTfeet],

Proof. The proof follows the same structure as the one for Theorem 3.34; most notably, the
computing of ¢’ from c is done the same way. We only change the part using the properties of
failure detectors. One difference with the proof of Theorem 3.34 is that we don’t show that
strongly correct processes in ¢ are exactly the correct processes in ¢’. Instead we show that
strongly correct processes in ¢ are correct in ¢/, and that will suffice to derive that B solves
the specification from A’s definition.

So we only need to show that strongly correct processes in ¢ are correct in ¢, and that fd
satisfies the failure detector properties in ¢.

We first show that strongly correct processes in c are correct in . Notice that any process
in ¢ that does not always broadcast eventually stops being heard, by definition of HOPerfect,
Since no heard-of set is empty by definition of HOPE"/¢ it means at least one process always
broadcasts. And a source is strongly correct, by Lemma 3.14. Strongly correct processes in
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/* Local state for process i */
(sim__state, fd,all__fd, sim_received, view,to__send)

/* Intial state of process i in B; from initial state ¢!, for A; */
<qgnit>®7®7®7®7®>

/* Local algorithm B on HO[HOPe /el */

B;(r, received(sim__state, fd,all__fd, sim__received, view,to__send)) =
e The new state new__state given by

— new__state.sim__state = fist(szmiA) if Cond*.fd
sim__state otherwise

— new__state.fd = new__fd

— new__state.all__fd =new_all__fd

— new__state.sim__received =
sim__received U {(j,i,m) |

(4,4, (all__fdj,view;)) € received A (j,i,m) € view;} if cond_fd
sim__received otherwise
— new__state.view =
view U ( U viewp)
(ps1,(all_fdp viewp))Ereceived if cond__fd
Usnd(simA) U { (4,1, (new_all__fd, " roundr”))}
view U ( U view,) otherwise

(p,t,(all__fdviewp))€Ereceived

— new__state.to_send =
snd(simA) U{(i, i, (new_all__fd,”roundr”))} if cond_ fd
to__send otherwise

o The message content to broadcast is (all__fd,view).
where
e cond_fd=id¢new all _fdAVpe (IT\ new_ fd):to send C view,
e new fdET\ ({pel|3(p,i,(all_fdp,viewy)) € received} U {i})
o new all_fd=all_fd Unew fdU (Ui (al_fdywviewy))ereceived A_fdp);

o new_sim_received = sim_received U {(j,1,m) | (4,1, (all_fd;,view;)) €
received A (j,i,m) € view;}

. A . . .
o simA = A;j(new__fd,new__sim__received, sim__state)

Algorithm 5: Algorithm B on HO[HOP"/*“!] simulating an algorithm A on AM P[P]
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t are those that always broadcast: if they did not, they would eventually never be heard by
anyone, including the always broadcasting process mentioned above. That would contradicts
their strong correctness.

Therefore, strongly correct processes in t are always heard, and thus the messages they
receive always contain their own messages from the previous round. Thus they satisfy the
condition cond__fd an infinite number of times, and they call A an infinite number of times
too.

We conclude that strongly correct processes in t are correct in .

Finally, we need to show that there’s a linearization of ¢ where the values of fd are
in a history of P for the corresponding failure pattern. We take t' any linearization of ¢
satisfying the atomicity of AM P[P]. Because t' only fixes the output of the failure detector at
computation steps, the history of the failure detector is actually underspecified. We complete
it by saying that no failure detector output changes between the changes visible in computation
steps (we interpolate the values by keeping the output constant until the next value).

o (Strong completeness) Let p be a correct process in t' and g be a faulty process in
t’. Because ¢ is faulty in ¢’ and thus in ¢, it is not strongly correct in ¢ by the above.
This implies that it eventually stops broadcasting, and by definition of HOPEfet it is
eventually never heard again by other processes.

Thus, dr > 0 such that starting at round r, p does not hear ¢q. Hence, ¢ is always added
to fd in computation steps from this round on, and it is always suspected by p for all
the following calls to A.

We conclude that fd satisfies strong completeness in t'.

o (Strong accuracy) Strong accuracy requires that every suspected process has already
crashed. Proving that a linearization satisfying this property exists means proving that
there’s no causal chain from the event where ¢ suspects p to p and back to ¢ again.
Or said differently, no computation step or emission at p are greater by <. than the
computation step where ¢ suspects p. Then for some choice of ¢/, fd satisfies strong
accuracy in t’.

We proceed by contradiction: assume that some event at p, either a computation step
or an emission, happens by <. in between p being suspected by ¢ and p’s crash.

By definition of causality in asynchronous distributed systems, this means that there is
a chain of messages from ¢ to p, starting after the suspicion at ¢ and reaching p before
the assumed event at p. By definition of Algorithm 5, each message in this chain will
transport the all__fd of the sender, and thus the final message reaching p will contain p
in its all_ fd, because p is in all__fd,. Then the condition cond__fd for calling A will
always be false for p, and thus it will never make another call to A.

This contradicts the hypothesis that p makes another computation step or emission.

We thus conclude that for some choice of ¢’ (it doesn’t matter which one for strong
completeness), fd satisfies strong accuracy in t.
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3.4 Extending to the All-Deciding Case

As mentioned above, one of the specificities of the simulations from the previous section is
that not every process needs to decide in the definition of solvability for the Heard-Of model.
It is only required that the strongly correct processes (the ones which can communicate which
each other infinitely often) decide. However, strictly speaking, there is no crash in the Heard-
Of model, only forever silent or unheard processes. Thus, it seems natural to ask that all
processes decide. In this section, I explore two ways of converting the partial solutions given
by the simulations of the previous section into full solutions.

Definition 3.39 (Strongly Solving a Specification on HO[HQ]). Let spec be a specification,
and A be an algorithm for HO[HO]. A strongly solves spec on HO[HO] £ Vin : 11 —
Vin, Yout the output of A: out € spec(In, ().

3.4.1 Full Monotony: Extending the Final Decisions

For some specifications, given a set of values decided by the strongly correct processes, each
weakly correct process can decide a value coherent with theses decisions, and with all the
concurrent decisions. I call this full monotony, and it underlies the first approach for strongly
solving specifications.

Definition 3.40 (Full Monotony). A specification (spec) on II is fully-monotone = Jdec :
(H X P(H X ‘/out)) — ‘/out :
Vin : II — Vi, VEF C II, Yout € spec(in, F),Yout' € spec(in, ) such that Vp € II\ F : out’(p) =
out(p),Vp € {q | out(q) = L}, Jout p € spec(in, ) :
( out gy (p) = dec(p, {(¢,v) | v € Vour A out(q) = v}) )

N Vg #p:outpu(q) = out'(q)

Theorem 3.41 (Simulation of AMP[FD] on HO[HO] for Fully-monotone
Specifications). Let spec be a fully-monotone specification. Let (FD,HO) €
{(P, HOPerTecty (S, HOTMI) (OGP, HOWPerTect) (OS, HOVSror)2\ - If 3A an algorithm
solving spec on AM P|FD], then 3B an algorithm strongly solving spec on HO[HO].

Proof idea. Being full-monotone ensures that weakly correct processes can decide coherently
when given the decision of some strongly correct processes. In the considered predicates,
there is an eventual source, which is strongly correct by Lemma 3.14. Hence after the deci-
sion of some strongly correct process, this decision value is propagated to everyone to decide
accordingly. O

Proof. Thanks to the simulations in the previous section, for such an algorithm A, we have
B’ solving spec on HO[HO)]. The way to go from B’ to B is for every process that decides in
a call to A to stop simulating, and to broadcast its decision at each round (in a special form,
so that the message can be distinguished from a normal view). Every process that receives a
decision decides for itself and propagates this decision.

By full-monotony, there is a function dec that, given a decision for a subset of processes,
returns a decision value for the other processes coherent with what has been decided. Thus,
the only issue is to know whether every process will receive a decision value.

This follows from the fact that all our predicates have an eventual source, and such an
eventual source is strongly correct by Lemma 3.14. Since the simulation from A to B’ ensures
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the decision of strongly correct processes, the source will finish and propagate its decision
value.
We conclude that B strongly solves spec on HO[HO). O

Corollary 3.42 (Simulation of Consensus, Set-agreement, Leader Election and Splitter). Let
(FD,HO) € {(P,HOPerIect) (S, HOonI) (OP, HOPerIeet) (0S8, HOV9) ). For spec the
specification of consensus, set-agreement, leader election or splitter, if 3A an algorithm solving
spec on AM P[FD], then 3B an algorithm strongly solving spec on HO[HO].

Proof. For each problem, we show the full monotony by giving an explicit dec function.

o Consensus: The dec function takes the set of decisions, use the sole decided value (since
the decisions solve consensus) as the decision for the current process. This maintains
correctness, since every process still decides the same value.

e Set-agreement: For each set of decided value and each process, dec returns one of the
decided value. This maintains correctness, since the number of decided values stays the
same.

¢ Leader Election: The output is the leader name, dec is the same as for consensus.

o Splitter [63]: If only right (respectively down) was decided, dec returns down (respec-
tively right); otherwise (both right and down values, and/or presence of a stop), dec
returns right or down arbitrarily.

O

However, not all specifications are fully-monotone, for instance renaming [64], where pro-
cesses must all choose a distinct name from a namespace, isn’t. Weakly correct processes
cannot decide from the decision values of the strongly correct processes alone, because the
decision values also need to be distinct. So two weakly correct processes risk deciding the
same value.

This motivates another approach for strongly solving specifications.

3.4.2 Local Specifications: Agreeing on a Full Decision

Instead of extending a partial decision, processes could agree on a complete decision from the
start. That is, if consensus is solvable, and if each process by itself can produce a possible
complete decision coherent with the initial values (without knowing them, except its own),
then the result above for strongly solving consensus would transfer to other specifications. A
local specification is such a specification, where from a single input value, there is at least one
allowed output vector coherent with any input with this single value.

Definition 3.43 (Local Specification). Let spec be a specification on II. spec is a local
specification = there is a function local_dec : (I x Vi,) — (I — V) such that Vp €
I, Vi, € Vi, Vin : T — Vi, = in(p) = vy, = local__dec(p,viy,) € spec(in, ().

Theorem 3.44 (Simulation  of AMP[FD] on  HO[HO] for Local
Specifications). Let spec be a local  specification. Let (FD,HO) €
{(P, HOPerTeety (S, HOSmI) (OGP, HOPETTect) (S, HOVstrong) Y, If JA an algorithm
solving consensus on AM P[FD], then 3B an algorithm strongly solving spec on HO[HO].
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Proof. Tt follows from Corollary 3.42: if there is an algorithm solving consensus on AM P[FD],
it can be strongly solved on HO[HO]. For a local specification, each process can compute
an allowed output vector from its input value. Then a consensus is solved on these proposed
output vectors, and every process decides the value corresponding to itself in the chosen
vector. [

Renaming, although not fully-monotone, is a local specification: any naming scheme in
the namespace is a possible complete decision. Hence, renaming is also solvable with the
predicates corresponding to the failure detectors of the Chandra-Toueg hierarchy.

Corollary 3.45 (Simulation of Renaming).  Let (FD,HO) €
{(P, HOPerTecty (S, HOTMI) (OGP, HOWPerfect) (OS, HOVS o)\ If 3A an algorithm
solving consensus on AMP[FD]|, then 3B an algorithm strongly solving renaming on
HO[HO,).

Proof. Consensus is a fully-monotone specification. Hence by Corollary 3.42, there is an
algorithm B,,,s strongly solving consensus for each of the corresponding heard-of predicates.
Then B is simply the algorithm of running B..,,s where each process proposes an allowed
output vector to renaming, and decides its name in the chosen vector at the end. This works
because renaming is a local specification: any allocation of distinct names to processes is an
allowed output vector. O

Every example given of fully-monotone specification is also a local specification. So why not
limit ourselves to the latter? First, the value of a local specification depends on strongly solving
consensus, which is proven using the full-monotony of consensus. Secondly, this dependence
on consensus means that local specification probably generalizes less to other predicates than
full-monotony: solving consensus is a really strong requirement.

3.5 Conclusion

3.5.1 Summary

The equivalences proven above are evidence than for many important problems, the Heard-Of
model is at least as powerful as asynchronous models with failure detectors. If the decision
is limited to strongly correct processes, then the equivalence is a straightforward equivalence
between the predicates given here and the failure detectors from the Chandra-Toueg hierarchy.
When forcing everyone to decide, many interesting problems like consensus and renaming stay
equivalent in terms of computability between the two models. Therefore, for these important
cases, forcing communication-closed rounds doesn’t weaken the power of the model.

3.5.2 History of the research

Every aspect of this research struggled because of the Perfect failure detector. I wanted to
find corresponding predicates for the Chandra-Toueg hierarchy from the start of my thesis,
but the one for the Perfect failure detector kept eluding me. I probably discovered the final
version a couple of times, but failed to convince myself that it was the right one.

Similarly, this failure detector forced me to lower my ambitions about these results. Instead
of proving a sweeping equivalence with all failure detectors using the same simulation, I had
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to deal with a specific simulation for this one alone, and thus to limit the previous equivalence
to concrete failure detectors, since it didn’t generalize completely.

3.5.3 Perspectives

Among remaining issues are the generalization of the equivalence to other failure detectors,
and the lookout for problems that are neither local nor fully-monotone.
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Leveraging Heard-Of Predicates
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4.1 Introduction

4.1.1 Motivation

As seen in the previous chapters, the Heard-Of model uses the concept of round for formalizing
many different models within a common framework. What’s left to do is to prove results on
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these formalized models. Researchers provided, among other things, new algorithms for con-
sensus in the original paper by Charron-Bost and Schiper [37]; characterizations for consensus
solvability by Coulouma et al. [41] and Nowak et al. [42]; a characterization for approximate
consensus solvability by Charron-Bost et al. [39]; a study of k-set agreement by Biely et al. [44];
and more.

But the techniques used for proving these results tend to be ad-hoc — very specific to
some model or setting. Hence every new paper carry the burden of finding new techniques.
What would help here is a general approach to proving impossibility results and bounds on
round-based models.

Actually, there is at least one example of a general mathematical technique used in this
context: the characterization of consensus solvability through point-set topology by Nowak et
al. [42].

I propose what might be seen as an extension to higher dimension of this intuition, by
applying combinatorial topology (instead of point-set topology) to bear on k-set agreement
(instead of just consensus).

Combinatorial topology abstracts the reasoning around knowledge and indistinguishability
behind many impossibility results in distributed computing. It thus provide generic mathe-
matical tools and methods for deriving such results [19]. Moreover, this approach is the only
one that managed to prove impossibility results and characterization of solvability of the k-set
agreement [65], our focus problem.

4.1.2 Overview

Concretely, this chapter focus on closed-above heard-of predicates, that is predicates where
constraints happen round-per-round, and the set of communication graphs allowed is the
closure-above of a set of graphs. These predicates capture many safety properties: the ones
requiring some underlying structure in communication, like having an underlying star, ring
or tree. This is a strict generalization of the predicates with a fixed communication graph
considered by Castanieda et al. [66].

For this class of predicates, I derive upper bound and lower bounds on the & for which k-set
agreement is solvable. And while the proofs of the bounds use combinatorial topology, they are
stated in terms of variants of the domination number, a well-known and used combinatorial
number on graphs.

e First closed-above predicates are defined in Section 4.2.

e Then various upper bounds on k for k-set agreement in one round are proved in Sec-
tion 4.3. These bounds correspond to algorithms solving the k-set agreement in one
round. I present them first because they do not rely on combinatorial topology, and
they serve to introduce combinatorial numbers of use later.

o Next, Section 4.4 introduces the combinatorial topology necessary for our lower bounds,
both the basic definitions and the main technical lemma.

e Then its lower bounds on k which are proved, still for one round, in Section 4.5. These
bounds leverage combinatorial topology, but are state in terms of graph properties only.
these bounds use combinatorial topology, but are stated in terms of graph properties.
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e Finally, Section 4.6 generalizes both upper and lower bounds to the case of multiple
rounds.

The content of this chapter comes from the paper "K-set agreement bounds in round-based
models through combinatorial topology" published at PODC 2020, and written with Armando
Castafieda.

4.1.3 Related Works

Combinatorial Topology Combinatorial Topology was first applied to the problem of k-
set agreement in wait-free shared memory by Herlihy and Shavit [19], Saks and Zaharoglou [67]
and Borowsky and Gafni [68].

Beyond these first forays, many other results got proved through combinatorial topology.
Among others, we can cite the lower bounds for renaming by Castafieda and Rajsbaum [69]
and the derivation of lower-bounds for message-passing by Herlihy and Rasjbaum [70]. There is
even a result by Alistarh et al. [71] showing that traditional proof techniques (dubed extension-
based proofs) cannot prove the impossibility of k-set agreement in specific shared-memory
models, whereas techniques from combinatorial topology can.

For a full treatment of combinatorial topology applied to distributed computing, see Herlihy
et al. [19].

Combination of Topology and Round-based models Two papers at least applied topol-
ogy (combinatorial or not) to general round-based models in order to study agreement prob-
lems: Godard and Perdereau [72] and Nowak et al. [42].

Godard and Perdereau [72] used similar tools of combinatorial topology to study k-set
agreement in message adversary models; the difference lies in the constraints they consider
on communication. Whereas we focus on closed-above predicates, they limit themselves to
models with at most f omission failures in a fixed arbitrary communication graph. The two
are actually incomparable: when the fixed graph is not the full graph, their model is not
closed-above; and closed-above models might have additional constraints than a number of
possible message loss.

Nowak et al. [42] proposed a characterization of consensus for general round-based models
(not necessarily oblivious) using point-set topology. Their results are both stronger (because
it is a complete characterization for general predicates) and weaker (because it only treats
consensus) than ours. The point-set topology approach seems limited to 1-set agreement
(consensus), and going to k-set agreement might require combinatorial topology.

4.2 Definitions

Every result in this chapter assumes a model where processes know all identities of other
processes, and notably know from who they received each message.

4.2.1 Closed-above predicates

The predicates studied here are of a restricted form, where the graph for each round is decided
independently of the other rounds. The predicate is thus entirely characterized by the set of
allowed graphs. I call these predicates oblivious, following Coulouma et al [41].
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Definition 4.1 (Oblivious predicates). Let HO be a communication model. Then HO is
oblivious £ 35 C Graphsy : HO = S¥.

Intuitively, oblivious predicates capture safety properties: bad things that must not hap-
pen. Or equivalently, good things that must happen at every round. Usually, these good
properties are related to connectivity, like containing a cycle or a spanning tree. Since such a
property tends to be invariant when more messages are sent, a natural constraint on oblivious
predicates is to be defined by a set of subgraphs.

Definition 4.2 (Closed-above predicates). Let HO be an oblivious predicate. Then HO is
closed-above = 35 C Graphsy : HO = (U 1G)*, where 1 G = {H | V(H) = V(G) A

GeS
E(H) 2 E(G)}.
We call the graphs in S the generators of HO.
If S is a singleton, then HO is simple closed-above.

Classical examples of closed-above predicates are the non-empty kernel predicate HO™e*
(see Table 1.1) and the non-split predicate HO™*P! (see Table 1.1), used notably by Charron-
Bost et al. [39] for characterizing the solvability of approzimate consensus — the variant of
consensus where the decided values should be less than € apart, where € > 0 is fixed beforehand.
Another closed-above predicate is the one satisfying the tournament property of Afek and
Gafni [32], which they show is equivalent to wait-free read-write shared memory. In general,
oblivious predicates where the constraint on rounds is about how much message can be lost /not
on-time are closed-above.

Which segues into an example of an oblivious predicate which is not closed-above: the one
generated by all graphs containing a cycle, except the clique. Here the constrains not only
limits which messages might be lost/on-time, but also forces at least one such loss.

Closed-above predicates also have a good trade-off between expressivity and simplicity,
since the "combinatorial data" used to build them is contained in a small number of graphs.

Finally, the patterns expected by safety properties tend to be independent of which pro-
cesses play which roles — what matters is the existence of a ring or spanning tree, not who is
where on it. I call these closed-above predicates symmetric predicates: their set of possible
graphs possible for each round is closed under permutation.

Definition 4.3 (Symmetric predicates). Let HO be a closed-above predicate, and S be the set
of graphs generating it. Then HO is symmetric = S = Sym(S), where Sym(S) = {7(G) |
G € S A7 : Graphsyy — Graphsyy a permutation on graphs permuting the processes}.

In the rest of the paper, I only consider closed-above predicates, both symmetric and not.

4.2.2 Oblivious algorithms

Because most applications of combinatorial topology to distributed computing aim towards
impossibility results, the traditional algorithms considered err on the side of power: full in-
formation protocols, which exchange at each round the view of everything ever heard by
the process. For example, after a couple of rounds, views will contain nested sets of views,
themselves containing views, recursively until the initial values.

In contrast, I focus on oblivious algorithms. That is, each process only remembers the
initial values and their corresponding processes, not who sent them or when. This information
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amounts to a function from IT to the set of initial values (with a L when the value is not
known). In turn, these algorithms lose the ability to trace the path of the value.

Oblivious algorithms can be viewed as full-information protocols whose decision map (the
function from final view to decision value) depends only on the set of known pairs (pro-
cess,initial value). The full-information protocol might still be used for deciding when to apply
the decision map, but this map loses everything except the known pairs (process,initial value).
That is, the decision map is constrained to decide similarly in situations where it received the
same information about the initial configuration, whatever the history of messages.

Definition 4.4 (Oblivious algorithm). Let A be a full-information protocol, with decision
map 6. Then A is an oblivious algorithm £ Vv a view: 6(v) = 6(flat(v)),

where flat(v) = U flat((p,vp))

(pyvp)€V
and flat((p, v,)) = {

{(p,vp)} 1if vy is a singleton from Vj,
flat(vy,) otherwise

The corresponding definition of solvability is that there is an algorithm, a number of rounds
r and a decision map such that after running the algorithm for r rounds, applying the decision
map gives decision that form an accepted output.

4.2.3 K-set agreement

The focus problem of this chapter is k-set agreement — the weakening of consensus where at
most k different values can be decided.

Definition 4.5 (K-set agreement). An algorithm A solves the k-set agreement for k > 0 =
the decided values satisfy the following two properties:

e Validity. Every decided value is an initial value.
e Agreement. The set of decided values is of size < k.
e Termination. Every process decides eventually some value

This choice of problem follows from two considerations. First, Nowak et al. [42] already
completely solved the consensus for heard-of predicates (message adversaries in their termi-
nology). The problem thus cannot be consensus, and k-set agreement is the usual choice to
go beyond consensus. Second, k-set agreement is the most important problem for which com-
binatorial topology techniques seems necessary. Neither the failure detector approach nor the
knowledge-based approach managed to extract as much results as combinatorial topology for
this problem. Hence it feels like both an interesting and promising problem to study here.

4.3 One round upper bounds: a start without topology

Although lower bounds on k are the target, they require upper bounds to gauge their strength.
Let’s thus start with upper bounds on k-set agreement for closed-above predicates. Another
advantage of starting with these upper bounds is that they rely on concrete algorithms, and
also use generalizations of the classical domination number that will be used for our lower
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bounds. Lastly, the bounds here in this section and the next one only work on the one round
case. Bounds for multiple rounds depend on these one round bounds.
These bounds follow from a very simple algorithm for solving k-set agreement.

Definition 4.6 (One round k-set agreement algorithm). Assume that the set of initial values
to k-set agreement is totally ordered. Then the one round k-set agreement algorithm
1 — round £ the algorithm where each process

e broadcasts its initial value;

e and decides the minimum value it received.

4.3.1 Simple closed-above predicates: almost too easy

Recall that the domination number of a graph is the size of its smallest dominating set, that
is the minimum size of a set of nodes whose set of outgoing neighbors is II. Note that graphs
here have self-loops — that is, the outgoing neighbors of a set S C II contains S. For ease of
representation, these loops are not drawn in the figures.

Definition 4.7 (Domination number). Let G be a graph. Then its domination number
Y(G) & min{i € [I,n] |IP CI: |P|=iA U Outg(p) = I1}.
peEP

Because the simple closed-above predicate generated by G only allows graphs containing G,
these graphs’ domination number is at most v(G). This entails a very simple upper bound on
k-set agreement. The algorithm depends explicitly on G: it is parameterized with a minimum
dominating set of G, which serve to synchronize the decided values among processes.

Definition 4.8 (One round k-set agreement algorithm). Assume that the set of initial values
to k-set agreement is totally ordered. Then the one round k-set agreement algorithm
parametrized by a set of process, 1 — roundParam = VS C II, 1 — roundParam(S) is
the algorithm where each process

e broadcasts its initial value;

e and decides the minimum value it received from a process of S. If no such value were
received, it decides the minimal value it received from any process.

Theorem 4.9 (Upper bound on k-set agreement by v(G)). Let G be a graph, and let D
be a minimum dominating set of G. Then Algorithm 1 — roundParam(D) solves v(G)-set
agreement in one round on the simple closed-above predicate generated by G.

Proof. Because D is a dominating set, every process receives at least one value from it, so every
process decides a value from a process of D. Finally, since the minimum dominating set has
at most v(G) distinct values, at most v(G) values are decided, and thus 1 — roundParam(D)
solves v(G)-set agreement. O

The tightness of this bound follows from Castaneda et al. [66, Thm 5.1]: the oblivious
predicate with a single graph G cannot solve k-set agreement in one round for k& < ~(G).
Hence the weaker simple closed-above predicate generated by G cannot solve it either.

Still, simple closed-above predicates are somewhat artificial, as can be seen in the proof:
the algorithm is parametrized with a precomputed minimum dominating set of the known
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subgraph contained in the actual communication graph. A more realistic take would add
uncertainty to which graph is the underlying subgraph; the next step is thus general closed-
above predicates.

4.3.2 General closed-above predicates: tweaking of upper bounds

For general closed-above predicates, there is not a single subgraph but a set of possible un-
derlying subgraphs. This makes the previous approach inapplicable: the algorithm cannot
hardcode a dominating set because the underlying subgraph is not known.

This new issue motivates the definition of a weakening of the domination number: the
equal-domination number of a set of graphs. Intuitively, any set of that many processes forms
a dominating set in all the graphs considered.

Definition 4.10 (Equal-Domination number of a set of graphs). Let S be a set of graphs.
Then its equal-domination number ~°(S) £ max ~v¢4(Q), where v°1(G) = min{i € [1,n] |
€

VPCII:|P|=i = U Outg(p) =11}
pEP

Then the algorithm from Definition 4.6 solves v¢4(S)-set agreement in one round for the
closed-above predicate generated by S — and it doesn’t need a minimum dominating set as a
parameter.

Theorem 4.11 (Upper bound on k-set agreement by «¢4(S) for general closed-above pred-
icates). Let S be a set of graphs. Then Algorithm 1 — round solves y¢4(S)-set agreement in
one round on the closed-above predicate generated by S.

Proof. Let P be a set of 4°4(.S) processes with the smallest initial values. They have thus at
most v°2(S) distinct initial values. By Definition 4.10 of 4°4(.S), P dominates every graph in
S, and thus every graph in the closed-above predicate generated by S.

Thus taking the minimum after one round will result in deciding one of those initial values,
and thus one of at most v4(.S) values. We conclude that the algorithm from solves v¢4(.S)-set
agreement after one round on the closed-above predicate generated by S. O

Since the equal-domination number is independent of which process does what, it is the
same for any permutation of the graph. This entails an upper bound on symmetric predicates
as a corollary.

Corollary 4.12. Let S be a set of graphs. Then Algorithm 1 — round solves v¢1(S)-set
agreement in one round on the closed-above predicate generated by Sym(S).

Now, the natural question to ask is the tightness of this bound.

The answer depends on the graphs. To see it, let’s look at another combinatorial number:
covering numbers. Given fewer processes than the equal-domination number of the graph,
they do not always form a dominating set. Nonetheless, they might still get heard by some
minimum number of processes. We call such minimums the covering numbers of the graph: the
i-th covering number of G is, given any set of ¢ processes, the minimum number of processes
hearing this set in G.

Definition 4.13 (Covering numbers of a set of graphs). Let S be a set of graphs. Then Vi <

7%4(S), its i-th covering number cov;(S) £ min cov;(G), where cov;(G) = min |( J Outg(p))|.
Ges PCIT )8

= P
Pl=i ”
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0 ()
OO (F—)

Figure 4.1: Two examples of communication graphs

These numbers capture the ability of a set of processes to disseminate their values in the
graph. Taking the i processes with the smallest initial values, at least cov;(S) processes will
hear them, and thus choose one of the ¢ smallest initial values. This then gives a solution to
(i + (n — cov;(S)))-set agreement in one round.

Theorem 4.14 (Upper bounds on k-set agreement by covering numbers for general
closed-above predicates). Let S be a set of graphs. Then Vi € [1,7°1(S)[: Algorithm 1 —round
solves (i + (n — covi(S)))-set agreement in one round on the closed-above predicate generated
by S.

Proof. For a set of i processes with the 7 smallest initial values, they will reach at least cov;(.S)
processes after the first round. Thus these processes will decide one of the ¢ values when taking
the smallest value they received.

As for the rest of the processes, we can’t say anything about what they will receive, and
thus we consider the worst case, where they all decide differently, and not one of the ¢ smallest
values. Then the number of decided values is at most i + (n — cov;(S)), and the theorem
follows. O

The covering numbers are also independent of processes names; this entails a similar upper
bound on symmetric predicates as a corollary.

Corollary 4.15. Let S be a set of graphs. Then Yi € [1,7°1(S)[: Algorithm 1 — round solves
(1 + (n — covi(S)))-set agreement in one round on the closed-above predicate generated by
Sym(S).

When is this new bound better than the one using the equal-domination number? When
there is some ¢ such that n — cov;(S) < 7°1(S) — i. Let’s take the symmetric predicates
generated by the two graphs in Figure 4.1.

In the first predicate, n—cov;(S) < v°4(S)—i never happens, because every covering number
of a star equals 1 (the biggest set of outgoing neighbors different from II contains only one
process), and its equal-domination number equals n (because when taking only n—1 processes,
the center of the star might not be in there). Thus n — cov;(S) =n—1>~%(S) —i =n —i.

On the other hand, this is the case in the second predicate, because covy(S) = 3 and
v¢1(S) = 4. Thus n — cova(S) =4 -3 =1 < y%(S) —i =4—2 = 2. Hence the upper
bound with covering numbers ensure 3-set agreement solvability while the upper bound with
the equal-domination number only ensures 4-set agreement solvability.

4.3.3 Intuitions on upper and lower bounds

Why do these upper bounds hold? Because the underlying graphs betray some minimal
connectivity of sets of processes, in the form of combinatorial number. From these, it follows
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how far the minimal values will spread in the worst case, and thus the bound on the maximum
number of values decided.

On the other hand, the lower bounds will follow from studying how much values can spread
in the best case. Why? Because the more values can spread, the more processes can distinguish
between initial configurations, and the more they have a chance to decide correctly. Ensuring
enough indistinguishability thus entails an impossibility at solving k-set agreement.

This indistinguishability is linked to higher-dimension connectivity in combinatorial topol-
ogy [19, Thm. 10.3.1]; Let’s thus turn to the topological approach to distributed computing
for the lower bounds.

4.4 Elements of combinatorial topology

4.4.1 Preliminary definitions

First, we need to introduce the mathematical objects that this approach uses. These are
simplexes and complexes. A simplex is simply a set of values, and can be represented as a
generalization of a triangle in higher dimensions. Simplexes capture configurations in general,
be them initial configurations, intermediate configurations, or decision configurations.

Definition 4.16 (Simplex). Let Cols and Views be sets. Then o C Cols x Views is a
simplex on Cols and Views (or colored simplex) = Vp € Cols : |{v € Views|(p,v) € o}| < 1.

For projections, col(c) or names(c) = {p € Cols | v € Views : (p,v) € o}. And
views(o) = {v € Views | Ip € Cols : (p,v) € o}. We also write view,(p) for the v € Views
such that (p,v) € o: viewy(p) = {v € Views|(p,v) € o}

The dimension of o is |o| — 1.

A simplex 7 is a proper face of 0 £ 7 C 0.

Although Views could be any set for readability, the traditional view is a set of pairs, the
first element being a process name, and the second being either another view or an initial
value. For more details, refer to [19].

Then a complex is a set of simplexes that is closed under inclusion. It captures all consid-
ered configurations.

Definition 4.17 (Complex). Let Cols and Views be sets. Then C' C P(Cols x Views) is a
simplicial complex on Cols and Views (or colored simplicial complex) =

e VY(p,v) € Cols x Views : {(p,v)} € C.
e Vo, 7 simplexes on Cols X Views: c e CATCo — 17€C.

The facets of C £ {c € C |VT€C:0C T = T=0}.
The dimension of C' is the maximum dimension of its facets. C is called pure if all its
facets have the same dimension.

How to go from heard-of predicates, which are generated by graphs, to simplexes and
complexes?

Starting with a single graph G, the uninterpreted simplex of this graph is the simplex
capturing the configuration after a round using G in terms of who hears from whom. It
disregards input values, which makes it uninterpreted. Figure 4.2 shows a graph and its
corresponding uninterpreted simplex.
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(a) Graph (b) Uninterpreted simplex

Figure 4.2: A graph and its uninterpreted simplex

Definition 4.18 (Uninterpreted simplex of a graph). Let G be a graph. Then the uninter-
preted simplex of G is og = the colored simplex {(p, Ing(p) | p € II }.

Given a set of graphs S representing the possible graphs, the previous definition generalizes
to the uninterpreted complex of the oblivious predicate HO generated by S.

Definition 4.19 (Uninterpreted complex of an oblivious predicate). Let HO be an oblivious
predicate generated by a set of graphs S. Then the uninterpreted complex of A is Cyp =
the complex whose facets are exactly the {og | G € S}.

4.4.2 Uninterpreted complexes of closed-above predicates

It so happens that closed-above predicates give rise to uninterpreted complex that are easy to
define and study. Indeed, they are unions of pseudospheres, where pseudospheres are colored
complexes topologically equivalent to n-spheres. These pseudospheres have already been used
in the literature to study multiple predicates of computation [19, Chap. 13].

Definition 4.20 (Pseudospheres [19, Def 13.3.1]). Let Vi, V4, ..., V}, be sets. Then the pseu-
dosphere complex ¢(IL; V; | i € [1,n]) £

o Vi,Vv € V;: (P;,v) is a vertex of C.
o« VJ C[1,n]:{(P},v))]|j€J,v;€V;}isasimplex of C iff all P; are distinct.

These complexes work like a generalization of complete bipartite graphs in n dimensions.
Recall that a complete bipartite graph is a graph that can be split into two sets of nodes, the
nodes of each set not linked between them and each node of one set linked to all nodes of the
other set. For example, Figure 4.3a is a bipartite graph.

Now a pseudosphere is the same, except that nodes can be partitioned into n sets, no
simplex contains more than one element of each set as a vertex, and all the simplexes built
from one element of each set are in the complex. Figure 4.3b is an example of a pseudosphere
built from processes P;, Pa, P3, and the three sets Vi = {v1,v2}, Vo = {v1,v2} and V3 = {v}.

Among other things, pseudospheres are closed under intersection, and are (n—2) connected.

Lemma 4.21 (Intersection of pseudospheres [19, Fact 13.3.4]). o(IL;U; | i € [1,n]) N(IT; V; |
i€ [Ln]) = (LU AV | € [1,m]).
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(a)  Bipartite (b) Pseudosphere
graph

Figure 4.3: A bipartite graph and a pseudosphere

One advantage of pseudosphere is that they have high connectivity [19, Def. 3.5.6]. Intu-
itively, connectivity concerns the (non-)existence of high-dimensional generalization of holes
in the complexes. Since pseudospheres are topologically equivalent to spheres [19, Sect. 13.3],
they only have these holes in their highest dimension.

Lemma 4.22 (Connectivity of pseudospheres [19, Cor. 13.3.7]). o(IL; V; | i € [1,n]) is (n—2)-
connected, where n = |{i € [1,n] | V; # 0}].

The connectivity of the uninterpreted complex for a simple closed-above predicate follows,
because such a complex is a pseudosphere. Intuitively, for any process p, its possible views
are exactly the upward closure of its view in the defining graph G. Then the n-simplexes of
the uninterpreted complex are exactly the simplex one can build with one such view for each
process.

Lemma 4.23 (Uninterpreted complex of a simple closed-above predicate is a pseudosphere).
Let HO be a simple closed-above predicate generated by G. Then Cyo = (1L {S | Ing(P;) C
SCII} |ie[l,n]).

Proof. e (Q). Let 0 be a n-simplex of Cy. By definition of Cyp, it is the uninterpreted
simplex of a graph H €1 G. This in turn means that Vp € II : view,(p) = Ing(p) 2
Ing(p).

Thus 0 = {(P;, Ing(P;)) | i € [1,n]} C p(IL;{S | Ing(P;) C S CII} |i € [1,n]).

e (D). Let o be a n-simplex of p(IL;{S | Ing(P;) € S C II} | i € [1,n]). Then Vp €
IT : views(p) 2 Ing(p). Thus o is the uninterpreted simplex of a graph H such that
VpelIl: Ing(p) 2O Ing(p).

We conclude that H €1G and thus that o € Cye
O

It follows instantly that the uninterpreted complexes of simple closed-above predicates are
(|TI| — 2)-connected.

Corollary 4.24 (Connectivity of the uninterpreted complex of a simple closed-above pred-
icate). Let HO be a simple closed-above predicate generated by G. Then Cyo is (|II] — 2)-
connected.
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From this corollary and the closure of pseudospheres by intersection, let’s now deduce a
similar characterization of the connectivity for general closed-above predicates.

But to do so the main tool for studying connectivity of simplicial complexes needs to be
introduced: the nerve lemma. This result uses a cover of a complex: a set of subcomplexes
such that their union gives the initial complex.

Intuitively, the nerve lemma says that if you provide a cover of a complex that is "nice
enough', then the connectivity of the initial complex can be deduced from the connectivity of
the nerve complex, which has a vertex for each element of the cover and simplexes for sets of
vertexes with non empty intersections.

Definition 4.25 (Nerve complex). Let C' be a simplicial complex, (C;);ecr a cover of C. Then
the nerve complex of this cover, N'(C; | I) £ the complex generated by

o the vertices are the Cj;

o and the simplexes are the sets {C; | ¢ € J} for J C I such that " C; # 0
ieJ
The nerve complex captures how the elements of the cover are glued together. What
is needed for the nerve lemma is that the cover doesn’t hide any hole; if it did, then the
correspondence between the connectivity would be lost.

Lemma 4.26 (Nerve lemma [73, Thm 15.24)). Let C be a simplicial complez, (C;)icr a cover
of C and k > 0. Then
dim( A C) > (k— ] +1)

ieJ

AN N Ci= 0
i €J
= (C is k-connected <= N (C; |I) is k-connected).

VJCI:

Now the connectivity of uninterpreted complexes for general closed-above predicates fol-
lows.

Theorem 4.27 (Connectivity of the uninterpreted complex of a closed-above predicate). Let
HO be a closed-above predicate generated by S. Then Cyo is (|II| — 2)-connected.

Proof. From the proof of Theorem 4.23, we know that Cye is a union of pseudospheres:

Cuo = U Cg. We want to apply the nerve lemma to this cover. First, by Theorem 4.24,
GeS
Cg is (n — 2)-connected.

As for the intersection of any set I of Cg, we have two properties. First, it cannot be
empty, since all Cg must contain the uninterpreted simplex of the complete graph on II, by
definition of 7G. This gives us that the nerve complex is a simplex, and thus co-connected.

And second, the intersection is also a pseudosphere, by application of Lemma 4.21. Indeed,
these are intersections of pseudospheres with the same processes which have an non-empty
intersection for each color: the view of this process in the complete graph.

We can thus conclude by application of the nerve lemma and Theorem 4.24. ]

4.4.3 Interpretation of uninterpreted complexes

Uninterpreted complexes only go so far; at some point, we need to consider initial values.
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Definition 4.28 (Interpretation of uninterpreted simplex). Let o be an uninterpreted simplex
on IT and 7 be a (n — 1)-simplex colored by II. Then the interpretation of ¢ on 7, o(7) =
{(p,V)|pelIN(veV = (Jq € viewy(p) : v = view,(q)))}

Then the same intuition can be applied to a full uninterpreted complex.

Definition 4.29 (Interpretation of uninterpreted complex). Let A be an uninterpreted com-
plex on IT and Z be a pure (n — 1) complex colored by II. Then the interpretation of A on
LA U o)

T a facet of Z
o a facet of A

These interpretations give protocol complexes, on which known result on computability
are applicable.

4.4.4 A Powerful Tool

On the combinatorial topology front, our results leverage two main tools: the impossibility
result on k-set agreement based on connectivity [19, Thm. 10.3.1], and a way to compute the
connectivity of a complex from the way it is built. This section develops the second idea.

First, let’s define the concept of shellability. This builds on the boundary complex of a
simplex, which is simply the complex formed by the faces of the simplex.

Definition 4.30 (Boundary complex). Let o be a simplex. Then the boundary complex of o
£ the complex formed by all proper faces of o.

Definition 4.31 (Shellability). Let A be a pure complex of dimension d. Then A is shellable
£ there is an ordering @1, ..., ¢, of its facets such that for every 1 <t <r —1,

(6o

i=1

is a pure subcomplex of dimension d — 1 of the boundary complex of 41, i.e., of skel?™! 1.
The ordering is a shelling order.

The intuition here is that the complex is the union of simplexes of dimension d, and there
is an order in which to add simplexes, so that the new simplex is connected to the rest by d—1
simplexes, some of its own facets. In the concrete case of 2-simplexes (triangles) for example,
they must be connected to the rest by 1-simplexes (edges).

Here, unions and intersections apply to the complexes induced by the facet and all its
faces.

For example, the complex in Figure 4.4a is shellable, but the one in Figure 4.4b is not.

Given a shelling order ¢1,...,¢, of a complex A, (J'_; ¢:) N @sy1 is the union of the
complexes induced by some (d — 1)-faces 71, ..., 7s of ¢r+1, by definition of shellability. Each
7; is a face of a facet o of Uf_,¢;, hence ;41 and o; share a (d — 1)-face. Then,

<U @l) N1 = U((,DtJrl ﬂO’j).

i=1 j=1

The following technical result also serves in the following proofs.
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(a) Shellable complex (b) Not-shellable
complex

Figure 4.4: Examples of a complex that is shellable and one that is not

Lemma 4.32 (Shellability of simplex boundary [19, Thm 13.2.2]). Let A be a pure (d — 1)-
dimensional sub-complex of the boundary complex of a simplex of dimension d. Then A is
shellable, and any sequence of its facets is a shelling order for A.

Finally, the last piece of the puzzle is this straightforward corollary of the nerve lemma for
a cover with two elements.

Corollary 4.33 (Two elements nerve lemma). Let C' and K be k-connected complexes. If
CNK is (k—1)-connected, then C' U K is k-connected.

Now I can state the main technical result of the section. It extends the result from
Castaneda et al. [66] and adapts it to the interpretation of complexes needed here. While
Castaneda et al. studied the complex given by the interpretation of a single graph (to capture
predicates like LOCAL and CONGEST [25]), what matters care about the complex resulting
of the interpretation of a set of graphs.

If each input simplex gets sent into a complex, and both the output complexes and the
mapping are "nice", then the interpreted complex is highly connected.

Lemma 4.34. Let A be a pure shellable complex of dimension d, B a complex, (B;)ier a cover
of B, and £ > 0 an integer. Suppose that there is a bijection o between the facets of A and the
elements of (B;)ier such that:

1. For every facet ¢' of A and every pure d-subcomplex Ule w; € A satisfying that
(Uﬁzl goz-) N = Ui (¢ Noy) for some of A’s facets o1,...,0s, with each o; and ¢

sharing a (d — 1)-face, it holds that ( - a(goi)) Na(e) =UiZ; (a(¢@’) Naloy)).

2. For every t > 0 and every collection pg, o1, ..,p of t + 1 facets of A with each p; and
©o sharing a (d — 1)-face, it holds that Ni_y a(p;) is least (£ — t)-connected.

Then, B is £-connected.
Proof. We prove the claim by induction on /.

o (Base case) ¢ = 0. We need to prove that B is 0-connected, by induction on the length
of a shelling order of A. Fix a shelling order ¢1,...,¢om of A, so B = U~ a(y;).

— (Base case) B = «a(y1). By hypothesis (2), for the case t = 0, B = a(p;) is at
least | — ¢t = O-connected.
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— (Induction step) Suppose that |J;_; a(go,) is 0-connected, for some 2 < r < m.
We have that a(y,) is O-connected by hypothesis (2), as above. We show that

(U:;ll a(gpi)) N a(p,) is (—1)-connected, namely, non-empty, and then Corol-
lary 4.33 imply that B = ( 2;11 oz(gpi)> U a(p,) is O-connected. By definition of
shellability,

r—1

(U goZ-) N, =1 U...UTs,

i=1

where each 7; is a face of dimension (d — 1) of ¢,. For each 7; there is a facet o; of
"l ¢; such that 7; C oj. Thus, ¢, and o; share a (d — 1)-face and

r—1 s
(U %) Ner = (ernay).

i=1 j=1

By hypothesis (1) we have that

r—1 s
<Ua(g0@>ﬂa ©r) U a(pr) Na(oy)) .

i=1

Each o; shares a (d — 1)-face with ¢,, so hypothesis (2), with ¢t = 1, implies that

a(pr) Na(oy) is at least (—1)-connected, which implies that (UZ 1 a(«pz)) Na(er)
is non-empty.

e (Induction step) Suppose that the statement of the theorem holds for ¢ — 1, and
consider a shelling order ¢1,..., @, of A. Our aim is to show that B = %, a(y;) is
{-connected.

As in the base case, we proceed by induction on the length of the shelling order.

— (Base case) B = a(yi1). By hypothesis (2), for the case t = 0, B = a(p;) is at
least ¢ — 0 = f-connected.

— (Induction step) Suppose that [J;_; a(goz) is £-connected, for some 2 < r < m.
We have that a(y,) is ¢-connected by hypothesis (2) as above. If we show that
( - a(gpi)) Na(pr) is (£ — 1)-connected, Corollary 4.33 implies that J;_; a(¢;)
is ¢-connected.
To do so we use the theorem for £ — 1. As seen before, there are facets o1,..., 05
of U/Z{ @i such that each o and ¢, share a (d — 1)-face,

r—1 s r—1 s
<U%>ﬂ¢r=U(¢rmfj) and (UM%)HCM ©r) U a(er) Na(oj)).

i=1 j=1 i=1

Let B = Uj_; (a(¢r) Na(oj)). Let Ai,..., Ay be simplexes among the o;’s such
that a(e,) ﬂ oz()\z) 7& a(pr) Na(Ny) for i 7& i’, and the a(er) Na(N;) still form a
cover of B': B = ., (a(er) Na(N)). Let .A’ = U, (¢r N A;). Note that A’ is
pure of dimension d — 1 and is a subcomplex of the boundary complex of ¢,.

By Lemma 4.32, A’ is shellable. The facets of A’ are the intersections ¢, N A;.
Consider the bijection (¢, N A;) = a(er) N a(X;) between the facets of A" and
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our cover of B'. Now, let . N A be any facet of A" and U™, (¢r N A}) be any pure
(d—1)-subcomplex of A’. Note that every pair of facets of A’ share a (d—2)-face as
both are (d—1)-faces of ¢,. Then, ¢, N A and each ¢, N\, share a face of dimension
d — 2, and thus we can write

[

(@ B(er 0 Aé)) NBGer X)) = (Bler N X) N BerNAY)) -

=1 i=1

ml

(@rm)‘)) (or NA) :U (prNA)N ‘PrmAé))
=1

3

1

and

3

We conclude that hypothesis (1) of the theorem holds for A’, B' and 3.

Finally, consider any collection ¢, NG, ..., ¢, NN}, of t' 41 facets of A’. As already
noted, each of them and the first one share a (d — 2)-face. We have that

t t t

7= Bler N X) = [(aler) Na(X)) = aler) N[ a(X).
=0

i=0 =0

As said above, the \;’s are facets of A and each of them and ¢, share a (d —1)-face.
By hypothesis (2) with ¢t = ¢'+1, 7 is of at least ({—t) = ({—(t'+1)) = ({—1)—t)-
connected. Then, hypothesis (2) of the theorem holds for A’, B/, 8 and £ — 1.

We have all hypothesis to use the theorem with A’ and B’ and ¢ — 1. Therefore, B’
is (¢ — 1)-connected, and then U]_;a(y;) is f-connected.

O]

4.5 One round lower bounds: a touch of topology

As before, we start with the simple closed-above case, where the predicate is the closure of a
single graph. In this case the tight lower bound follows from Castafnieda et al. [66, Thm 5.1],
as mentioned above.

Theorem 4.35 (Lower bound on k-set agreement for simple closed-above predicates). Let
HO a simple closed-above predicate generated by the graph G. Let k < v(G). Then k-set
agreement is not solvable on HO in a single round.

Let’s thus focus on general closed-above predicates. Here the underlying structure of the
protocol complex is leveraged through two tools: the main lemma from Section 4.4.4, as well
as two graph parameters: the distributed domination number over a set of graphs, and the
max-covering numbers of a set of graphs.

Definition 4.36 (Distributed domination number of a set of graphs). Let S be a set of graphs.
Then the distributed domination number S,

VP CIIVS;, CS:
,ydist(s) 2 mindi>0 (’P| =1 A ‘Sz| = min(i, ’SD)

= U Outg(P)=1
GeS;
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Figure 4.5: The two graphs generating a predicate with different domination numbers

Figure 4.5 gives a set S of graphs for which 74(S) and y%*!(S) differ. Indeed, 7°I(S)
equals 3 in this context, because some sets of two processes (for example {pi,p2} is not a
dominating set in both graphs). On the other hand, y%5!(S) equals 2. That’s because any set
of two processes reach all processes when considering the neighbors in both graphs.

So a set of 4°9(S) processes dominates each graph of S separately, whereas a set of y%5¢(,S)
processes might not dominate any graph of S, but it dominates every subset of 7%5!(S) graphs
of S when all the neighbors in all the graphs are considered together. Thus y%5!(S) < 4¢4(S).
Fitting, considering the former is used in lower bounds and the latter in upper bounds.

Next, the max-covering numbers are quite subtle. For i < v%5!(S), the i-th max-covering
number of S is the maximum number of processes hearing a set of ¢ processes, summed over %
graphs in .S. That is, the max-covering numbers capture how much values can be disseminated
in the best case. They serve in lower bounds by giving a best case scenario to focus on for
proving impossibility.

Definition 4.37 (Max covering numbers of a set of graphs). Let S be a set of graphs and
i < y%t(S). Then the i-th max-covering number of S,
_cov; (S) & Outg(P))|.
mar-con($) £ max - |( U Out(P))
S;CS,|S;|=min(s,|S])
U Outg(P)#1I

Ges;
We also define the i-th max-covering coefficients on .S,

M;(S) = { {H;HJ if maz-cov;(S) > i

max-cov; (S)—1
n—i if max-cov;(S) =i

Let’s now state the lower bound for general closed-above predicate. Notice that there is
an additional constraint: the closed-above predicate is not generated only by the clique. If it
was, then the [ of the lower bound could be equal to —1 (because the y4*(S) of a clique is 1)
and thus the bound would talk about 0-set agreement, which doesn’t exists.

Since every k-set agreement is trivially solvable on the clique, this constraint does not
reduce the application of the bound.

Theorem 4.38 (Lower bound on k-set agreement for general closed-above predicates). Let
HO be a closed-above predicate generated by the set of graphs S, such that S is not the singleton
set of the clique..

Let | = min(y%5!(S), : min (S)[t + M(S)) — 2. Then (14 1)-set agreement is not solvable on
te[l,ydest

HO in a single round.

Proof. Tt is known that when the protocol complex is k-connected, non trivial k 4 1-set agree-
ment is impossible. Herlihy et al. [19] gives an example derivation for colorless protocols, and
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Castafieda et al. [66] give one for colored protocols. We thus prove that the protocol complex
generated by HO after one round is [-connected.
As we said, we want to apply Lemma 4.34. Our A is the pseudosphere W(II, [0, k]), our B
is Cyo(A) and our mapping « sends a facet o of A on Cyp(o) = U Cq(o).
GeS

e Let ¢ be a facet of A and take a pure d-subcomplex U§:1 p; C A satisfying that
(Ule goi) N¢' = UiZ; (o N¢') for some of A’s facets o1,...,0,, with each o; and ¢’
sharing a (d — 1)-face.

We want to show that ( L oz(goi)) Na(e') = Uiz (aloi) Na(y’)).

— Let 7 be a simplex of ( - a(gpi)) Na(¢). Since ( - a(goi)) Na(y') =
Ul_; (a(pi) Na(y’)) by distributivity of intersection on union, we have some i €
[1,¢] such that 7 is a simplex of a(g;) N a(y).

Now, a sends a simplex o to Cyo(0); thus a(¢’) Nalp;) = Cuo(p’) N Crol(p;) =
(U Cal@)N(U Cale:) = U Ca(¢)NCr(o;). Hence T being a simplex of
Ges Ges G,HeS

a(p;) Na(p’) means that 3G, H € S for which every process of 7 has its view in
both Cg(pi) and Cy(¢'). And a view is completely defined by the value received
from other processes. That is, V(p,v) € 7,V(q,v4) € v : (q,v4) € @i N .

By our equation <U§:1 %’) Ny’ = Ui (0 N¢') thereis | € [1, s] such that ¢;Ng’ C
o N¢'. Then all (¢,v,) € v are also in 0; N ¢’. We conclude that all (¢, v,) € v are
in oy and in ¢/, and thus 7 is a simplex of a(a;) N a(¢’).

— Let 7 be a simplex of J;_; (a(0;) Na(¢)). Thus there is some i € [1, s] such that
7 is a simplex of a(o;) Na(y’). That is, ¥(p,v) € 7,Y(q,vq) € v : (q,vq) € 05 N .
Then, by our equation (ngl <pi) N’ =Ui_; (s N¢'), there is | € [1,¢] such that
V(p,v) € 7,Y(q,vq) € v : (q,vq) € ¢1. We conclude that all (¢,v,) € v are in ¢; and
in ¢', and thus 7 is a simplex of ( - a(gpi)) Na(e).

e« Now we want to study the connectivity of the intersection of well-chosen facets. Let
t >0 and ¢g, ¢1,.-.,¢t be t + 1 facets of A with each ; and g sharing a (d — 1)-face.
We want to prove that (._q a(y;) is [ — ¢ connected.

Because [ < v%51(S)—2, we only have to consider t < y%5(S), because | —y%5(S) < —2,
and thus in the case t > y%5!(S), there is no constraint to satisfy on the connectivity of
the intersection.

Now, each a(y;) is in fact Cyo(pi) = U Ca(gi). We start by developing the Cyo(p;)
GeS

into the union of the Ci(p;) and applying the distributivity of intersection over union
on this big intersection:

N Cuolwi) = N U Calyi)
1€[0,t] i€[0,t] GeS
- U ﬂ CGi(‘Pi)

Go,G1,...,Gt€S i€[0,t]

As always, we naturally get a cover of our space. We thus use the Nerve Lemma.
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This requires first a computation of connectivity for the N, Cg,(¢i). We are taking
the intersection of pseudospheres, which gives a new pseudosphere by Lemma 4.21. To
compute its connectivity, we need to now how many processes end up with a non-empty
set of view, by Lemma 4.22.

Let us assume that the ; are all distinct; if not we can remove the duplicate and start
with a lower t. Then, because they all intersect with ¢y on a (d — 1) face, we have
Ni_o @; of dim (d —t). That is, in these input simplexes, there are (d —t) processes with
the same input value across all ¢;. Or equivalently, there are t processes with different
values for some ;.

Let P be the set of t processes with sometimes different initial values across the ;. Then
the processes disappearing from ﬂfﬁzo Cg, (i) are the ones receiving the values from P.

But for t < y%5t(S), we know either all processes receive the values from P, or at
most max-covy(S) do. Thus N:_, Cg,(p;) is either empty or a pseudosphere with (n —
maz-cov(S)) processes with a non empty set of views. It is therefore empty or (n —
max-cov(S) — 2)-connected by Lemma 4.22.

Let us index the subsets of S of size ¢ whose intersection is non-empty. Then let J be

a set of index of size < M;(S). We now show that (| () Cg,(¢i) is either empty or
€ iel0,t
" Ges)

(M(S) —2—|J|+1) = (M(S) — |J| — 1)-connected.

If P dominates any set S; for j € J, then the intersection for this set is empty, and thus
the intersection of the intersections of J is also empty. Let us thus assume from this
point that P does not dominate any set S; with j € J.

Then in each G' € S;, P talks to at most max-cov;(S) processes. Of these, there are
max-cove(S) — t who are not in P. This means that in the worst case, P talks to
|J|(max-covy (S) —t) processes not in P. Thus in this worst case, the number of processes
hearing the views of P is t + |J|(max-cov,(S) — t).

Therefore, the intersection is (n — t — |J|(max-cov(S) — t) — 2)-connected.

First we treat the case where max-cov,(S) = t, and thus where M;(S) = n —t. We
have an intersection that is (n — ¢ — 2)-connected, and n —t —2 > n —t — |J| — 1, since
|J| > 1. This actually holds for any J, even when |J| > M;(S). Hence the nerve complex
of our cover in this case is a simplex, and thus co-connected. We conclude by the nerve
lemma 4.26 that N’:_y a(p;) is (M;(S) — 2)-connected.

Now let us turn to the case where max-cov,(S) > t. Notice that n—t—|J|(maz-cov,(S)—
t)—2=(n—t—1)—|J|(maz-cov(S) —t) — 1 > (max-cov(S) — t)(M(S) — |J]) — 1.
And since M¢(S) > |J| and max-cov(S) > t, we have n —t — |J|(maz-covt(S) —t) —2 >
M(S) — |J| — 1. Among other things, this means that V.J such that |J| = M;(95),
N N Cg,(pi)is (—1)-connected and thus not empty.
jeJ i€l0,t]

G;€S;
This implies that the nerve complex contains the M;(.S) skeleton of a higher dimensional
simplex. And such a skeleton is at least (M;(S) — 1)-connected. We conclude by the
nerve lemma 4.26 that (:_o a(e;) is (M;(S) — 2)-connected.
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For t < ~%st(S), we thus have that N, a(p;) is (M;(S) — 2)-connected. And since
(t 4+ My(S) —2) > 1, we have M;(S) —2 > 1 —t, and thus Ny a(p;) is (I — t)-connected.

The two conditions of Lemma 4.34 are satisfied; we conclude that Cyo(.A) is I-connected,
and thus k-set agreement is unsolvable in one round on predicate HO. O

The term depending on y4t(S) in the lower bound serves when the max-covering numbers
are not sufficient to distinguish adversaries with different properties. Consider for example the
symmetric predicates generated by all unions of s stars, with s < n. Then for those graphs,
for t < 4454(S), we have maz-cov(S) = t, and thus M;(S) = n —t. Hence the minimum over
the t + M;(S) —2is n — 2.

But this would mean that (n — 1)-set agreement is impossible for s < n, whereas we can
clearly solve 2-set agreement for s = n — 1, for example. What depends on s is y%5(S) itself.
More precisely, Y%5!(S) = n — s + 1, because given P, we can consider only the graph where
the s centers of stars are in I\ P, up until the point where |P| > n — s.

Hence our lower bound shows that for the symmetric union of s stars, (n— s)-set agreement
is impossible in one round. Given that our upper bounds above tell that (n — s + 1)-set
agreement is possible in one round for this predicate, the bound is tight.

Finally, the bound can be specialized for symmetric predicates.

Corollary 4.39 (Lower bounds for symmetric closed-above pred-
icate). Let G be a graph different than the  clique. Let 1 =
n—t—1 ; N
min 7% (Sym(QG)), min t+ [ttty i mazcon({G}) > ¢ —92
te[1,ydist(Sym(Q))] if maz-covs({G}) =t

Then (I + 1)-set agreement is not solvable on the predicate generated by Sym(1G) in a single
round.

Proof. We simply compute M*(Sym(G)) from M;({G}). First, notice that if max-cov,({G}) =
t, then no other process hears any set of ¢ processes. This is invariant by permutation, and
thus maz-covt(S) = t, and M(Sym(G)) =n —t.

We now turn to the case maz-covy({G}) = t. In the worst case, we have a P C II
of size t that hits maz-cov,({G}) processes in G. Of these, max-covi({G}) — t processes
are not in P. By permutation, we can take, in the worst case, ¢ — 1 other graphs
where these maz-cov,({G}) — t are completely different. That is, in the worst case, P
touches max-cov(Sym(QG)) = t + t(maz-cov,({G}) — t) processes. And thus M;(Sym(G) =

\‘maaz—cogizgv;’iz(G))—tJ = [t(maxﬁ’;)t?):(lG)—t) : m

Notice that all these lower bounds are valid for general algorithms, not only oblivious ones.
The reason is that a one round full information protocol is an oblivious algorithm.

4.6 Multiple rounds

Given that the focus on oblivious algorithms, a natural approach to extending the lower bounds
to the multiple rounds case is to look at the product of graphs. By product, I mean the graph
of the paths with one edge per graph. Thus the products of r graphs capture who will hear
who after r corresponding communication rounds.
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Definition 4.40 (Graph path product). Let G and H be graphs with auto-loops (Vv € II :
(v,v) € E(G) A (v,v) € E(H)). Then their graph path product G o H £ the graph (II, E)
such that Yu,v € I1: (u,v) € I = Jw €Il : (u,w) € E(G) A (w,v) € E(H).

Since the result is still a graph, the lower bound for one round still applies. At least, if
the resulting graph still satisfy the hypotheses of the lower bounds. It does, although product
doesn’t maintain closure-above. This subtlety is explained in the next subsection.

4.6.1 Closure-above is not invariant by product, but its still works

What is the pitfall mentioned above? Quite simply, that the product of two closed-above
predicates does not necessarily gives a closed-above predicate. This follows from the fact that
the closure-above of a product of graphs doesn’t always equal the product of the closure-above
of the graphs.

Let’s take an example: the product of a cycle with itself.

Why? Simply put, adding the new edge to either of the two cycles necessarily creates other
edges in the product. Adding an edge from ps to any other node than ps or ps also creates
new edges; so does adding an edge to py and then an edge from py4 to pg, or an edge from ps
to pg in the second graph.

Hence the product of the closure above of this cycle with itself is not the closure-above of
the squared cycle. To put it differently, closure-above is not invariant by the product operation.

Nonetheless, the bell does not toll for our hopes of extending the bounds. What is used in
the lower bound proofs above is not closure-above itself, but its consequences: being a union of
pseudospheres containing the full simplex, such that for each pseudosphere, all graphs contain
the smallest graph.

All three properties are present in a specific subset of the product of two simple closed-
above predicates: all products where edges might be added to the last graph in the product
but not to the other. Each added edge only alters the view of its destination, since it is
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in the second graph, and multiple added edges don’t interfere because they are all added to
the same graph. Hence the views of processes can change one at a time, and thus give a
pseudosphere. Since adding no edge gives the original product and adding all missing edges
gives the clique, the other two properties also hold Then taking this subset of the product of
two general closed-above predicates result in a union of pseudosphres, one for each product of
the underlying graphs.

Therefore relevant subcomplexes exists within the product of closed-above predicates, and
then the lower bounds only depend on the properties of the underlying product of graphs.

4.6.2 Upper bounds for multiple rounds

Even though the section before just explained how to deal with lower bounds for multiple
rounds, let’s still start by giving upper bounds for multiple rounds. This is for the same
reason as in the one round case: the upper-bounds require no combinatorial topology, and
they allow us to introduce concepts needed for the lower bounds.

The algorithm is the same than for a single round, except that the exchange of values runs
for r rounds. Note that this algorithm is parameterized by the number of rounds it uses.

Definition 4.41 (Multiple rounds k-set agreement algorithm). Let » > 0. Assume that the
set of initial values to k-set agreement is totally ordered. Then the r round k-set agreement
algorithm 7 — rounds £ the algorithm where each process

o broadcasts the set of pairs (process,initial value) that it knows for r rounds;
e and then decides the minimum value it received.

First, a little preliminary result is required for upper bounds: that the product of closed-
above predicates is included in the closure-above of the product.

Lemma 4.42 (Product and inclusion for closed-above). Let G and H be two graphs. Then
1Go 1 H C1(G o H).

Proof. Let K €t Go t H. Thus 3G’ et G,3H' et H : K = G' o H'. Let u,v € II such that
(u,v) € Go H. We show that (u,v) € K; this will entail that K €1 (G o H).

Because (u,v) € GoH, 3w € I : (u,w) € E(G)A\(w,v) € E(H). But G’ €tG and H' €1 H,
therefore (u,w) € E(G') A (w,v) € E(H'). We conclude that (u,v) € G'o H = K. O

Hence taking the closure-above of the products of our graphs over-approximate the actual
predicate after r rounds. And thus algorithms working on these approximations work on the
actual predicate.

Now, let’s start with simple closed-above predicates. Just like for the one round case, they
are completely characterized by the domination number of their underlying graph.

Definition 4.43 (Multiple rounds k-set agreement algorithm). Let r > 0. Assume that
the set of initial values to k-set agreement is totally ordered. Then the r round k-set
agreement algorithm parametrized by a set of process, r — roundsParam = VS C 11,
r — roundsParam(S) is the algorithm where each process

o broadcasts the set of pairs (process,initial value) that it knows for r rounds;
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e and decides the minimum value it received from a process of S. If no such value were
received, it decides the minimal value it received from any process.

Theorem 4.44 (Upper bound (multiple rounds) for simple closed-above predicates). Let HO
be a simple closed-above predicate generated by the graph G. Let r > 0 and D be a minimum
dominating set of G". Then Algorithm r — roundsParam(D) solves v(G")-set agreement in r

rounds on HO.

Proof. Because r — roundsParam(D) is an oblivious algorithm, at round r every process p
takes its decision from only the pairs of (process, initial values) it has received in the r rounds.
This is equivalent to saying that p received all the initial values of its incoming neighbors in
the product of the » communication graphs.

By Lemma 4.42, this product of graph is included in TG". Thus every processe receives at
least the initial value from its incoming neighbors in G". Since D is a dominating set of G",
this means every process decides an initial value from a process of D. And since |D| = v(()G"),
at most v(()G") values are decided.

The algorithm thus solves v(()G")-set agreement on HO. O

But for general closed-above predicates, one cannot use the domination number itself,
because one cannot know which of the underlying graphs will be there. As in the one round
case, these bounds rely on the equal-domination number and covering numbers.

Theorem 4.45 (Upper bound (multiple rounds) on k-set agreement by 7°4(.S) for general
closed-above models). Let HO be a general closed-above predicate generated by the set of
graphs S. Let r > 0. Then Algorithm r — rounds solves v°1(S")-set agreement in r rounds on

HO.

Proof. Because r — rounds is an oblivious algorithm, at round r every process p takes its
decision from only the pairs of (process, initial values) it has received in the r rounds. This
is equivalent to saying that p received all the initial values of its incoming neighbors in the
product of the 7 communication graphs.

By Lemma 4.42, this product of graph is included in U 1Q0j—1G; =1 S". Thus
G1,....,Gr€S
there is a graph G in S” such that every process receives at least the initial value from its

incoming neighbors in G.

Let P be a set of 44(S") processes with the smallest initial values. They have thus at
most v4(S™) distinct initial values. By Definition 4.10 of v¢?(S"), P dominates every graph in
S”, including G. Thus taking the minimum value received will result in deciding one of those
initial values, and thus one of at most v°?(S™) values.

We conclude that the algorithm solves v¢4(S")-set agreement in r round on HO. O

Theorem 4.46 (Upper bounds (multiple rounds) on k-set agreement by covering numbers
for general closed-above predicates). Let HO be a general closed-above predicate generated
by the set of graphs S. Let r > 0. Then Vi € [1,7°Y(S")[: Algorithm r — rounds solves
(i + (n — cov;(S™)))-set agreement in r rounds on HO.

Proof. Because r — rounds is an oblivious algorithm, at round r every process p takes its
decision from only the pairs of (process, initial values) it has received in the r rounds. This
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is equivalent to saying that p received all the initial values of its incoming neighbors in the
product of the 7 communication graphs.

By Lemma 4.42, this product of graph is included in U 1O G; =1 5". Thus
G1:~--7Gr65
there is a graph G in S” such that every process receives at least the initial value from its

incoming neighbors in G.

For a set of ¢ processes with the i smallest initial values, they will reach at least cov;(S™)
processes in G. Thus these processes will decide one of the ¢ values when taking the smallest
value they received.

As for the rest of the processes, we can’t say anything about what they will receive, and
thus we consider the worst case, where they all decide differently, and not one of the ¢ smallest
values. Then the number of decided values is at most i + (n — cov;(S")), and the theorem
follows. O

One issue with these bounds is that they require the computation of possibly many prod-
ucts, as well as the computation of the combinatorial numbers for a lot of graphs. One
alternative is to forsake the best bound possible for one that can be computed using only the
numbers for the initial graphs.

This hinges on covering number sequences. Recall that the i-th covering number of a graph
is the minimum number of processes hearing a set of i processes that do not broadcast. In a
sense, it gives the guaranty of propagation of information by a set of ¢ processes.

That’s the whole story for one round. But what happens when you do multiple rounds?
Then, if the i-th covering number of the graph is greater than 4, this means that in the next
rounds, the minimum number of people who will hear the value of the ¢ initial processes is the
covi-th covering number. And if this number is greater than cov;, this repeats.

Covering number sequences capture this process. One can also see them as the sequences
of covering numbers for powers of the graph.

Definition 4.47 (Covering number sequences). Let G be a graph. Then the i-th cover-

ing numbers sequence of G = (s;)] en+ such that s{ = cov;(G) and V& > 1 : s}, =
|| if sj, = 7°(G)

( covgi (G) if st <7%(G) )

Armed with these sequences, an upper bound follows from G directly.

Theorem 4.48 (Upper bounds on k-set agreement by covering numbers sequences). Let HO
be a simple closed-above predicate defined by the graph G on II. Then if the i-th covering
sequence of G reaches |II| for the first time at round t, ¥r > t: Algorithm r — rounds solves
i-set agreement on the predicate HO.

Proof. Let S be the set of the ¢ smallest initial values. There are at least k processes with one
of these values. Now the i-th covering sequence of G gives us a lower bound on the number
of processes who know these values for each round. We show this by induction on the index
7 of the sequence elements.

o (Base case) j = 1. Then after one round, all processes who heard from our i initial
processes know their initial values; this number is lower bounded by cov;(G).

+ (Induction step) j =t + 1 and the result holds Vj < t. Notably, s¢ lower bounds the
number of processes knowing one of the 7 initial values after ¢ rounds.
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— if 54 > 4°4(G) then whatever the set of processes knowing one of the ¢ values after
round %, they form a dominating set. And thus every process will know at least on
of these values after round ¢ + 1, corresponding to s, = n.

— If 8¢ < 4%(@), then not all sets of size st are dominating sets. But they all reach
at least covsi(G) processes. Thus after round ¢ + 1, at least that many processes
know at least one of the ¢ initial values.

Hence, if the i-th covering sequence reaches n after say round ¢, all processes know at
least one initial value from every set of i processes. Notably, every process knows one of the
1 smallest initial values, and thus choosing the smallest value ensures that i-set agreement is
solved.

Thus Vr >t : Algorithm r — rounds solves i-set agreement on HO. O

This bound generalizes to general closed-above predicates by generalizing the covering
numbers sequences to a set of graphs.

Definition 4.49 (Covering numbers sequences for sets of graphs). Let s be set of graphs.
Then the i-th covering numbers sequence of S £ (s;); en+ such that s; = gug covi(Q)
€

and

n if sk > max keg—dom(G)
Vk21:sk+1:( ges

réggl covs, (G) if s < max keq—dom(G)

Theorem 4.50 (Upper bounds on k-set agreement by covering numbers sequences for general
closed-above predicates). Let S be a set of graphs on IL. Then if the i-th covering sequence of
S reaches |I1| for the first time at round t, Vr > t: Algorithm r —rounds solves i-set agreement
on the closed-above predicate generated by S.

Proof. If the i-th covering number sequence of S reaches n after step ¢, this means that every
set of ¢ processes is heard by everyone after ¢ rounds. In particular, the ¢ processes with the
smallest initial values will be heard by everyone.

Hence Vr >t : Algorithm r — rounds solves i-set agreement. O

4.6.3 Lower bounds for multiple rounds

In the same way as upper bounds, lower bounds generalize cleanly to multiple rounds.

Theorem 4.51 (Lower bound (multiple rounds) on k-set agreement for simple closed-above
predicates). Let v > 0 and let HO a simple closed-above predicate generated by the graph G
different from the clique.

Then (v(G) — 1)-set agreement is not solvable on HO in r rounds by an oblivious algorithm.

Proof. Because we only consider oblivious algorithms, we can consider the graphs given by
the products of r graphs of HO as generating a predicate, and apply our bound for one round.
The trick is to know if (1 G)" is itself a simple closed-above predicate. One would think
that probably (1 G)" =1 G", but this is not true in general, as shown in the examples at the
beginning of the section.

On the other hand, (1G)" contains a subcomplex which has all the properties that we use
in the proof of our lower bound: G"~!. 1G.
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e It is a pseudosphere. Indeed, such a complex contains the uninterpreted complex of
G"~1.G = G"; and each edge added to G only changes the view of one process in the
product, the one receiving the new message.

Hence we can change the view of each process independently of the others (because we
only add messages to the last graph, and thus no two such messages can interfere with
each other to create a new path).

o It contains the full simplex. This follows from the fact that TG contains the clique, and
our product operation maintain this graph.

e It is included in the complex 1 G". This follows from the fact that adding messages to
G can only add messages to the product, and thus all considered graphs contain G" and
thus are in TG".

This means that this subcomplex can be treated just like the complex of 1 G" in our lower
bound for one round. The theorem follows. O

Theorem 4.52 (Lower bound (multiple rounds) on k-set agreement for general closed-above
predicates). Let r > 0 and let HO be a closed-above predicate generated by the set of graphs
S, such that S is not the singleton set of the clique..

Let | = min(y%5t(S"), : Hdl_iItl( )[t + M(S")) — 2. Then (I + 1)-set agreement is not solvable
te[1,ydist (ST
on HO in r rounds by an oblivious algorithm.

Proof. The idea is the same that for the proof above, except that for each product of r graphs
G1.Gs. .. .. G, we consider the complex of the graphs in G1.Ga. . ... Gr_1.1G,.

This satisfies the same three properties used in our lower bound proof than 7
(G1.Ga. . ... G.), and thus our lower bound gives the same result.

This means we can consider the union of our complexes like the the union of the complexes
for 1(G1.Gs. . ... G,) for each product of r graphs of S, that is like the complex of the general
closed-above predicate generated by S™. O

As a concrete applications of these bounds, let’s consider a classical family of subgraphs:
stars.

Definition 4.53 (Star graph). Let G be a graph. Then G is a star graph = 3¢ CI1: G =
(V. {c} x I0).

Theorem 4.54 (Lower bound for stars). Let S be the set of graphs which are unions of s star
graphs with different centers. Then (n — s)-set agreement is not solvable in the closed-above
predicate generated by S.

Proof. First, we have Vr > 0 : y%5(S") = 44st(S) = n — s + 1.

The first equality follows from the fact that the product of any star graph with itself is
the same initial star graph; hence S C 5", and a set of n — s processes in the n — s graphs
with stars at the other s processes does not dominate these graphs. This actually gives
Adist(ST) > ~4ist(S): the other direction follows form the fact that VG € S",3H € S: G €1 H.
Hence every set of ¢ graphs in S™ will have more edges than some set of ¢ graphs in S, and
thus will be easier to dominate.
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One round Multiple (r) rounds
Upper Bound eq eq(ar
by v¢4(S) 1(S) 71(S7)
Upper Bound | . . -
b}f)iovi(S) i+ (n — covi(S)) i+ (n — covi(S™))
. ,ydist (S), ‘ ,Ydist (Sr),
Lower Bound min min ¢+ My(S) | ~ 1 | min min t4+ My(ST) | — 1
te[Lydist(S)] tE[Lyhst(ST)|

Table 4.1: Overview of the main results of the chapter.

As for the second equality, it follows from the fact that from a set of n — s + 1 processes,
and among n — s + 1 distinct graphs, at least one of the process is the center of a star in one
of the graph, and thus the processes dominates the graphs.

On the other hand, Vt € [1,y4¢(S) — 1] : t + M'(S") — 2 = n — 2. This equality comes
from the fact that any set of ¢ processes that does not dominate a given set of ¢ graphs of S”
is distinct from the stars of these ¢ graphs. Thus they are silent, and then max-cov,(S™) =t
and M*(S") =n —t. We thus have t + M'(S") —2=t4+n—t—2=n—2,

Therefore min(y#5/(S™),  min ¢+ My(S")) —2=min(n — s+ 1,n) —2=n—s — 1.
tE[l,’YdiSt(ST)[
We conclude by Theorem 4.52. ]

4.7 Conclusion

4.7.1 Summary

In this chapter, I proved upper and lower bounds on k-set agreement for closed-above predi-
cates, the class of heard-of predicates defined by subgraphs that must be present in the com-
munication graph at each round. These predicates encompass many message-passing models
of distributed computing focused on safety properties. Table 4.1 summarizes these bounds.

Regarding the bounds themselves, although their proofs leverage combinatorial topology,
all the bounds here are expressed in terms of combinatorial numbers of the graphs. That is,
these bounds can be used without any knowledge of combinatorial topology. Yet combinatorial
topology was instrumental in showing such sweeping results.

4.7.2 History of the research

This research comes from a collaboration with Armando Castenada. Armando came to
Toulouse to work with my advisors in the summer of 2018, when I proposed a collabora-
tion to him on applying combinatorial topology to the Heard-Of model.

This spawned a back and forth, which resulted in a proof of the idempotence of many
protocol complexes linked with the Heard-Of model, and subsequent lower bounds for the
k-set agreement. These results were written up for PODC 2019. Yet a week before the
submission, we realized that I made a mistake which greatly limited the breadth of the result.

The paper was thus scrapped, and the research started anew. During my two-month
research stay in Mexico in May/June 2019, Armando proposed what would become the closed-
above predicates, and the results followed from here.
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4.7.3 Perspectives

Two direct extensions of this research would be: bounds on predicates that are not closed-
above, maybe not even oblivious; and an analysis of the tightness of the lower bounds.

Although closed-above predicates are a natural subsets, they still limit greatly the models
that can be studied. But predicates not closed-above, or not even oblivious, would not reduce
to the one round case, and thus would require new ideas.

For the tightness, it’s hard to know whether there’s a big gap between the upper and lower
bounds proven in this chapter. My intuition would say that they are close, but further analysis
is required to prove or disprove this conjecture.



CHAPTER 5

Conclusion

5.1 Summary

The Heard-Of model aims to solve a fundamental problem of distributed computing: the
overabundance of incomparable models. It abstracts away many different parameters into
a formal property about infinite sequences of graphs. This elegant formalism then makes
it possible to prove sweeping results linking models, and to go from one to another in as
systematic way.

Yet it is not used much by researchers. This thesis addresses three angles on this problem:

« How to find, in a principled way, the right heard-of predicate to study a
given model. For someone to use the Heard-Of model instead of another one, the
latter must be expressed in the former. I proposed to do this by adding an interme-
diary step between the operational models and the heard-of predicates: the delivered
predicates, which capture only the addition of rounds to the model, not any subtleties
of asynchrony. I then showed how to derive delivered predicates from operational mod-
els — through combination of operations —, and how to derive heard-of predicates from
delivered predicates — through strategies.

e The existence of predicates equivalent in terms of solvability with specific
models. Once a model is expressed through a heard-of predicate, a natural question
to ask is whether something was lost in this translation. I gave an element of answer
by finding heard-of predicates equivalent to the Chandra-Toueg hierarchy of failure de-
tectors. Because this equivalence is couched in terms of solvability, I also explored the
different notions of solvability in the Heard-Of model, for which such equivalences can
be proven, and how to move between them.

e How to prove results on heard-of predicates using general powerful tech-
niques. Finally, a heard-of predicate serves to prove results. Here the elegant formal-
ization makes things more difficult, as heard-of collection tend to be mathematically
more complex to handle than classical models of distributed computation. A need thus
exists for a systematic approach to derive computability and complexity results. I started
one such approach by applying combinatorial topology tools to the solvability of k-set
agreement problem. When limiting ourselves to specific classes of heard-of predicates,
these tools generate valuable lower and upper bounds on the k for which k-set agreement
is solvable.

Although the problems with the Heard-Of model are far from completely solved, the re-
search from this thesis cements the relevance of this model for studying distributed computing.
It entails that common models can be abstracted by heard-of predicates, without losing too
much power, and that results can be proved on these models with general techniques.
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5.2 Perspectives

When thinking about what still needs to be done, I see two parallel threads: studying further
the three aspects of the Heard-Of model investigated in this thesis; and exploring other aspects
of the Heard-Of model.

5.2.1 Further perspective on my work

Finding the right heard-of predicate In Chapter 2, the perspectives focused on the next
steps in the study of delivered predicates and strategies. Zooming out, one question becomes
obvious: is there always a characterizing heard-of predicate for a given delivered predicate?

My intuition say that there is. Yet this is not trivial to prove, because there might be an
infinite sequence of improving strategies without a concrete limit. The vocabulary smells of
point-set topology, and that’s where my intuition tells me that the proof of this statement —
or its refutation — lies.

Even if delivered predicates without a characterizing heard-of predicate exist, they might
be so pathological as to not matter in practice. Which means that the next best thing to
proving the existence of a characterizing heard-of predicate is to delineate the set of delivered
predicates without one.

Comparing operational models and heard-of predicate Here too, the perspectives
of the corresponding chapter dealt with the concrete next step. This leave us free to ask the
underlying question: is there an operational model without an equivalence heard-of predicate?

I believe the answer is yes, yet I failed to find any such example. Maybe its because every
example is pathological, or maybe the models I explored are too well-behaved for that. Either
way, finding such a model would be a very important result, even more so if it reveals what is
lost in going to rounds.

If all models have an equivalent heard-of predicate, what to do becomes slightly more
tricky. The lack of formalization of operation models — that’s what the Heard-Of model is
here for, after all — means that no sweeping result can be proved on "every operational model".
The best one might hope for is a result on a large class of operation models which allows
formalization.

Proving results on heard-of predicates The research program for this last direction
points more towards mathematical understanding than a deep concept: the study of the
protocol complexes of heard-of predicates. My intuition screams that this is the right approach
to analyzing distributed problems in the Heard-Of model, and that the only obstacle in the way
of this approach is our inability to prove topological property about the relevant complexes.

What is left to discover is whether the right mathematical tool already exists in the com-
binatorial topology literature, or if distributed computing researchers will need to forge their
own.

5.2.2 Other questions

I already proposed many other open problems in my SIGACT News Distributed Computing
Column [3]; this subsection presents some of them in more detail.
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Translations between heard-of predicates From the start, the Heard-Of model comes
with a notion of translation between predicates. Such a translation from predicate HO;p to
predicate HOs captures the possibility of using multiple rounds of HO; to implement one
round of HO,. Intuitively, the same messages are sent for multiple rounds, and after that
many rounds, all that was received satisfy the property defining HOs.

Studying the closure of predicates through such translations would provide theoretical and
practical advances: the former thanks to the definition of equivalence classes of predicates,
and the latter by allowing one to check if an algorithm exists for a predicate by checking if an
algorithm exists for any predicate in its closure. As of now, the only in-depth examination of
these translations lies in Schmid et al. [40].

Probabilistic Heard-Of model The Heard-Of model is deterministic. Given an algorithm
and a collection, the behavior of the system is completely determined. Yet probabilistic models
and reasoning prove an important part of distributed computing. It’s thus only natural to ask
how one might add probability in this model.

I see two distinct approach. The first is to allow probabilistic algorithms. This has the
benefits of changing nothing about how predicates are defined; it only makes it harder to
study the behavior of the system. The other, more original take, is to make the predicate
probabilistic. Instead of saying that an algorithm should be correct for any collection in the
predicate, having a measure of probability on the set defined by the predicate would allow
a probabilistic definition of correctness: the algorithms must finish with probability 1, for
example. If previous work is an indication — like Ben-Or’s randomized consensus algorithm [74]
—, then this relaxation will yield fascinating new algorithms.

Repeated tasks The original paper by Charron-Bost and Schiper [37] focuses on consensus.
One limitation of consensus comes from it being a one-shot task: you solve it once, and then
you're done. Yet many problems in distributed computing fall on the repeated task side:
one must solve something over and over again. A perfect example is the implementation of
distributed objects.

This question intersect with the detection of termination, the composition of algorithms in
the Heard-Of model, and whereas the deterministic behavior given the input and the collection
must be maintained at all cost. Work in this direction is lacking, although some preliminary
research by Andrei et al. [48] attempts to tackle it.
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Résumé

La théorie des systémes distribués, a l'inverse de I'informatique théorique séquentielle, étudie
énormément de modeles différents et incomparables. En effet, elle se concentre sur 'incertitude
inhérente de la communication et de la synchronisation, qui peut se modéliser de milles fagons
différentes. Cela entraine une explosition du nombre de modeles a considérer, et avec une
difficulté a tous les garder en téte, les comprendre et les comparer.

Une solution récente a ce probleme utilise le concept de rounds — ou tours : une structure ou
chaque processus envoie a tous un message annoté avec son numéro de round courant, attend
un certain nombre de messages annotés avec ce méme numéro, et puis utilise ses messages pour
ses calculs locaux, avant de passer au round suivant en incrémentant son numéro. Aucune
proposition n’utilise cette idée aussi bien, a mon avis, que le modele Heard-Of de Charron-
Bost et Schiper. Ce dernier offre comme avantage significatif une absence — ou au moins
une minimisation — d’hypotheses opérationelles : pas de synchronie, pas d’adversaires, pas
méme de fautes. Tout revient aux messages qui sont recus par les processus a temps — c’est-
a-dire avant la fin du round correspondant chez le recepteur. Ces contraintes sur les messages
forment des collections heard-of, qui elles méme forment des prédicats heard-of, I’équivalent
des modeles classiques.

Malgré les promesses du modele Heard-Of, il ne jouit pas de la popularité qu’il mérite au
sein de la communauté des systemes distribués. Je conjecture que cela vient de trois problémes
non encore résolus, qui limitent son utilité pour les chercheurs. Ces trois problémes sont :
comment trouver le prédicat heard-of qui correspond a un modele classique donné ; quelles
pertes surviennent lors de cette conversion ; et comment prouver des résultats généraux sur
des prédicates heard-of.

Ma these explore ces trois questions, et fournit des premiers éléments de réponse : une for-
malisation de la dérivation d’un prédicat heard-of correspondant & un certain modele, avec en
supplément une méthodologie pour simplifier cette dérivation en décomposant le modele de dé-
part en une combinaison de modeles plus simples ; une équivalence entre de nouveaux prédicat
heard-of et les modeéles & messages asynchrones augmentés de détecteurs de fautes, ainsi qu’une
exploration des hypothéses derriere cette équivalence et ses prédécesseurs dans la littérature ; et
des résultats d’impossibilité pour le k-set agreement a travers la topologie combinatoire, se con-
centrant sur une classe de prédicats heard-of qui capture de nombreuses propriétés de stireté.

Mots clés : Informatique Distribuée, Tours, Modele Heard-Of




Abstract

Distributed computing differs from sequential computing mainly through its abundance of
incomparable models. Whereas everything goes back to Turing machines in sequential com-
puting, distributed computing models the inherent uncertainties of communication and syn-
chronization, in many equally meaningful ways that don’t fall under the umbrella of one true
model. The need to study them all then leads to the complex landscape of distributed com-
puting models.

A recent approach for dealing with this difficulty proposes to unify models through
communication-closed rounds: sequences of steps where everyone sends a message tagged
with the current round number, waits for messages with this same round number, and then
uses them to compute its next state and change round. The most promising take on this
approach, in my opinion, is the Heard-Of model of Charron-Bost and Schiper. One significant
advantage of this model over alternatives lies in its lack of operational assumptions: no syn-
chrony, no adversary, not even failures. Everything follows from which message is received on
time — before the end of the corresponding round at the receiver. Collections capture these
possible patterns of messages received on time, and predicates over these collections capture
models of communication.

Yet this model lacks the attention that it deserves from the research community. I believe
the reason lies on the following three unsolved problems: how to find the heard-of predicate
corresponding to a given model; is anything lost in this translation; and how to prove general
results on heard-of predicates.

This thesis addresses all three, and provides elements of answers: a formalization of how
to derive the most meaningful heard-of predicate for a given model, along with a methodology
for simplifying this derivation by decomposing the original model into a combination of sim-
pler ones; an equivalence between new heard-of predicates and asynchronous message-passing
with failure detectors, along with an analysis of the underlying assumptions of such and pre-
vious equivalences; and general impossibility results for k-set agreement using combinatorial
topology, and focusing on a class of heard-of predicates capturing many safety properties.

Keywords: Distributed Systems, Rounds, Heard-Of Model
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