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Chapter 1

Introduction
1.1 The word problem

1.1.1 The undecidability of the word problem

Although algorithms are nowadays commonly associated with computer science, they appeared together with mathematics as early as 1600 B.C. in Babylonia. Famous algorithms include Euclid’s algorithm for computing the greatest common divisor, the sieve of Eratosthenes for finding prime numbers, Newton’s method to approximate the roots of a real-valued function, and Lovelace’s program for computing Bernoulli numbers. The word algorithm itself comes from the latinized version of al-Khwarizmi’s name, a IX\textsuperscript{th} century Persian scholar. At the beginning of the XX\textsuperscript{th} century, Hilbert’s 10\textsuperscript{th} problem called for an algorithm capable of determining whether a Diophantine equation had integer solutions.

However, it wasn’t before 1936 and the works of Church [19] [20] and Turing [84] [85] on the Entscheidungsproblem (following the pioneering work of Godel [32]) that the first problem provably unsolvable by algorithmic means arose. Such a problem is called undecidable. The Entscheidungsproblem (literally, the ‘decision problem’) was a problem raised in 1928 by Hilbert and Ackermann [1]. It asked for an algorithm capable of deciding whether a first-order formula is valid or not. Soon after, Post introduced the notion of reducibility [68], allowing to prove the undecidability of many other problems. In particular, he proved in 1947 the undecidability of the word problem for monoids [69] (a result also independently proved by Markov [63]), a question opened by Thue in 1914 [82] and which is of central importance to this work.

Recall that a monoid $M$ is the data of a set $M$ equipped with a binary associative and unary operation $M \times M \to M$. If $E$ is a set then the free monoid generated by $E$ is the set of all finite (possibly empty) sequences of elements in $E$, where the product is given by concatenation. Not all monoids are free though. In general, they can be described using a presentation. A presentation is the data of a set $E$ of generators together with a set $R$ of generating relations between the elements of $E$. The monoid presented by such an object is the quotient of $E$ by the congruence generated by $R$. For example, the monoid $B_3^+$, called the monoid of positive braids on three strands, can be described by the following presentation:

$$B_3^+ = \langle s,t|sts = tst \rangle.$$  \hspace{1cm} (1.1.1)

In $B_3^+$, the generating relation $sts = tst$ induces for instance the relations $stst = tstt$ and $stss = stst$ (where in the second example we apply the generating relation twice). Note that a monoid may also have more than one presentation. For example, another presentation of $B_3^+$ is given by:

$$B_3^+ = \langle s,t,a|ta = as, st = a, sas = aa, saa = aat \rangle.$$  \hspace{1cm} (1.1.2)

Given a presentation $(E,R)$ of a monoid $M$, the quotient of $E^*$ by the generating relations induces a surjective morphism of monoids $\pi : E^* \to M$. The word problem for monoids is the following:

**Problem 1.1.1.1** (Thue, [82]). Given a monoid $M$, does there exist a presentation $(E,R)$ of $M$ such that there exists an algorithm deciding, for all $u,v \in E^*$, whether $\pi(u) = \pi(v)$? \footnote{Any reader not convinced of the utility of such an algorithm should prove whether the words $stsstssts$ and $tststssts$ are equal in $B_3^+$.}

Although the negative results of Post and Markov prove that there exist monoids for which such an algorithm doesn’t exist, there are techniques to solve the word problem for some well-behaved monoids. The technique we are particularly interested in is based on rewriting theory.
1.1.2 Rewriting

Rewriting techniques became widespread in the 1930s in multiple contexts. It is therefore not surprising that the first paper studying rewriting theory in itself was published in 1941 by Newman. At the tie, the two main applications of rewriting were to provide solutions to the word problem (both in the case of monoids and of other structures), and in Church’s $\lambda$-calculus [19], where the $\beta$-reduction forms a rewriting rule. We cannot resist quoting the description of rewriting theory given by Newman in [67]:

The name “combinatorial theory” is often given to branches of mathematics in which the central concept is an equivalence relation defined by means of certain “allowed transformations” or “moves”. A class of objects is given, and it is declared of certain pairs of them that one is obtained from the other by a “move”; and two objects are regarded as equivalent if, and only if, one is obtainable from the other by a series of moves. [...] In many of such theories the moves fall naturally into two classes, which may be called “positive” and “negative”. Thus in a free group the cancelling of a pair of letters may be called a positive move, the insertion negative; in topology the breaking of an edge, in $[\lambda$-calculus] the application of $[\beta$-reduction], may be taken as positive moves.

The idea behind rewriting theory is that, given a presentation $(E, R)$, it is useful to consider the order relation generated by $R$ in order to study the equivalence relation that it generates. To do that, we need a bit more structure on a presentation: we need a distinguished orientation of each generating relation. Let us define a string rewriting system (or word rewriting system) as a set $E$ of generators and a set $R$ of generating relations, together with source and target maps $s, t : R \rightarrow E^\ast$. Of course, by forgetting about the orientation, one can see any string rewriting system as a presentation. For example, the following string rewriting system is a presentation of $B_3^+$:

$$B_3^+ = \langle s, t, a| \alpha : ta \Rightarrow as, \beta : st \Rightarrow a, \gamma : sas \Rightarrow aa, \delta : saa \Rightarrow aat \rangle.$$  

Starting from an element $f$ of $R$, an element of the form $ufv$, such as $a\beta t : astt \Rightarrow aat$ is called a rewriting step. A sequence of rewriting steps, each one rewriting the previous one’s target, is called a rewriting path. Finally, a sequence consisting of both rewriting steps and inverse rewriting steps is called an equivalence path. In order to provide a solution to the word problem for $B_3^+$, let us showcase two properties of the string rewriting system presenting $B_3^+$. One, it is a terminating presentation, which means that there exists no infinite sequence of rewriting steps:

$$u_0 \xrightarrow{f_1} u_1 \xrightarrow{f_2} u_2 \xrightarrow{f_3} u_3 \ldots$$

Second, it is confluent. Define a branching to be a pair $(f, g)$ of rewriting sequences with the same source. Confluence holds if, for any branching, there exist rewriting sequences $f'$ and $g'$ of same target, such that $f'$ rewrites the target of $f$ and $g'$ rewrites the target of $g$. For instance in the case of $B_3^+$, the rewriting steps $\gamma as : sasas \Rightarrow aaas$ and $sa \gamma : sasas \Rightarrow saaa$ form a branching, leading to the following so-called confluence diagram:
Note that although confluence may be difficult to verify, there exist results relating it to more elementary properties. General references for rewriting theory are [4], and [10] for the particular case of string rewriting. In particular, Newman’s lemma [67] shows that for a terminating word rewriting system to be confluent, it is enough to show the confluence of the local branchings, that is the branchings \((f, g)\) where both \(f\) and \(g\) are rewriting steps. The critical pairs lemma (see for example [10]) further restricts the set of branchings that one needs to check in order to obtain confluence to the so-called critical pairs, which are in finite number whenever \(E\) and \(R\) are. Finally, in the case where one has a terminating string rewriting system, Knuth-Bendix completion [53] may be used to ensure the confluence.

A word rewriting system that is both terminating and confluent is called convergent. The point of convergent string rewriting systems is that any monoid which can be presented by a finite convergent word rewriting system has a decidable word problem, using the so-called normal form procedure. This led Jansen to the following problem:

**Problem 1.1.2.1** (Jansen, [46], [47]). Does there exist a monoid whose word problem is decidable, but which does not admit a presentation by a finite convergent string rewriting system?

In 1985, Kapur and Narendran [50] studied the case of \(B_3^+\). They showed that even if, as we saw, the monoid \(B_3^+\) admits a finite convergent presentation, it admits no such presentation on the set of generators \(\{s, t\}\). This means in particular that, if one was to show that a monoid does not admit a finite convergent presentation, one would have to check every possible set of generators. As a consequence, new methods had to be introduced to answer Jansen’s question.

### 1.1.3 Squier’s theorems

In 1987, Squier introduced in [74] a homological invariant on monoids. By invariant we mean that, although this invariant is defined on presentations, it actually only depends on the presented monoid. Squier proved in particular that all monoids presented by a finite convergent string rewriting system satisfy a homological finiteness condition. Moreover, he was able to produce a monoid whose word problem is decidable, but which does not satisfy this finiteness condition. By Squier’s homological theorem, this monoid cannot admit a presentation by a finite convergent string rewriting system, answering by the negative to Jansen’s problem.

In a posthumous paper published in 1994 [75], Squier introduced a homotopical version of his finiteness condition. To do that, he showed how to extend a convergent string rewriting system \((E, R)\) presenting a monoid \(M\), into a coherent presentation \((E, R, S)\) of \(M\). Let us explicit the structures at hand. First, \(E\) is a set, and it generates a free monoid \(E^*\). Then we have maps \(s, t : R \to E^*\) and \(R\) generates the set of rewriting paths, that we denote \(R^*\). Moreover, for any two elements \(f\) and \(g\) of \(R^*\) (with suitable sources and targets) we can form two composites: \(f \bullet_1 g\), which corresponds to applying \(f\) followed by \(g\), but also \(f \bullet_0 g\), which corresponds to applying \(f\) and \(g\) in parallel to the same word.
These compositions equip \((E^*, R^*)\) with a structure of (one object) 2-category, with elements of \(E^*\) forming the 1-cells, and rewriting paths forming the 2-cells. The pair \((E, R)\) on the other hand forms a 2-polygraph. Polygraphs are presentations for higher-dimensional categories. They were introduced by Street under the name of computads \([78][79]\), and later by Burroni \([18]\). A 3-polygraph is the data of a 2-polygraph \((E, R)\) together with a set of generating 3-cells \(S\) (that have to be understood as ‘relations between the relation’), with source and target operations \(s, t : S \rightarrow R^*\). This data can be arranged in the following way, where the pairs of parallel arrows denote the operations \(s\) and \(t\), and the vertical arrows denote the inclusion:

A 3-polygraph is said to be a coherent presentation of a monoid \(M\) if any two parallel equivalence paths are related through a composite of elements of \(S\) (and their inverses). Note that it is always possible to extend a convergent presentation \((E, R)\) of a monoid \(M\) into a coherent presentation: it suffices to take in \(S\) one generating 3-cell for each pair of parallel rewriting paths. Squier’s homotopical theorem describes a more “efficient” coherent presentation of \(M\). In particular, the elements of \(S\) correspond to the critical branchings of \((E, R)\). Critical branchings are a particular form of local branchings, and they are furthermore in finite number if both \(E\) and \(R\) are finite. So Squier’s homotopical theorem proves that a monoid admitting a finite convergent presentation also admits a finite coherent presentation. This last property is the homotopical finiteness condition defined by Squier. This theorem of Squier is the starting point of what is today called higher-dimensional rewriting.
1.2 Higher-dimensional rewriting

1.2.1 Squier’s theory and coherence theorems

Squier’s homotopical theorem deals with the rewriting of monoids. Since then, it has been extended to other kinds of structures, such as algebras [37] or higher-dimensional categories [38][39]. The latter is particularly interesting because it can be used to prove coherence theorems for weak structures. A mathematical structure, such as the notion of monoid or algebra, is often defined as some data satisfying relations. In the case of monoids, the data is a set and a binary application, and the relations are the associativity and the unit axioms. In category theory, one often considers relations that hold only up to isomorphism. One of the simplest examples of such a structure is that of monoidal categories, in which the product is not associative, but instead there exist isomorphisms $\alpha_{A,B,C} : (A \otimes B) \otimes C \to A \otimes (B \otimes C)$. This additional data must also satisfy a relation, known as Mac Lane’s pentagon:

\[
\begin{array}{c}
\alpha_{A,B,C} \otimes D \\
\downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \\
((A \otimes B) \otimes C) \otimes D \\
\downarrow \hspace{1cm} \downarrow \\
\alpha_{A \otimes B, C, D} \hspace{1cm} \alpha_{A, B \otimes C, D} \\
\downarrow \hspace{1cm} \downarrow \\
(A \otimes B) \otimes (C \otimes D) \\
\end{array}
\]

The intended purpose of this relation is that, between any two bracketings of $A_1 \otimes \ldots \otimes A_n$, there exists a unique isomorphism constructed from the isomorphisms $\alpha_{A,B,C}$. This statement was made precise and proved by Mac Lane in the case of monoidal categories [59]. In general a coherence theorem contains a description of a certain class of diagrams that are to commute. Coherence theorems exist for various other structures, for example bicategories [61], or $V$-natural transformations for a symmetric monoidal closed category $V$ [52].

Coherence results are often the consequence of (arguably more essential [51]) strictification theorems. A strictification theorem states that a “weak” structure is equivalent to a “strict” (or at least “stricter”) one. For example, any bicategory is biequivalent to a 2-category, and the same is true for pseudofunctors (this is a consequence of a general strictification result from [70]). It does not hold however for pseudonatural transformations.

Squier’s theory is also well-adapted to prove coherence results since the purpose of a coherent presentation is precisely that “every two equivalence paths are equal up to a higher relation”. Let us consider for example the structure of a category equipped with a weakly associative tensor product. The way to apply Squier’s theory is to encode the structure of category equipped with an associative tensor product into a 4-polygraph $\textbf{Assoc}$. This 4-polygraph contains one generating 2-cell $\triangleright$ coding for the product, and we see the associativity isomorphism as a rewriting relation given by a 3-cell $\xrightarrow{\triangleright}$. Finally, MacLane’s pentagon corresponds
to a 4-cell of the following shape:

\[ \begin{array}{c}
\text{Path 1} \\
\text{Path 2} \\
\text{Path 3} \\
\text{Path 4} \\
\text{Path 5} \\
\text{Path 6} \\
\text{Path 7} \\
\text{Path 8} \\
\end{array} \]

In this setting, the coherence result for categories equipped with an associative product amounts to showing that any two parallel equivalence paths (built from the cells) are equal up to a composite of cells.

### 1.2.2 Resolutions of monoids and categorification

Squier’s theorem was also extended to build resolutions of monoids, instead of just coherent presentations. In order to justify this shift, let us talk for a moment about categorification. The term categorification was coined by Crane [23] [22], and it refers to the general idea of finding category-theoretic analogues of concepts coming from set-theory. An element of a set then becomes an object of a category, and an equation becomes an isomorphism. Monoidal categories are a categorification of monoids, and finite sets can be seen as a categorification of natural numbers. One interesting observation is that many deep results can be seen as categorified versions of set-theoretic facts. The coherence theorem for monoidal categories is an example of this. To understand this phenomenon, let us recall the following parable about categorification given by Baez and Dolan in [5]:

Long ago, when shepherds wanted to see if two herds of sheep were isomorphic, they would look for an explicit isomorphism. In other words, they would line up both herds and try to match each sheep in one herd with a sheep in the other. But one day, along came a shepherd who invented decategorification. She realized one could take each herd and ‘count’ it, setting up an isomorphism between it and some set of ‘number’, which were nonsense words like ‘one, two, three, . . . ’ specially designed for this purpose. By comparing the resulting numbers, she could show that two herds were isomorphic without explicitly establishing an isomorphism! In short, by decategorifying the category of finite sets, the set of natural numbers was invented.

Note however that apart from some specific cases, there is no general notion of what the categorification of a concept is, and in some cases there may exist multiple ones. For example, the categorification of commutative monoids can equally be seen as being symmetric monoidal categories, or braided monoidal categories.

To see how this is relevant to our setting, let us consider a monoid $M$ acting on a category $\mathcal{C}$. This means that for any $m \in M$ we have an endofunctor $[m]_\mathcal{C} : \mathcal{C} \to \mathcal{C}$, such that for all $m, n \in M$, $[m]_\mathcal{C} \circ [n]_\mathcal{C} = [mn]_\mathcal{C}$ and $[1]_\mathcal{C} = 1_\mathcal{C}$. Suppose now that $\mathcal{C}$ is equivalent to a category $\mathcal{D}$. This means that there exist functors $F : \mathcal{C} \to \mathcal{D}$ and $G : \mathcal{D} \to \mathcal{C}$ together with natural isomorphisms $F \circ G \cong 1_\mathcal{D}$ and $G \circ F \cong 1_\mathcal{C}$. The problem is the following (see [56] for a general exposition about similar problems, or [86] for a more gentle introduction):
Problem 1.2.2.1. Is it possible to transfer the action of $M$ on $C$ to an action of $M$ on $D$?

One way of doing this would be to define $[m]_D = F \circ [m]_C \circ G$. However, notice that the equality $[m]_D \circ [n]_D = [mn]_D$ does not hold. Instead, we get natural isomorphisms of the form:

$$[m]_D \circ [n]_D = F \circ [m]_C \circ F \circ [n]_C \circ G \cong F \circ [m]_C \circ [n]_C \circ G = F \circ [mn]_C \circ G = [mn]_D$$

In turn, these natural isomorphisms will themselves satisfy some equations. In the end, we do not get an action of $M$ on $D$. However, we get an action of the 2-category presented by the standard coherent presentation of $M$ on $D$. The 2-category presented by a coherent presentation $(E, R, S)$ of $M$ is the 2-category obtained by identifying any two parallel equivalence paths.\(^2\)

If we want to extend this solution to actions of monoids on higher categories, with a weaker notion of equivalence, then the equations between the natural isomorphisms will only hold up to a higher morphism. In order to account for that, we use the notion of resolution of a monoid $M$.

Recall that an $(\omega, 1)$-category is a (strict) $\omega$-category where all the $k$-cells are invertible, for $k \geq 2$. Then an $(\omega, 1)$-polygraph is a system of generators for an $(\omega, 1)$-category. If $\Sigma$ is such an $(\omega, 1)$-polygraph, then the $(\omega, 1)$-category it generates has as (uninvertible) 1-cells the words on $\Sigma_1$, and as (invertible) 2-cells sequences formed of elements of $\Sigma_2$ and of their inverses (they correspond to the equivalence paths in the setting of string rewriting). Then a resolution of a monoid $M$ is an $(\omega, 1)$-polygraph such that $(\Sigma_1, \Sigma_2)$ forms a presentation of $\Sigma$, and for any two parallel $n$-cells $f$ and $g$ in the $(\omega, 1)$-category generated by $\Sigma$ (with $n \geq 2$), there exists an $(n+1)$-cell $f \to g$. Using the machinery of the model structure on $(\omega, 1)$-categories [55], $\Sigma$ forms a cofibrant replacement of $M$ (where we see $M$ as a one-object $(\omega, 1)$-category).

In [40], Guiraud and Malbos extended Squier’s homotopical theorem, proving that, starting from a convergent presentation $(E, R)$ of a monoid $M$, it is possible to extend that presentation into a resolution $\Sigma$ of $M$, such that the $(n+1)$-cells of $\Sigma$ correspond to the $n$-fold critical branchings. In particular, those critical branchings are in finite number if $(E, R)$ is finite, leading to a refinement of Squier’s homotopical finiteness condition.

\(^2\)To be more precise, we should talk about the $(2,1)$-category presented. Otherwise, we are only considering rewriting paths and not equivalence paths.
1.3 Coherence through higher-dimensional rewriting

The rest of this introduction presents an outline of the content of this thesis. In this section, we focus on Chapters 2 and 3. In Chapter 2, we start by recalling a number of classical definitions and results of higher-dimensional rewriting, and we apply them to prove coherence theorems for bicategories and pseudofunctors. Then in Chapter 3, we prove a coherence theorem for pseudonatural transformations. We will see that the techniques from Chapter 2 fail in this case. In order to overcome this difficulty, we prove a Squier-like theorem adapted to our needs.

1.3.1 Rewriting and polygraphs

Recall that an \((n,p)\)-category is a category where all \(k\)-cells are invertible, for \(k > p\). In particular, \((n,0)\)-categories are commonly called \(n\)-groupoids, and \((n,n)\)-categories are just \(n\)-categories. There is a corresponding notion of \((n,p)\)-polygraph. If \(\Sigma\) is an \((n,p)\)-polygraph, we denote by \(\Sigma^{*}\) the free \((n,p)\)-category generated by \(\Sigma\), or simply \(\Sigma^{*}\) if \(p = n\). All those definitions are made precise in Section 2.1.

To illustrate the content of Chapter 2, let us go back to the 4-polygraph \(\text{Assoc}\) described in Section 1.2.1. As we said, this polygraph encodes the structure of a category equipped with a weakly associative tensor product. Let us consider the \((4,2)\)-category generated by \(\text{Assoc}\), that we denote \(\text{Assoc}^{(2)}\). It has one object, its 1-cells are freely generated by \([\cdot]\) (and so are in bijections with the integers). Its 2-cells are generated by \(\Join\) (so they are forests of binary trees). Its 3-cells are the equivalence paths of the associativity relation \(\triangleleft\) and its 4-cells are generated by \(\xrightarrow{\alpha}\). To understand how \(\text{Assoc}\) encodes the structure of a category equipped with a weakly associative tensor product, let us define another \((4,2)\)-category.

Recall first that there is a \((2,1)\)-category \(\text{Cat}\), whose objects are categories, morphisms are functors, and 2-cells are natural isomorphisms (so the 2-cells are invertible). We can therefore see \(\text{Cat}\) as a \((3,1)\)-category, where all the 3-cells are identities. Moreover, the cartesian product makes \(\text{Cat}\) into a monoidal 3-category. By delooping, we can see \(\text{Cat}\) as a \((4,2)\)-category with one object. The 1-cells are categories, and the “0-composite” of two categories \(\mathcal{C}\) and \(\mathcal{D}\) is the category \(\mathcal{C} \times \mathcal{D}\).

Let us now understand what a functor (of \((4,2)\)-categories) \(F\) from \(\text{Assoc}^{(2)}\) to \(\text{Cat}\) is. On 0-cells, \(F\) has to send the unique object of \(\text{Assoc}\) to the unique object of \(\text{Cat}\). On 1-cells, \(F\) sends the cell \([\cdot]\) to a category, that we denote \(\mathcal{C}\). As a consequence, \(F\) sends the 1-cell of length \(n\) of \(\text{Assoc}^{(2)}\) to \(\mathcal{C} \times \mathcal{C}\). So on 2-cells, \(F\) sends the 2-cell \(\Join\) to a functor \(\Join: \mathcal{C} \times \mathcal{C} \to \mathcal{C}\). As our notation suggests, the 3-cell \(\xrightarrow{\alpha}\) is sent to a natural isomorphism \(\alpha\), which shows that \(\Join\) is associative up to isomorphism. Finally, the 4-cell \(\xrightarrow{\alpha}\) is sent by \(F\) to an identity, which means that \(\alpha\) has to satisfy the pentagon equation. What we just showed is that the data of \(F: \text{Assoc}^{(2)} \to \text{Cat}\) is equivalent to the data of a category equipped with a weakly associative tensor product. In Section 2.3 and 3.1, we extend this correspondence to bicategories, pseudofunctors and pseudonatural transformations between them.

Let us show what this correspondence means for coherence. The coherence result about categories equipped with a weakly associative tensor product states that all formal composite of the natural isomorphisms \(\alpha\) are equal. But such formal composites correspond exactly to equivalence paths in \(\text{Assoc}^{(2)}\). So in the end, the coherence theorem is equivalent to saying that \(\text{Assoc}\) is 3-coherent, that is between every pair of parallel 3-cells \(A, B\) in \(\text{Assoc}^{(2)}\), there exists a 4-cell \(\alpha: A \Rightarrow B\) in \(\text{Assoc}^{(2)}\).

In order to prove that \(\text{Assoc}^{(2)}\) is 3-coherent, we rely on the properties of confluence and termination of the rewriting system generated by \(\xrightarrow{\alpha}\). The precise definitions of confluence and termination in this context can be found in Section 2.2.
To prove that confluence and termination imply 3-coherence, we rely on a version of Squier’s theorem for rewriting in 2-categories proved in [38]. Stating Squier’s theorem requires the notion of critical branchings. Those are defined in Section 2.2.2. A local branching in \textbf{Assoc} is a pair of rewriting steps of same source. Local branchings are ordered by adjunction of context, that is a branching \((f,g)\) is smaller than a branching \((u \cdot i, f \cdot i, v, u \cdot i, g \cdot i, v)\) for any 2-cells \(u\) and \(v\) and \(i = 0, 1\). There are three types of local branchings:

- A branching of the form \((f, f)\) is called \textit{aspherical}.
- A branching of the form \((f \cdot i, s(g), s(f) \cdot i, g)\) for \(i = 0\) or 1 is called a Peiffer branching.
- Otherwise, \((f, g)\) is called an \textit{overlapping branching}.

Overlapping branchings that are also minimal are called \textit{critical branchings}.

There is exactly one critical branching in \textbf{Assoc}, of source \begin{tikzpicture}
    
    
    
    


\end{tikzpicture} Note that the critical pair appears as the 2-source of the generating 4-cell of \textbf{Assoc}. In particular there is a one-to-one correspondence between generating 4-cells and critical pairs. A 3-convergent 4-polygraph that satisfies this property is said to satisfy the 3-Squier condition.

Proposition 4.3.4 in [38] states that a 4-polygraph satisfying the 3-Squier condition is 3-coherent (and more generally, that any \((n + 1)\)-polygraph satisfying the \(n\)-Squier condition is \(n\)-coherent). In particular, the 4-polygraph \textbf{Assoc} satisfies the 3-Squier condition, so it is 3-coherent.

As an application of the theory recalled in this chapter, we prove coherence theorems for bicategories and pseudofunctors. To this end, we exhibit in Section 2.3, for any sets \(C\) and \(D\) and any application \(f : C \rightarrow D\) two 4-polygraphs \(\textbf{BiCat}[C]\) and \(\textbf{PFonct}[f]\) presenting respectively the structures of “bicategories whose set of objects is \(C\)” and “pseudofunctor whose map between sets of objects is \(f\)”. Applying the same reasoning as the one we just presented for \textbf{Assoc}, we prove our first two results:

\textbf{Theorem 2.3.1.6} (Coherence for bicategories). \textit{Let \(C\) be a set.}
The 4-polygraph \(\textbf{BiCat}[C]\) is 3-convergent and the free \((4,2)\)-category \(\textbf{BiCat}[C]^\ast_{(2)}\) is 3-coherent.

\textbf{Theorem 2.3.2.7} (Coherence for pseudofunctors). \textit{Let \(C\) and \(D\) be sets, and \(f : C \rightarrow D\) an application.}
The 4-polygraph \(\textbf{PFonct}[f]\) is 3-convergent and the free \((4,2)\)-category \(\textbf{PFonct}[f]^\ast_{(2)}\) is 3-coherent.

The goal of Chapter 3 is to prove a similar result for pseudonatural transformations. However, the approach developed in Chapter 2 fails, because the \((4,2)\)-polygraph \(\textbf{PNTrans}[f, g]\) (where \(f\) and \(g\) are applications \(C \rightarrow D\)) encoding the structure of pseudonatural transformation is not 3-confluent.

1.3.2 The 2-Squier condition of depth 2
In order to circumvent this difficulty, we introduce the notion of 2-Squier condition of depth 2. We say that a \((4,2)\)-polygraph \(\Sigma\) satisfies the 2-Squier condition of depth 2 if it satisfies the 2-Squier condition, and if the 4-cells of \(\Sigma\) correspond to the critical triples induced by the 2-cells (with a prescribed shape).

For example, the 4-polygraph \textbf{Assoc} satisfies the 2-Squier condition of depth 2: its underlying 2-polygraph is both 2-terminating and 2-confluent. Moreover, the only critical pair
corresponds to the associativity 3-cell. Finally, Mac Lane’s pentagon can be written as follows, which shows that it corresponds to the only critical triple:

We prove the following result about \( (4,2) \)-polygraph satisfying the 2-Squier condition of depth 2:

**Theorem 3.1.3.5.** Let \( \Sigma \) be a \((4,2)\)-polygraph satisfying the 2-Squier condition of depth 2.

For every parallel 3-cells \( A, B \in \Sigma_3^{*(2)} \) whose 1-target is a normal form, there exists a 4-cell \( \alpha : A \equiv B \) in the free \((4,2)\)-category \( \Sigma_4^{*(2)} \).

Note in particular that the 2-Squier condition of depth 2 does not imply the 3-coherence of the \((4,2)\)-category generated by the polygraph, but only a partial coherence, “above the normal forms”. For example in the case of \( \text{Assoc} \), the only normal form is the 1-cell \( \downarrow \). So Theorem 3.1.3.5 only expresses the coherence of the 3-cells of \( \text{Assoc}^{*(2)} \) whose 1-target is \( \downarrow \). Conversely, Squier’s theorem as extended in [38] concerns all the 3-cells of \( \text{Assoc}^{*(2)} \), regardless of their 1-target.

The \((4,2)\)-polygraph \( \text{PNTrans}[f,g] \) does not satisfy the 2-Squier condition. However, we identify in Section 3.1.3 a sub-(4,2)-polygraph \( \text{PNTrans}^{++}[f,g] \) of \( \text{PNTrans}[f,g] \) that does. By Theorem 3.1.3.5, we get a partial coherence result in \( \text{PNTrans}^{++}[f,g]^{*(2)} \). The rest of Section 3.1 extends this partial coherence result to the rest of \( \text{PNTrans}[f,g]^{*(2)} \). To do so, we define a weight application from \( \text{PNTrans}[f,g]^{*(2)} \) to \( \mathbb{N} \) to keep track of the condition on the 1-targets of the 3-cells considered. We thereby prove the following result:

**Theorem 3.1.1.8** (Coherence for pseudonatural transformations). Let \( C \) and \( D \) be sets, and \( f, g : C \to D \) applications.

Let \( A, B \in \text{PNTrans}[f,g]^{*(2)}_3 \) be two parallel 3-cells whose 1-target is of weight 1.

There is a 4-cell \( \alpha : A \equiv B \in \text{PNTrans}[f,g]^{*(2)}_4 \).

**1.3.3 Sketch of the proof of Theorem 3.1.3.5**

The intuition behind the proof of Theorem 3.1.3.5 is the following. Let \( \Sigma \) be a 3-polygraph satisfying the 2-Squier condition. Then a generating 3-cell of \( \Sigma \) has a shape of the form

\[
\begin{array}{c}
f \\
\downarrow \\
g \\
\downarrow \\
g' \\
\downarrow \\
f' \\
\downarrow \\
f \end{array}
\]

(1.3.2)
The first intuition that one may have to extend Squier’s Theorem would be to consider this 3-cell as a rewriting step. However, in general this approach fails. In particular there is no guarantee that such a rewriting system terminates. A better idea would be to consider $A$ as rewriting the left-hand side of (1.3.2) (that is, the diverging pair $(f, g)$) into the right-hand side (that is, the confluent pair $(f', g')$). This way in particular we will be able to make use of the 2-termination of $\Sigma$.

In order to make this intuition precise we first introduce the notion of white $n$-category. Let $j < k < n$ be integers. In an $n$-category $\mathcal{C}$, one can define the $j$-composition of $(k + 1)$-cells $A$ and $B$ using the $k$-composition and whiskering by setting:

$$A \ast_j B := (A \ast_j s_k(B)) \ast_k (t_k(A) \ast_j B) = (s_k(A) \ast_j B) \ast_k (A \ast_j t_k(B)).$$

This is made possible by the exchange axiom between $\ast_k$ and $\ast_j$. A white $n$-category is an $n$-category in which the exchange axioms between $\ast_k$ and $\ast_0$ need not hold (even up to isomorphism) for any $k > 0$. As a result, $0$-composition is not defined for $k$-cells, for $k > 1$. The notion of white 2-category coincides with the notion of sesquicategory (see [80]). In general, white $n$-categories are categories enriched in $(n−1)$-categories, where the category of $(n−1)$-categories is equipped with the so-called “funny” tensor product [87].

Most concepts from rewriting have a straightforward transcription in the setting of white categories. In particular in Section 3.2.1, we define the notions of white $(n, k)$-category and white $(n, k)$-polygraph. We also give an explicit description of the free white $(n, k)$-category $\Sigma^w(k)$ generated by a white $(n, k)$-polygraph $\Sigma$.

In this setting, we give a precise definition of the notion of partial coherence. Let $\mathcal{C}$ be a white $(4, 3)$-category and $S$ be a set of distinguished 2-cells of $\mathcal{C}$. We call such a pair a pointed white $(4, 3)$-category. We say that $\mathcal{C}$ is $S$-coherent if for any parallel 2-cells $f, g \in S$ and any 3-cells $A, B : f \Rightarrow g \in \mathcal{C}$, there exists a 4-cell $\alpha : A \equiv B \in \mathcal{C}$. In particular any $(4, 3)$-white category is $\emptyset$-coherent, and a $(4, 3)$-white category $\mathcal{C}$ is $C_2$-coherent if and only if it is 3-coherent (where $C_2$ is the set of all the 2-cells of $\mathcal{C}$). Theorem 3.1.3.5 amounts to showing that the free $(4, 2)$-category $\Sigma^w(2)$ is $S_{\Sigma}$-coherent, where $S_{\Sigma}$ is the set of all 2-cells whose target is a normal form.

Finally, we give a way to modify partially coherent categories while retaining information about the partial coherence. Let $(\mathcal{C}, S)$ and $(\mathcal{C}', S')$ be pointed white $(4, 3)$-categories. We define a relation of strength between pointed white $(4, 3)$-categories. We show that if $(\mathcal{C}, S)$ is stronger than $(\mathcal{C}', S')$, then the $S$-coherence of $\mathcal{C}$ implies the $S'$-coherence of $\mathcal{C}'$.

Let us now return to the proof of Theorem 3.1.3.5. Let us fix a $(4, 2)$-polygraph $A$ satisfying the 2-Squier condition of depth 2, and denote by $S_A$ the set of 2-cells whose target is a normal form. In particular, $(A^w(2), S_A)$ is a pointed white $(4, 3)$-category. The first half of the proof (Section 3.3) consists in applying to $(A^w(2), S_A)$ a series of transformations. At each step, we verify that the new pointed white $(4, 3)$-category we obtain is stronger than the previous one. In the end, we get a pointed white $(4, 3)$-category $(\mathcal{F}^w(2), S_E)$, where $\mathcal{F}$ is a white 4-polygraph. In dimension 2, the 2-cells of $\mathcal{F}$ consists of the union of the 2-cells of $A$ together with their formal inverses. We denote by $\bar{f}$ the formal inverse of a 2-cell $f \in A^w$. Let $\mathcal{F}_3$ be the set of 3-cells of $\mathcal{F}$. It contains 3-cells $C_{f,g}$ for any minimal local branching $(f, g)$, and cells $\eta_f$ for any 2-cell $f \in A$ of the following shape:

![Diagram](image_url)
Notice in particular that $C_{f,g}$ corresponds to the cell $A_{f,g}$ of (1.3.2), rotated by 90°. The result of this transformation is that in $F^{w(3)}$, for any 2-cells $f, g \in S_E$, the 3-cells of the form $f \Rightarrow g$ (and 4-cells between them) are in one-to-one correspondence with 3-cells of the form $g \bullet_1 f \Rightarrow 1_{u}$ (and 4-cells between them), where $u$ is the common target of $f$ and $g$. More generally we study cells of the form $h \Rightarrow 1_{a}$, and 4-cells between them.

We start by studying the rewriting system induced by the 3-cells. Note that the white 4-polygraph $F$ is not 3-terminating, so we cannot use a Squier-like theorem to conclude. However, let $\mathbb{N}[A^*_1]$ be the free commutative monoid on $A^*_1$, the set of 1-cells of $A^*$. There is a well-founded ordering on $A^*_1$ induced by the fact that $A$ is 2-terminating. This order induces a well-founded ordering on $\mathbb{N}[A^*_1]$ called the multiset order. We define an application $p : F^w_2 \rightarrow \mathbb{N}[A^*_1]$ which induces a well-founded ordering on $F^w_3$, the set of 2-cells of $F^w$, and show that the cells $C_{f,g}$ are compatible with this ordering (that is, the target of a cell $C_{f,g}$ is always smaller than the source). Thus, the fragment of $F_3$ consisting of the cells $C_{f,g}$ is 3-terminating.

The cells $\eta_f$ however constitute a non-terminating part of $F^w_3$. To control their behaviour, we introduce a weight application $w_q : F^w_3 \rightarrow \mathbb{N}[A^*_1]$, that essentially counts the number of $\eta_f$ cells present in a 3-cell. In Section 3.4.3, using the applications $p$ and $w_q$, we prove that for any $h \in F^w_3$ whose source and target are normal forms (for $A_2$), and for any 3-cells $A,B : h \Rightarrow 1_u$ in $F^w_3$, there is a 4-cell $\alpha : A \equiv B$ in $F^{w(3)}$. Finally, we prove that this implies that $F^{w(3)}$ is $S_E$-coherent, which concludes the proof.

### 1.3.4 Conclusion of Chapter 3

The combinatorics of the proof of Theorem 3.1.3.5 is convoluted enough that a generalisation of these techniques seems dubious. Still, let us make a few observations. The first observation is that the 2-Squier condition of depth 2 associates to any 3-fold critical branching $(f,g,h)$ a 4-cell $A_{f,g,h}$ which has the shape of a cube (see for example (1.3.1) or (3.1.4)).

![Diagram of 3-fold critical branching](image)

Similarly, the confluence diagram associated to a 4-fold critical branching should have the shape of a hypercube.

Notice that there is an action of the symmetric group $\mathfrak{S}_3$ on the critical branchings (obtained by permuting the rewriting steps). How does this action of $\mathfrak{S}_3$ affect the cell $A_{f,g,h}$? If we simply exchange $f$ and $h$, we get $A_{h,g,f}$, which is just the inverse of $A_{f,g,h}$ with respect to the composition $\bullet_2$. Some permutations are more difficult to express in the globular setting, such as $A_{g,f,h}$. If we see $A_{f,g,h}$ as a cube however, then every permutation corresponds to a symmetry of the cube. Understanding this action of $\mathfrak{S}_3$ is our first clue in finding the link between higher-dimensional rewriting and cubical $\omega$-categories.
The second clue is the appearance of the following cells in Section 3.3:

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$f$};
  \node (b) at (1,0) {$f$};
  \node (c) at (0,0.5) {$f$};
  \node (d) at (1,0.5) {$f$};
  \draw (a) edge node[above] {$\epsilon_f$} (b);
  \draw (a) edge node[below] {$1_{s(f)}$} (c);
  \draw (b) edge node[below] {$\epsilon_f$} (d);
\end{tikzpicture}
\end{array}
\]

Together with the relations they verify (see (3.3.1) and (3.3.2)), they are very similar to the *connections* of a cubical $\omega$-category (see 4.1). Connections are a type of degeneracies present in cubical $\omega$-categories, which associate to any 1-cell $f$ two 2-cells $\Gamma_f^- f$ and $\Gamma_f^+ f$, which can be represented as follows:

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$f$};
  \node (b) at (1,0) {$\Gamma^-_f f$};
  \node (c) at (0,-1) {$\Gamma^+_f f$};
  \draw (a) edge node[above] {$\epsilon_1 y$} (b);
  \draw (a) edge node[below] {$\epsilon_1 y$} (c);
\end{tikzpicture}
\end{array}
\]

The last observation stems from studying the proof of the main theorem from [40]: the proof relies on the construction of a natural transformation (called a *normalisation strategy*) between two $\omega$-categories. The combinatorics of such an object is slightly difficult to describe in globular $\omega$-categories, but it becomes very simple in cubical $\omega$-categories, as shown in Section 4.4.2.
1.4 Cubical $\omega$-categories for rewriting

All these observations motivate us to look at higher-dimensional rewriting from the point of view of cubical $\omega$-categories, which we do in Chapter 5. Before that, the first obstacle on our way is that higher-dimensional rewriting requires the use of $(\omega, p)$-categories, a notion not yet studied in the cubical setting. Chapter 4 is devoted to its study.

1.4.1 Cubical categories and their relationship with other structures

Handling higher structures such as higher categories usually involves conceiving them as conglomerates of cells of a certain shape. Such shapes include simplices, globes or cubes. Simplicial sets have been successfully applied to a wide variety of subjects. For example, they occur in May’s work on the recognition principle for iterated loop spaces [64], in Quillen’s approach to rational homotopy theory [71], and in Bousfield and Kan’s work on completions, localisation, and limits in homotopy theory [11].

Cubical objects however, have had a less successful history until recent years. Although cubical sets were used in early works by Serre [73] and Kan [48], it became quickly apparent that they suffer from a few shortcomings. For instance, cubical groups are not automatically fibrant, and the cartesian product in the category of cubical sets fails to have the correct homotopy type. As a result, cubical sets mostly fell out of fashion in favour of simplicial sets. However later work on double groupoids, by Brown and Higgins, felt the need to add a new type of degeneracies on cubical sets: the so-called connections that we evoked earlier [17] [14]. By using these connections, a number of shortcomings of cubical objects were overcome. In particular the category of cubes with connections is a strict test category [21] [62], and group objects in the category of cubical sets with connections are Kan [83]. Cubical objects with connections were particularly instrumental to the proof of a higher-dimensional Van-Kampen theorem by Brown and Higgins [16]. Other applications of cubical structures arise in concurrency theory [29] [30] [33], type theory [9], algebraic topology [34]. Of interest is also the natural expression of the Gray-Crans tensor product of $\omega$-categories [24] in the cubical setting [3] [2].

A number of theorems relating objects of different shapes exist. For instance, Dold-Kan’s correspondence states that in the category of abelian groups, simplicial objects, cubical sets with connections and strict $\omega$-groupoids (globular or cubical with connections) are all equivalent to chain complexes [49] [15].

Outside the category of abelian groups, the relationships between these notions become less straightforward. We are mainly concerned with the two following results:

- The first result is the equivalence between cubical and globular $\omega$-groupoids [12] [14] proven in 1981 by Brown and Higgins. Although this equivalence is useful in theory, in practice it is complicated to make explicit the functors composing this equivalence. This is due to the fact that the proof uses the notion of crossed complexes as a common ground between globular and cubical $\omega$-categories.

- The second result is the equivalence between globular and cubical $\omega$-categories proved in 2002 [2] By Al-Agl, Brown and Steiner.

Lastly in 2004, Steiner [77] introduced the notion of augmented directed complexes (a variant of the notion of chain complexes) and proved the existence of an adjunction between augmented directed complexes and globular $\omega$-categories.

Globular $(\omega, p)$-categories are globular $\omega$-categories where cells of dimension at least $p + 1$ are invertible. They form a natural intermediate between globular $\omega$-categories, which correspond to
the case \( p = \omega \), and globular \( \omega \)-groupoids, which correspond to the case \( p = 0 \). As a consequence, they form a natural setting in which to develop directed algebraic topology [35] or rewriting [40].

However, both directed algebraic topology and rewriting seem to favour the cubical geometry (see once again [38] for directed algebraic topology, and [57] for rewriting), hence the need for a suitable notion of cubical \((\omega, p)\)-categories.

The aim of Chapter 4 is to define such a notion, so that when \( p = 0 \) or \( p = \omega \), we respectively recover the notions of cubical \( \omega \)-groupoids and cubical \( \omega \)-categories. Moreover, we bridge the gap between two results we cited previously by proving the following theorem:

**Theorem 4.3.1.3.** Let \( \lambda : \omega \text{-CubCat} \to \omega \text{-Cat} \) and \( \gamma : \omega \text{-Cat} \to \omega \text{-CubCat} \) be the functors from [2] forming an equivalence of categories between globular and cubical \( \omega \)-categories. For all \( p \geq 0 \), their restrictions still induce an equivalence of categories:

\[
\begin{array}{ccc}
(\omega, p) \text{-Cat} & \cong & (\omega, p) \text{-CubCat} \\
\lambda & & \gamma
\end{array}
\]

In particular, we recover the equivalence between globular and cubical \( \omega \)-groupoids in a more explicit fashion.

We also define a notion of \((\omega, p)\)-augmented directed complexes and show how to extend Steiner’s adjunction. This is done in two steps. First we define functors \( Z^C : \omega \text{-CubCat} \to \text{ADC} \) and \( N^C : \text{ADC} \to \omega \text{-CubCat} \) (where \( \text{ADC} \) is the category of augmented directed complexes), as cubical analogues of the functors \( Z^G : \omega \text{-Cat} \to \text{ADC} \) and \( N^G : \text{ADC} \to \omega \text{-Cat} \) forming Steiner’s adjunction. We study the relationship between both those two pairs of functors and show that the functor \( Z^C \) is left-adjoint to \( N^C \) (see Proposition 4.3.2.8). Then we show how to restrict the functors \( Z^G, N^G, Z^C \) and \( N^C \) to \((\omega, p)\)-structures. In the end, we get the following result:

**Theorem 4.3.2.12.** Let \( \lambda : \omega \text{-CubCat} \to \omega \text{-Cat} \) and \( \gamma : \omega \text{-Cat} \to \omega \text{-CubCat} \) be the functors from [2] forming an equivalence of categories between globular and cubical \( \omega \)-categories. Let \( Z^G : \omega \text{-Cat} \to \text{ADC} \) and \( N^G : \text{ADC} \to \omega \text{-Cat} \) be the functors from [77] forming an adjunction between globular \( \omega \)-categories and ADCs. Let \( Z^C : \omega \text{-CubCat} \to \text{ADC} \) and \( N^C : \text{ADC} \to \omega \text{-CubCat} \) be the cubical analogues of \( Z^G \) and \( N^G \) defined in Section 4.3.2.

For all \( p \in \mathbb{N} \cup \{ \omega \} \), their restrictions induce the following diagram of equivalence and adjunctions between the categories \((\omega, p) \text{-Cat}, (\omega, p) \text{-CubCat}\) and \((\omega, p) \text{-ADC}\), where both triangles involving \( Z^C \) and \( Z^G \) and both triangles involving \( N^C \) and \( N^G \) commute up to isomorphism:
1.4.2 Invertibility in cubical categories

The main combinatorial difficulty of Chapter 4 consists in defining the appropriate notion of invertibility in cubical \(\omega\)-categories. Before giving an account of the various invertibility notions that we consider in the cubical setting, we start by recalling the more familiar notion of invertibility in \((2,1)\)-categories.

Informally, a globular \((\omega,p)\)-category is a globular \(\omega\)-category in which every \(n\)-cell is invertible, for \(n > p\). For this definition to make rigorous sense, one first needs to define an appropriate notion of invertible \(n\)-cells. Let us fix a globular \(2\)-category \(\mathcal{C}\). There are two ways to compose two \(2\)-cells \(A, B \in \mathcal{C}_2\), that we denote by \(\bullet_1\) and \(\bullet_0\) and that are respectively known as the vertical and horizontal compositions. They can respectively be represented as follows:

We denote by \(I_0f : y \to x\) the inverse (if it exists) of a \(1\)-cell \(f : x \to y\) in \(\mathcal{C}_1\). A \(2\)-cell \(A \in \mathcal{C}_2\) can have two inverses (one for each composition), that we denote respectively by \(I_1A\) and \(I_0A\). Their source and targets are as follows:

Note that if a \(2\)-cell is \(I_0\)-invertible, then so are its source and target, but that the \(I_1\)-invertibility of a \(2\)-cell does not imply any property for its source and target. So if \(\mathcal{C}\) is a \(2\)-category where every \(2\)-cell is \(I_0\)-invertible, then \(\mathcal{C}\) is a globular \(2\)-groupoid (indeed, a \(1\)-cell \(1_f \in \mathcal{C}_2\) is \(I_0\)-invertible if and only if \(f\) is \(I_0\)-invertible). Therefore, we say that a \(2\)-cell is invertible if it is \(I_1\)-invertible, and \(\mathcal{C}\) is a globular \((2,1)\)-category if each \(2\)-cell is \(I_1\)-invertible.

In a cubical \(2\)-category \(\mathcal{C}\) (in what follows, cubical categories are always equipped with connections), the source and target of a \(1\)-cell \(f \in \mathcal{C}_1\) are respectively denoted \(\bar{\partial}^-_1f\) and \(\bar{\partial}^+_1f\), and the source and target operations \(s, t : \mathcal{C}_2 \to \mathcal{C}_1\) are replaced by four faces operations \(\bar{\partial}^\alpha_i : \mathcal{C}_2 \to \mathcal{C}_1\) (for \(i = 1, 2\) and \(\alpha = \pm\)), satisfying the cubical identity \(\bar{\partial}^\alpha_1\bar{\partial}^\alpha_2 = \bar{\partial}^\alpha_2\bar{\partial}^\alpha_1\). A \(2\)-cell \(A \in \mathcal{C}_2\) can be represented as follows, where the corners of the square are uniquely defined \(0\)-cells thanks to the cubical identity:

There still are two ways to compose two \(2\)-cells \(A, B \in \mathcal{C}_2\), that we denote respectively by \(A \bullet_1 B\) and \(A \bullet_2 B\), which can be represented as follows:
We say that a 2-cell $A \in C_2$ is $R_i$-invertible if it is invertible for the composition $* _i (i = 1, 2)$.

The faces of $R_1A$ and $R_2A$ are as follows (where $R_1 f : y \to x$ denotes the inverse of a 1-cell $f : x \to y$):

$$
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
B
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
B
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}

\end{array}
$$

We say that a 2-cell $A \in C_2$ is invertible if it is invertible for the composition $* _i (i = 1, 2)$.

Note that contrary to the notion of $I_1$-invertibility, the $R_1$ and $R_2$-invertibility of $A$ require respectively that $\partial_2^A$ and $\partial_1^A$ are $R_1$-invertible (for $\alpha = \pm$). We say that $A$ has respectively an $R_1$ or an $R_2$-invertible shell if that is the case. As a consequence, if $C$ is a cubical 2-category where every 2-cell is $R_1$-invertible, then every 1-cell of $C$ is $R_1$-invertible (one can even show that such a cubical 2-category is actually a cubical 2-groupoid) and the same property holds for $R_2$. In order to have a good notion of cubical $(\omega, p)$-categories nonetheless, we have to be more careful in our definition of an invertible cell.

This is done in Section 4.2.1, where we define a notion of invertibility for an $n$-cell ($n \geq 1$).

Let us first recall that, using the structure of connections on $C$, one can associate to any 1-cell $f : x \to y$ in $C_1$, the cells $\Gamma_1^f$ and $\Gamma_1^+ f$, which can be represented as follows:

$$
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\Gamma_1^f
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\epsilon_1 x
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\Gamma_1^+ f
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\epsilon_1 y
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\epsilon_1 y
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\epsilon_1 y
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\epsilon_1 y
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
$$

We say that a 2-cell $A \in C_2$ is invertible if the following composite (denoted $\psi_1 A$) is $R_1$-invertible:

$$
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\Gamma_1^+ \partial_2^- A
\end{array}
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\Gamma_1^- \partial_2^+ A
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
$$

Note in particular that $\partial_2^- \psi_1 A$ and $\partial_2^+ \psi_1 A$ are both identities (which are always invertible),

and so the $R_1$-invertibility of $\psi_1 A$ does not require the invertibility of any face of $A$. The link between invertibility, $R_i$-invertibility and having an $R_i$-invertible shell is given by the following proposition:

**Proposition 4.2.2.2.** Let $C$ be a cubical $\omega$-category, $A \in C_n$ and $1 \leq j \leq n$. A cell $A \in C_n$ is $R_j$-invertible if and only if $A$ is invertible and has an $R_j$-invertible shell.
We also investigate in Section 4.2.3 another notion of invertibility, with respect to a kind of “diagonal” composition, that we call the \( T_i \)-invertibility. If \( A \) is a 2-cell in a cubical 2-category, then the \( T_1 \)-inverse of \( A \) (if it exists) has the following faces:

\[
\begin{array}{c}
  x \\
  \downarrow f \\
  A \\
  \downarrow i \\
  z \\
  \downarrow g \\
  y \\
  \downarrow t \\
  \end{array}
\quad
\begin{array}{c}
  x \\
  \downarrow h \\
  A \\
  \downarrow i \\
  z \\
  \downarrow g \\
  y \\
  \downarrow t \\
  \end{array}
\]

We then define a suitable notion of \( T_i \)-invertible shells and prove the following result, analogous to Proposition 4.2.2.2:

**Proposition 4.2.3.5.** Let \( C \) be a cubical \( \omega \)-category, and \( A \in C_n \), with \( n \geq 2 \). Then \( A \) is \( T_1 \)-invertible if and only if \( A \) is invertible and has a \( T_i \)-invertible shell.

The study of the relationship between \( R_i \)-invertibility, \( T_i \)-invertibility and (plain) invertibility gives rise to the following Proposition:

**Proposition 4.3.1.2.** Let \( C \) be a cubical \( \omega \)-category, and fix \( n > 0 \). The following five properties are equivalent:

1. Any \( n \)-cell in \( C_n \) is invertible.
2. For all \( 1 \leq i \leq n \), any \( n \)-cell in \( C_n \) with an \( R_i \)-invertible shell is \( R_i \)-invertible.
3. Any \( n \)-cell in \( C_n \) with an \( R_1 \)-invertible shell is \( R_1 \)-invertible.
4. Any \( n \)-cell \( A \in C_n \) such that \( \partial^n_A \in \text{Im} \epsilon_1 \) for all \( j \neq 1 \) is \( R_1 \)-invertible.
5. Any \( n \)-cell in \( \Phi_n(C_n) \) is \( R_1 \)-invertible.

Moreover, if \( n > 1 \), then all the previous properties are also equivalent to the following:

6. For all \( 1 \leq i < n \), any \( n \)-cell in \( C_n \) with a \( T_i \)-invertible shell is \( T_i \)-invertible.
7. Any \( n \)-cell in \( C_n \) with a \( T_1 \)-invertible shell is \( T_1 \)-invertible.

We can now define a cubical \((\omega, p)\)-category as a cubical \( \omega \)-category where every \( n \)-cell is invertible, for \( n > p \), and we prove the equivalence with the globular notion.

### 1.4.3 Permutations and cubical \((\omega, p)\)-categories

In Section 4.4.1, we extend the notion of the \( T_i \)-invertibility of an \( n \)-cell to that of the \( \sigma \)-invertibility, for \( \sigma \) an element of the symmetric group \( S_n \). In particular, we show that if \( C \) is a cubical \((\omega, 1)\)-category, then every cell of \( C \) is \( T_i \)-invertible, and therefore \( \sigma \)-invertible, for any \( \sigma \in S_n \). Consequently, we get an action of the symmetric group \( S_n \) on the set of \( n \)-cells \( C_n \), making \( C \) a symmetric cubical category (in a sense related to that of Grandis [34]).

In Section 4.4.2, we apply the notion of invertibility to \( k \)-transfors between cubical \( \omega \)-categories. A \( k \)-transfor (following terminology by Crans [25]) from \( C \) to \( D \) is a family of applications \( C_n \to D_{n+k} \) satisfying some compatibility conditions. These compatibility conditions come in two varieties, leading to the notions of lax and oplax \( k \)-transfors (respectively called \( k \)-fold left and right homotopies in [2]). In particular, the lax or oplax 0-transfors are just the functors from \( C \) to \( D \), and a lax or oplax 1-transfor \( \eta \) between functors \( F \) and \( G \) is the cubical
analogue of a lax or oplax natural transformation from $F$ to $G$. For example, a 0-cell in $x \in C_0$ is sent to a 1-cell $\eta_x : F(x) \to G(x)$ in $D_1$, and a 1-cell $f : x \to y$ in $C_1$ is sent to a 2-cell $\eta_f$ in $D_2$ of the following shape (respectively if $\eta$ is lax or oplax):

\[
\begin{array}{c c c}
F(x) & F(f) & F(y) \\
\eta_x & \eta_f & \eta_y \\
G(x) & G(f) & G(y)
\end{array}
\quad
\begin{array}{c c c}
F(x) & \eta_x & G(x) \\
\eta_f & \eta_y & G(y) \\
F(f) & \eta_f & G(f)
\end{array}
\]

As shown in [2], Section 10, lax and oplax transfors from $C$ to $D$ respectively form cubical $\omega$-categories $\text{Lax}(C, D)$ and $\text{OpLax}(C, D)$. We define notions of pseudo transfors as transfors satisfying some invertibility conditions. In particular in the case of 1-transfors, we require for any 1-cell $f$ in $C_1$ that $\eta_f$ is $T_1$-invertible. We show that pseudo lax and pseudo oplax transfors from $C$ to $D$ still form cubical $\omega$-categories $\text{PsLax}(C, D)$ and $\text{PsOpLax}(C, D)$, and prove the following result:

**Proposition 4.4.2.6.** For all cubical $\omega$-categories $C$ and $D$, the cubical $\omega$-categories $\text{PsLax}(C, D)$ and $\text{PsOpLax}(C, D)$ are isomorphic.

For example if $\eta$ is a lax 1-transfor, then the application $C_1 \to D_2$ which is part of the oplax 1-transfor associated to $\eta$ maps a cell $f$ in $C_1$ to a 2-cell $T_1 \eta_f$ in $D_2$. 
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1.5 Higher-dimensional rewriting in cubical categories

The goal in Chapter 5 is to apply the structure of cubical \((\omega, p)\)-category developed in Chapter 4 to higher dimensional rewriting. As we will see this approach greatly simplifies the proof techniques from [40], allowing us to prove theorems which were unattainable by other means. Before stating those results, let us go back to the categorification problem that we evoked earlier.

1.5.1 Model structure and the Gray tensor product

As we saw, higher dimensional rewriting can be applied to many different structures. Squier’s theorem dealt with rewriting in monoids. In Chapters 2 and 3 we were interested in rewriting in 2-categories with a fixed set of objects and arrows. Squier-like theorems also exist for algebras [37]. One natural question is whether it is possible to find a suitable framework that encompasses all those results. The idea we propose is to see monoids and 2-categories (with a fixed set of objects and arrows) as algebras over (set-theoretic) operads. In order to see Squier-like theorems as categorification results (as in Section 1.2.2) however, we need to have a model structure on \(O\)-algebras in \(\omega\)-groupoids, for any operad \(O\) (although throughout Chapter 5 we only work in the case where \(O\) is the operad of monoids).

More precisely, we would like to use the adjunction between \(O\)-algebras in \(\omega\)-groupoids and \(\omega\)-groupoids in order to lift the model structure from \(\omega\)-groupoids to \(O\)-algebras in \(\omega\)-groupoids. Multiple sufficient conditions exist in the literature to perform this kind of transfer (see for example [72], [44] or [8]). They all have in common that \(\omega\)-groupoids have to form a monoidal model category. A monoidal model category is a biclosed monoidal category equipped with a model structure such that the product and the model structure interact nicely together. In particular, it has to satisfy the pushout-product axiom, see Section 5.1.2.

However, \(\omega\)-groupoids equipped with the cartesian product do not form a monoidal model category, as noted by Lack [54]. As for the Gray tensor product, whether it makes \(\omega\)-groupoids into a monoidal model category is still an open problem. This seems like a reasonable conjecture given that Lack proved in [54] that the pseudo Gray tensor product equips 2-categories with a monoidal model structure. Unfortunately we fall short of proving the result for \(\omega\)-groupoids, but we still show in Section 5.1.2 that part of the pushout-product is satisfied. This has in particular the nice consequence that the Gray tensor product of two free \(\omega\)-groupoids is still free, a fact that will be useful later on. Remark also that the apparition of the Gray tensor product here reinforces our intuition that cubical \(\omega\)-categories are the right setting for studying higher-dimensional rewriting.

The first step towards this goal is to find a suitable notion of polygraphs for Gray monoids (where Gray monoids are monoid objects in \(\omega\)-groupoids, equipped with the Gray tensor product). Thankfully, a general result by Garner [28] allows us to do this, using the fact that Gray monoids are monadic over pre-cubical sets. We call a Gray polygraph this associated notion of polygraph. Let us look again at the presentation of \(B_3^+\) from Section 1.1.2. In the setting of Gray monoids, it corresponds to a Gray polygraph \(\Sigma\) such that \(\Sigma_0 = \{s, t\}\), the 0-cells of the Gray monoid generated by \(\Sigma\) are denoted \(\Sigma_0^{G(0)}\): they form the words on the alphabet \(\Sigma_0\). Just as for globular polygraphs, the set \(\Sigma_1\) is formed by the cells \(\alpha, \beta, \gamma\) and \(\delta\) (with the same sources and targets), and \(\Sigma_1^{G(0)}\) is formed of all the equivalence paths. There is one main difference with the globular setting though, which stems from the fact that we use the Gray tensor product. Indeed, while in the globular setting we were able to compose two rewriting steps \(f : u \rightarrow u'\) and \(g : v \rightarrow v'\) in parallel using the composition \(\bullet_0\), this operation is not available in Gray monoids. Instead, there exists a 2-cell \(f \otimes g\) relating the two composites: the one corresponding to doing
followed by \( g \) and the one corresponding to \( g \) followed by \( f \):

\[
\begin{align*}
uv & \xrightarrow{ug} uv' & uv & \xrightarrow{uv'} f v' \\
fv & \xrightarrow{f \otimes g} fv' & u'v & \xrightarrow{u'v} u'v'
\end{align*}
\]

The consequence of that is that in Gray monoids, the rewriting paths form the free groupoid on the rewriting steps. This is actually a special case of a more general phenomenon: starting from a Gray polygraph \( \Sigma \), we can look at \( \Sigma^{G(0)} \) the Gray monoid generated by \( \Sigma \). If we forget about the monoid structure, then we get an \( \omega \)-groupoid. We prove in Section 5.1.2 that this \( \omega \)-groupoid is also free, over an \((\omega, 0)\)-polygraph that we denote \([\Sigma]\). In other words, we have an isomorphism of \( \omega \)-groupoids \( \Sigma^{G(0)} \cong [\Sigma]^{*G(0)} \). In the case where \( \Sigma \) is the presentation of \( B_3 \), then \([\Sigma]_0\) is the set of words of \( \Sigma_0 \), while \([\Sigma]_1\) is the set of all rewriting steps formed from the elements of \( \Sigma_1 \).

### 1.5.2 The two versions of Squier’s theorem

In order to understand the main theorem of Chapter 5, we first need to analyse Squier’s homotopical theorem more closely. Squier’s homotopical theorem can be phrased in two different ways, that we call respectively the Existence and the Detection Theorem:

**Theorem 1.5.2.1 (Existence Theorem).** Let \( \Sigma \) be a convergent 2-polygraph. Then there exists an extension of \( \Sigma \) into a 3-polygraph such that:

- The 3-cells of \( \Sigma \) correspond to the critical branchings.
- The 3-polygraph \( \Sigma \) forms a coherent presentation of \( M \), the monoid presented by \( \Sigma \).

**Theorem 1.5.2.2 (Detection Theorem).** Let \( \Sigma \) be a terminating 3-polygraph. Suppose that for any critical branching \((f, g)\) in \( \Sigma \), there exists a cell \( A \in \Sigma_3 \) of the following shape:

\[
\begin{tikzcd}
 f & \ & \ & g \\
 & A & &
\end{tikzcd}
\]

The \( \Sigma \) forms a coherent presentation of \( M \), the monoid presented by \( \Sigma \).

The existence theorem has been extended by Guiraud and Malbos in [40] into the following result:

**Theorem 1.5.2.3 (Extended Existence Theorem).** Let \( \Sigma \) be a convergent 2-polygraph. Then there exists an extension of \( \Sigma \) into an \((\omega, 2)\)-polygraph such that:

- The \((n + 1)\)-cells of \( \Sigma \) correspond to the \( n \)-critical branchings.
- The \((\omega, 2)\)-polygraph \( \Sigma \) forms a polygraphic resolution of \( M \), the monoid presented by \( \Sigma \).
These existence and detection theorems have slightly different applications. The existence theorem is the one which allowed Squier to prove that all monoids with a finite convergent presentation satisfied his homotopical finiteness condition. Later on the extended one allowed Guiraud and Malbos to refine this condition. Note that the proof of the extended existence theorem is constructive, but the explicit computation of the polygraphic resolution that it provides is often very complicated.

The detection theorem on the other hand is used to prove that a given 3-polygraphs (obtained through other means) forms a coherent presentation of a monoid. The Theorem 3.1.3.5 is another example of a detection theorem used similarly. The main result of Chapter 5 is an extended detection theorem.

1.5.3 Higher-dimensional rewriting in Gray monoids

The difficulty to give a precise statement for an extended detection theorem lies in generalising Equation (1.5.1) to higher dimensions. We show in Chapter 3 that in the next dimension it corresponds to finding, for all critical triple branching, a cell with the shape of a cube, as in equation (3.1.4). In general for an \( n \)-fold critical branching, the corresponding cell should have the shape of an \( n \)-cube. In Section 5.1.3, this condition is made explicit using the notion of cubical \( \omega \)-groupoid.

To do that, we first study the structure of the local branchings. Let us start from a string rewriting system \((E, R)\). Then an \( n \)-local branching is an \( n \)-tuple of rewriting steps that share the same source. We denote the set of \( n \)-local branchings \( \text{LocBr}(E, R)_n \). Given such an \( n \)-tuple \( \vec{f} = (f_1, \ldots, f_n) \) and \( 1 \leq i \leq n \), we can define a new \((n - 1)\)-critical branching \( \partial_i \vec{f} := (f_1, \ldots, f_{i-1}, f_{i+1}, \ldots, f_n) \). These operations \( \partial_i \) define a structure of semi-simplicial set on \( \text{LocBr}(\Sigma) \). Defining other operations on local branchings, such as the action of the symmetric group from Section 1.3.4, we finally get in Section 5.1.3 the following result:

**Proposition 5.1.3.4.** Let \((E, R)\) be a string rewriting system. The family of local branchings \( \text{LocBr}(E, R) \) equipped with the applications \( \partial_i \), \( \epsilon_i \) and \( \otimes \) and the action of the symmetric group forms a simplicial monoid, that is a monoid object in augmented symmetric simplicial sets.

On the other hand, starting from a cubical \( \omega \)-groupoid \( C \), there is a forgetful functor towards symmetric cubical sets by Section 4.4.1, where the symmetries come from the \( T_i \)-inverses of the cells. Then from symmetric cubical sets we can forget about the faces \( \partial_i^+ \), the connections \( \Gamma_i^+ \) and the identities \( \epsilon_i \). We are left with a structure of an augmented symmetric simplicial set. We prove that this functor is lax monoidal, and so induces a functor \( V \) from Gray monoids to simplicial monoids. We are now ready to state our extended detection theorem:

**Theorem 5.1.3.8** (Extended Detection Theorem). Let \( \Sigma \) be a terminating targets-only Gray \((\omega, 1)\)-polygraph, and let \( M \) be the monoid presented by \( \Sigma \). We suppose that there exists a morphism of simplicial monoids

\[ \Phi : \text{LocBr}(\Sigma) \to V(\Sigma^{G(1)}) \]

such that for all \( A \in \Sigma \), \( \Phi(\text{br}(A)) = A \).

Then the morphism \( \Sigma^{G(0)} \to M \) is an equivalence of \( \omega \)-groupoids, meaning that \( \Sigma \) is a polygraphic resolution of \( M \).

As with Theorem 1.5.2.2 or 3.1.3.5, we require any critical 3-branching to be associated to a cell of the right shape. The associated cell is given by the map \( \Phi \). The analogue of Equation (1.3.2) or (3.1.4) here is hidden in the fact that \( \Phi \) is a morphism of simplicial monoids, together with the equation \( \Phi(\text{br}(A)) = A \). Let us spell out these conditions in low dimensions.
First for a generating 1-cell \( f \), \( \text{br}(f) \) is just \( f \), so the condition is that \( \Phi(f) = f \). The fact that \( \Phi \) is a morphism of monoids implies that this is actually true for any rewriting step \( f \). In the next dimension, the fact that \( \Sigma \) is targets-only means that any generating 2-cell \( A \in \Sigma_2 \) can be represented as follows, with \( f \) and \( g \) rewriting steps:

\[
\begin{array}{ccc}
\text{f} & \text{f} & \text{f} \\
\text{g} & \text{A} & \text{g} & \text{br}(A) & \text{g} & \Phi(\text{br}(A))
\end{array}
\]

Then the pair \((g,f)\) forms a local branching, denoted \( \text{br}(A) \). The condition \( \Phi(\text{br}(A)) = A \) implies that \( A \) is the canonical filling associated to \((g,f)\).

One unexpected condition that appears in Theorem 5.1.3.8 is that we require \( \Phi \) to be defined on all local branchings. This is to be contrasted to the situation in the detection theorem or in Theorem 3.1.3.5, where we only require conditions on the critical branching. We investigate this discrepancy in Section 5.1.3, and prove the following result:

**Theorem 5.3.1.14.** Let \((E,R)\) be a string rewriting system, and suppose that for all \( f \in R \), \( s(f) \neq 1 \) (which in particular is always true if \((E,R)\) is terminating). Then \( \text{LocBr}(E,R) \) is freely generated by any choice of critical branchings up to permutation.

This implies in particular that defining \( \Phi \) on the critical branchings is sufficient in order to apply Theorem 5.1.3.8. Using this, we are able in Section 5.3.2 to give an explicit of the reduced standard resolution of a monoid \( M \). The generators of such a resolution were already known [40] (see Theorem 1.5.2.3), but the explicit description of the faces of the generators is new.

**Theorem 5.3.2.3.** Let \( M \) be a monoid. Let \( \text{RStd}(M) \) be the following Gray polygraph:

- For any \( n \geq 0 \), \( \text{RStd}(M)_n \) consists of \((n+1)\)-tuples \((m_1, \ldots, m_{n+1})\) of elements of \( M \setminus \{1\} \), that we denote \((m_1|\ldots|m_{n+1})\).
- The faces are given for \( 1 \leq i \leq n \) by:
  \[
  \partial^-_i (m_1|\ldots|m_{n+1}) = (m_1|\ldots|m_i \otimes (m_{i+1}|\ldots|m_{n+1})
  \]
  \[
  \partial^+_i (m_1|\ldots|m_{n+1}) = \begin{cases} 
  (m_1|\ldots|m_{i-1}|m_{i+2}|\ldots|m_{n+1}) & m_im_{i+1} \neq 1 \\
  \epsilon_1 (m_3|\ldots|m_{n+1}) & i = 1 \text{ and } m_1m_2 = 1 \\
  \Gamma^-_i (m_1|\ldots|m_{i-1}|m_{i+2}|\ldots|m_{n+1}) & 2 \leq i \leq n-1 \text{ and } m_im_{i+1} = 1 \\
  \epsilon_{n-1} (m_1|\ldots|m_{n-1}) & i = n \text{ and } m_nm_{n+1} = 1 
  \end{cases}
  \]
  with \( \partial^+_1 (m_1|m_2) = 1_{\text{RStd}}(M)^G(0) \) if \( m_1m_2 = 1_M \) (the unit of the monoid \( M \)).

Then the Gray monoid \( \text{RStd}(M)^G(0) \) forms a polygraphic resolution of \( M \).

Another application of Theorem 5.1.3.8 and 5.3.1.14 is given in Section 5.3.3, where we give a new proof of the extended existence theorem in our setting.

**Theorem 5.3.3.5.** Let \((E,R)\) be a convergent string rewriting system and let \( M \) be the monoid presented by \((E,R)\). There exists an extension of \((E,R)\) into a Gray polygraph \( \Sigma \) such that:

- The \( n \)-cells of \( \Sigma_n \) correspond to the critical branchings
- \( \Sigma \) is a resolution of \( M \) (more specifically, \( \Sigma \) satisfies the hypothesis of Theorem 5.1.3.8).
Chapter 2

Classical higher dimensional rewriting
Introduction

In this section we recall some classical notions of higher-dimensional rewriting. We start in Section 2.1 by recalling the definition of \(\omega\)-category and \(\omega\)-polygraphs, and more generally of \((n,p)\)-category and \((n,p)\)-polygraph. According to Street in [81], the notion of \(\omega\)-category was probably first brought up by John Roberts in the late 70s. The earliest published definition can be found in [13]. The notion of 2-polygraph on the other hand was introduced by Street in [78] under the name of computad. It seems that the earliest occurrence of general \(n\)-polygraphs in the literature comes [18].

In Section 2.2, we recall some classical definitions and results of higher dimensional rewriting. In our case we need to talk about rewriting in \(n\)-categories. See [38] and [39] for references, or [41] for a more gentle introduction to the special case of string rewriting.

Finally, in Section 2.3 we use these techniques to prove coherence theorems for bicategories and pseudofunctors between them. A bicategory being just a monoidal category with many objects, our proof of the coherence theorem for bicategories is a straight adaptation of the proof of the coherence of monoidal categories found in [39]. The case of pseudofunctors is slightly more interesting because we need to find a way to encode the operation of “taking the image through the functor”, but once this is done the same techniques as in the case of monoidal categories can be used.

2.1 Globular \((n,p)\)-categories and polygraphs

This section is divided into two parts: in the first one we introduce \(\omega\)-categories, while in the second we introduce polygraphs, following their description in [65].

2.1.1 Globular categories

**Definition 2.1.1.1.** A \(n\)-globular set (for \(n \in \mathbb{N} \cup \{\omega\}\)) is the data of a family of sets \(G_k\) for \(0 \leq k \leq n\) together with source and target maps \(s, t : G_{k+1} \to G_k\) for all \(0 \leq k < n\), satisfying the so called globular relations:

\[
s \circ t = s \circ s \quad t \circ t = t \circ s. \tag{2.1.1}
\]

If \(G\) is such a globular set, we denote by \(s_j^k\) and \(t_j^k\) (or simply \(s_j\) and \(t_j\)) the maps from \(G_k\) to \(G_j\) such that \(s_j^{k+1} = s\), \(t_j^{k+1} = t\) and which satisfy the equations:

\[
s_j^i \circ t_j^k = s_j^i \circ s_j^k \quad t_j^i \circ t_j^k = s_j^k = t_j^i \circ s_j^k.
\]

For \(f \in G_k\) we call \(s_j(f)\) and \(t_j(f)\) respectively the \(k\)-source and the \(k\)-target of \(f\). An element of \(G_k\) is called a \(k\)-cell. Two \(k\)-cells \(f, g \in G_k\) are said to be \(j\)-composable if \(t_j(f) = s_j(g)\).

**Definition 2.1.1.2.** For \(n \in \mathbb{N} \cup \{\omega\}\), an \(n\)-category \(C\) is the data of an \(n\)-globular set \(C\) together with, for any \(0 \leq k \leq n\) and \(0 \leq j < k\), maps \(\bullet_j\) associating to any two \(j\)-composable \(k\)-cells \(f, g \in C_k\) a cell \(f \bullet_j g \in C_k\), and for any \(k\)-cell \(f \in C_k\) a \((k+1)\)-cell \(1_f \in C_{k+1}\). This data moreover has to verify the following relations:

- For all \(j\)-composable \(f, g \in C_k\), \(s(f \bullet_j g) = s(f) \bullet_j s(g)\) and \(t(f \bullet_j g) = t(f) \bullet_j t(g)\) if \(j \neq k-1\), if \(j = k-1\) then \(s(f \bullet_j g) = s(f)\), while \(t(f \bullet_j g) = t(g)\).
- For all \(f \in C_k\), \(s(1_f) = t(1_f) = f\).
- For all \(j\)-composable \(f, g, h \in C_k\), \((f \bullet_j g) \bullet_j h = f \bullet_j (g \bullet_j h)\).
• For all \( f \in C_k \), \( f \circ_{k-1} 1_{t(f)} = 1_{s(f)} \circ_{k-1} f = f \).

• For all \( f, f', g, g' \in C_k \), and \( 0 \leq i < j < k \), then \( (f \circ_j f') \circ_i (g \circ_j g') = (f \circ_i g) \circ_j (f' \circ_i g') \), as soon as the left-hand side is defined.

The relations imply additionally the additional following relations (as soon as they are defined):

- \( s_i(f \circ_j g) = \begin{cases} s_i(f) \circ_j s_i(g) & i > j \\ s_i(f) & i = j \\ s_i(f) = s_i(g) & i < j \end{cases} \)
- \( t_i(f \circ_j g) = \begin{cases} t_i(f) \circ_j t_i(g) & i > j \\ t_i(g) & i = j \\ t_i(f) = t_i(g) & i < j \end{cases} \)

**Definition 2.1.1.3.** If \( C \) is a 2-category, we denote by \( C^{\text{op}} \) the 2-category obtained by reversing the direction of the 1-cells, and by \( C^{\text{co}} \) the 2-category obtained by reversing the direction of the 2-cells.

**Example 2.1.1.4.** Let us explicit the notion of 2-category. The underlying 2-globular set is constituted of three sets \( C_0 \), \( C_1 \) and \( C_2 \). A 1-cell \( f \) and the 2-cell \( A \) are respectively represented as follows:

\[
\begin{array}{ccc}
  s_0(f) & \xrightarrow{f} & t_0(f) \\
  s_0(A) & \xrightarrow{A} & t_0(A) \\
  t_1(A) & \xleftarrow{A} & s_1(A)
\end{array}
\]

For any 0-cell \( x \in C_0 \) and 1-cell \( f \in C_1 \), the cells \( 1_x \) and \( 1_f \) have the following shape:

\[
\begin{array}{ccc}
  x & \xrightarrow{1_x} & x \\
  s_0(f) & \xleftarrow{1_f} & t_0(f) \\
  f & \xleftarrow{f}
\end{array}
\]

The composition \( \bullet_0 \) associates, to any composable 1-cells \( x \xrightarrow{f} y \xrightarrow{g} z \), a 1-cell \( x \xrightarrow{f \bullet_0 g} z \). And to any 0-composable 2-cells \( x \xrightarrow{A} y \xrightarrow{A'} z \), a 2-cell:

\[
\begin{array}{ccc}
  x & \xrightarrow{f \bullet_0 f'} & z \\
  g \bullet_0 g' & \xleftarrow{g \bullet_0 g'} & x
\end{array}
\]
Finally, the composition $\bullet_1$ associates to any 1-composable 2-cells $x \xrightarrow{f} g \xrightarrow{h} y$, a 2-cell $A \bullet_1 B$ of shape $x \xrightarrow{f} h \xrightarrow{A \bullet_1 B} y$.

Also, if $f$ is 1-cell and $A$ is a 2-cell then we denote by $f \bullet_0 A$ the composite (when defined) $1_f \bullet_0 A$, and similarly for $A \bullet_0 g$ for any 1-cell $g$. This operation is called whiskering. For instance the composite $f \bullet_0 A \bullet_0 g$ is represented as follows:

\[
\begin{array}{ccc}
  f & \longrightarrow & A \\
 \downarrow & = & \downarrow \\
 h & \longrightarrow & B \\
\end{array}
\]

**Definition 2.1.1.5.** Let $C$ be an $n$-category, for $n \in \mathbb{N} \cup \{\omega\}$. For $p \in \mathbb{N} \cup \{\omega\}$, we say that $C$ is an $(n,p)$-category if for any $p < k \leq n$, any $k$-cell has an inverse for composition $\bullet_{k-1}$. That is for every $A \in C_k$ there exists $B \in C_k$ such that $A \bullet_{k-1} B = 1_{s(A)}$ and $B \bullet_{k-1} A = 1_{t(A)}$. In particular for $p \geq n$ an $(n,p)$-category is just a category, and for $p = 0$ we call an $(n,0)$-category an $n$-groupoid.

**Example 2.1.1.6.** A 2-category $C$ is a $(2,1)$-category if for any 2-cell $A : f \Rightarrow g \in C_2$, there exists a 2-cell $A^- : g \Rightarrow f \in C_2$ such that the following equality holds (together with the one obtained by exchanging the roles of $A$ and $A^-$):

\[
\begin{array}{ccc}
x & \xrightarrow{f} & g \\
\downarrow & = & \downarrow \\
x & \xrightarrow{f} & y \\
\end{array}
\]

It is a 2-groupoid if moreover for any 1-cell $f : x \rightarrow y$ there exits a 1-cell $f^- : y \rightarrow x$ such that the following equalities hold:

\[
\begin{array}{ccc}
x & \xrightarrow{f} & y \\
\downarrow & \Rightarrow & \downarrow \\
x & \xrightarrow{f^-} & x \\
\end{array}
\]

\[
\begin{array}{ccc}
y & \xrightarrow{f^-} & x \\
\downarrow & = & \downarrow \\
y & \xrightarrow{f} & y \\
\end{array}
\]

Note that in addition in a 2-groupoid any 2-cell $A : f \Rightarrow g \in C_2$ admits an inverse $B : f^- \Rightarrow g^-$ for composition $\bullet_0$, given by the following composite:

\[
\begin{array}{ccc}
B & \xrightarrow{f^-} & A^- \\
\downarrow & = & \downarrow \\
\end{array}
\]

2.1.2 Polygraphs

We recall the definition of polygraphs from [18]. For \( n \in \mathbb{N} \), we denote by \( n \text{-} \text{Cat} \) the category of \( n \)-categories and by \( \text{Graph}_n \) the category of \( n \)-graphs. The category of \( n \)-categories equipped with a cellular extension, denoted by \( n \text{-} \text{Cat}^+ \), is the limit of the following diagram:

\[
\begin{array}{c}
n \text{-} \text{Cat}^+ \\
\downarrow \quad s \\
n \text{-} \text{Cat}
\end{array} \quad \begin{array}{c}\text{Graph}_{n+1} \\
\downarrow \\
\text{Graph}_n
\end{array}
\]

where the functor \( n \text{-} \text{Cat} \to \text{Graph}_n \) forgets the categorical structure and the functor \( \text{Graph}_{n+1} \to \text{Graph}_n \) deletes the top-dimensional cells.

Hence, an object of \( n \text{-} \text{Cat}^+ \) is a couple \( (\mathcal{C}, G) \) where \( \mathcal{C} \) is an \( n \)-category and \( G \) is a graph \( \mathcal{C}_n \xrightarrow{S} S_{n+1} \), such that for any \( u, v \in S_{n+1} \), the following equations are verified:

\[
s(s(u)) = s(t(u)) \quad t(s(u)) = t(t(u))
\]

Let \( \mathcal{R}_n \) be the functor from \((n + 1) \text{-} \text{Cat}\) to \( n \text{-} \text{Cat}^+ \) that sends an \((n + 1)\)-category \( \mathcal{C} \) on the couple \( (\mathcal{C}_n, \mathcal{C}_n \xleftarrow{S} \mathcal{C}_{n+1}) \). This functor admits a left-adjoint \( \mathcal{L}_n : n \text{-} \text{Cat}^+ \to (n + 1) \text{-} \text{Cat} \) (see [66]).

We now define by induction on \( n \) the category \( \text{Pol}_n \) of \( n \)-polygraphs together with a functor \( Q_n : \text{Pol}_n \to n \text{-} \text{Cat} \).

- The category \( \text{Pol}_0 \) is the category of sets, and \( Q_0 \) is the identity functor.
- Assume \( Q_n : \text{Pol}_n \to n \text{-} \text{Cat} \) is defined. Then \( \text{Pol}_{n+1} \) is the limit of the following diagram:

\[
\begin{array}{c}
\text{Pol}_{n+1} \\
\downarrow \quad s \\
\text{Pol}_n
\end{array} \quad \begin{array}{c}n \text{-} \text{Cat}^+ \\
\downarrow \\
n \text{-} \text{Cat}
\end{array} \quad \begin{array}{c}Q_n \\
\downarrow
\end{array}
\]

and \( Q_{n+1} \) is the composite

\[
\text{Pol}_{n+1} \longrightarrow n \text{-} \text{Cat}^+ \xrightarrow{\mathcal{L}_n} (n + 1) \text{-} \text{Cat}
\]

**Definition 2.1.2.1.** Given an \( n \)-polygraph \( \Sigma \), the \( n \)-category \( Q_n(\Sigma) \) is denoted by \( \Sigma^* \) and is called the free \( n \)-category generated by \( \Sigma \).

**Definition 2.1.2.2.** Let \( \mathcal{C} \) be an \( n \)-category, and \( 0 \leq i < n \) and \( A \in \mathcal{C}_{i+1} \). If it exists, we denote by \( A^{-1} \) the inverse of \( A \) for the \( i \)-composition.

We denote by \( n \text{-} \text{Cat}^{(k)} \) the full subcategory of \( n \text{-} \text{Cat} \) whose objects are the \((n, k)\)-categories.

In particular \( n \text{-} \text{Cat}^{(0)} \) is the category of \( n \)-groupoids, and \( n \text{-} \text{Cat}^{(n)} = n \text{-} \text{Cat} \).

The functor \( \mathcal{R}_n \) restricts to a functor \( \mathcal{R}_n^{(n)} \) from \((n + 1) \text{-} \text{Cat}^{(n)} \) to \( n \text{-} \text{Cat}^+ \). Once again this functor admits a left-adjoint \( \mathcal{L}_n^{(n)} : n \text{-} \text{Cat}^+ \to (n + 1) \text{-} \text{Cat}^{(n)} \). We define categories \( \text{Pol}_n^{(k)} \) of \((n, k)\)-polygraphs and functors \( Q_n^{(k)} : \text{Pol}_n^{(k)} \to n \text{-} \text{Cat}^{(k)} \) in a similar way to \( \text{Pol}_n \) and \( Q_n \). See 2.2.3 in [40] for an explicit description of this construction.
**Definition 2.1.2.3.** Given an \((n,k)\)-polygraph \(\Sigma\), the \((n,k)\)-category \(Q^n_{(k)}(\Sigma)\) is denoted by \(\Sigma^*(k)\) and is called the free \((n,k)\)-category generated by \(\Sigma\). For \(j \leq n\), we denote by \(\Sigma^*_j\) both the \(j\)-cells of \(\Sigma^*(k)\) and the \((j,k)\)-category generated by \(\Sigma\). Hence, an \((n,k)\)-polygraph \(\Sigma\) consists of the following data:

\[
\begin{array}{cccccccc}
\Sigma_0 & \Sigma_1 & \Sigma_2 & (\cdots) & \Sigma_k & \Sigma_{k+1} & (\cdots) & \Sigma_n \\
\Sigma_0 & \leftrightarrow & \Sigma^*_1 & \leftrightarrow & \Sigma^*_2 & \leftrightarrow & (\cdots) & \leftrightarrow & \Sigma^*_k & \leftrightarrow & \Sigma^*_k \leftrightarrow & (\cdots) \:
\end{array}
\]

**Remark 2.1.2.4.** Let \(n, j\) and \(k\) be integers, with \(j \leq k \leq n\). Since an \((n,j)\)-category is also an \((n,k)\)-category, an \((n,k)\)-polygraph gives rise to an \((n,j)\)-polygraph. In particular for \(n = k = 1\) and \(j = 0\) we recover that a monoid presentation gives rise to a group presentation.

In particular, if \(\Sigma\) is an \((n,k)\)-polygraph, we denote by \(\Sigma^{*(j)}\) the \((n,j)\)-category it generates.

**Definition 2.1.2.5.** Let \(\mathcal{C}\) be an \((n+1,k)\)-category. We denote by \(\overline{\mathcal{C}}\) the \((n,k)\)-category \(C_n/C_{n+1}\).

Let \(\Sigma\) be an \((n+1,k)\)-polygraph. We denote by \(\overline{\Sigma}\) the \((n,k)\)-category \(\overline{\Sigma^*(k)}\) and call it the \((n,k)\)-category presented by \(\Sigma\).
2.2 Higher-dimensional rewriting

In this section we recall the notions of termination (Section 2.2.1), confluence (Section 2.2.2) and coherence (Section 2.2.3) of an n-category. Since this n will vary throughout Chapter 3, we talk instead of n-confluence, n-termination and n-coherence. Finally, we state Squier’s theorem, under its more general form proved by Guiraud and Malbos in [38].

2.2.1 Termination

Definition 2.2.1.1. Let Σ be an n-polygraph. For 0 < k ≤ n, the binary relation →k defined by u →k v if there exists f : u → v in Σk is a preorder on Σk−1 (transitivity is given by composition, and reflexivity by the units). We say that the n-polygraph Σ is k-terminating if →k is a well-founded ordering. We denote by →k the strict ordering associated to →k.

We recall Theorem 4.2.1 from [38], which we will use in order to show the 3-termination of some polygraphs.

Definition 2.2.1.2. Let sOrd be the 2-category with one object, whose 1-cells are partially ordered sets, whose 2-cells are monotonic functions and whose 0-composition is the cartesian product.

Definition 2.2.1.3. Let C be a 2-category, X : C2 → sOrd and Y : C2co → sOrd two 2-functors, and M a commutative monoid. An (X,Y,M)-derivation on C is given by, for every 2-cell f ∈ C2, an application

\[ d(f) : X(s(f)) \times Y(t(f)) \to M, \]

such that for every 2-cells f1, f2 ∈ C2, every x, y, z and t respectively in X(s(f1)), Y(t(f1)), X(s(f2)) and Y(t(f2)), the following equalities hold:

\[ d(f1 \bullet f2)[x,t] = d(f1)[x,Y(f2)[y]] + d(f2)[X(f1)[x],y] \]

\[ d(f1 \bullet 0 f2)[(x,z),(y,t)] = d(f1)[x,y] + d(f2)[z,t]. \]

In order to show the 3-termination of some polygraphs, we are going to use the following result (Theorem 4.2.1 from [38]).

Theorem 2.2.1.4. Let Σ be an n-polygraph, X : Σ2 → sOrd and Y : (Σ2)co → sOrd two 2-functors, and M a commutative monoid equipped with a well-founded ordering ≥, and whose addition is strictly monotonous in both arguments.

Suppose that for every 3-cell A ∈ Σ3, the following inequalities hold:

\[ X(s(A)) \geq X(t(A)) \quad Y(s(A)) \geq Y(t(A)) \quad d(s(A)) > d(t(A)). \]

Then the n-polygraph Σ is 3-terminating.

2.2.2 Branchings and Confluence

Definition 2.2.2.1. Let Σ be an n-polygraph. A k-fold branching of Σ is a k-tuple (f1, f2, ..., fK) of n-cells in Σn such that every fi has the same source u, which is called the source of the branching.

The symmetric group Sg acts on the set of all k-fold branchings of Σ. The equivalence class of a branching (f1, f2, ..., fK) under this action is denoted by [f1, f2, ..., fK]. Such an equivalence class is called a k-fold symmetrical branching, and (f1, f2, ..., fK) is called a representative of [f1, f2, ..., fK]
Definition 2.2.2.2. Let $\Sigma$ be an $n$-polygraph. We denote by $\mathbb{N}$ the $n$-category with exactly one $k$-cell for every $k < n$, whose $n$-cells are the natural numbers and whose compositions are all given by addition.

We define an application $l : \Sigma^* \to \mathbb{N}$ by setting $l(f) = 1$ for every $f \in \Sigma_n$. For $f \in \Sigma^*_n$, we call $l(f)$ the length of $f$.

An $n$-cell of length 1 in $\Sigma^*_n$ is also called a rewriting step.

Definition 2.2.2.3. Let $\Sigma$ be an $n$-polygraph. A $k$-fold local branching of $\Sigma$ is a $k$-fold branching $(f_1, f_2, \ldots, f_k)$ of $\Sigma$ where every $f_i$ is a rewriting step.

A $k$-fold local branching $(f_1, \ldots, f_k)$ of source $u$ is a strict aspherical branching if there exists an integer $i$ such that $f_i = f_{i+1}$. We say that it is an aspherical branching if it is in the equivalence class of a strict aspherical branching.

A $k$-fold local branching $(f_1, \ldots, f_k)$ is a strict Peiffer branching if it is not aspherical and there exist $v_1, v_2 \in \Sigma^*_{n-1}$ such that $u = v_1 \bullet v_2$, an integer $m < n$ and $f_1', \ldots, f_k' \in \Sigma^*_n$ such that for every $j \leq m$, $f_j = f_j \bullet v_2$ and for every $j > m$, $f_j = v_1 \bullet f_j'$. It is a Peiffer branching if it is in the equivalence class of a strict Peiffer branching.

A local branching that is neither aspherical nor Peiffer is overlapping.

Given an $n$-polygraph $\Sigma$, one defines an order $\preceq$ on $k$-fold local branchings by saying that $(f_1, \ldots, f_k) \preceq (u \bullet f_1 \bullet v, \ldots, u \bullet f_k \bullet v)$ for every $u, v \in \Sigma^*_{n-1}$ and every $k$-fold local branching $(f_1, \ldots, f_k)$.

Definition 2.2.2.4. An overlapping branching that is minimal for $\preceq$ is a critical branching.

A 2-fold (resp. 3-fold) critical branching is also called a critical pair (resp. critical triple).

Definition 2.2.2.5. Let $\Sigma$ be an $n$-polygraph. A 2-fold branching $(f, g)$ is confluent if there are $f', g' \in \Sigma^*_n$ of the following shape:

\[
\begin{array}{c}
  f \\
  \downarrow \quad \downarrow
\end{array}
\begin{array}{c}
  f' \\
  \downarrow \quad \downarrow
\end{array}
\]

\[
\begin{array}{c}
  g \\
  \downarrow \quad \downarrow
\end{array}
\begin{array}{c}
  g' \\
  \downarrow \quad \downarrow
\end{array}
\]

Definition 2.2.2.6. An $n$-polygraph $\Sigma$ is $k$-confluent if every 2-fold branching of $\Sigma_k$ is confluent.

Definition 2.2.2.7. An $n$-polygraph is $k$-convergent if it is $k$-terminating and $k$-confluent.

The following two propositions are proven in [38].

Proposition 2.2.2.8. Let $\Sigma$ be an $n$-terminating $n$-polygraph. It is $n$-confluent if and only if every 2-fold critical branching is confluent.

Proposition 2.2.2.9. Let $\Sigma$ be a $k$-convergent $n$-polygraph. For every $u \in \Sigma^*_{k-1}$, there exists a unique $v \in \Sigma^*_{k-1}$ such that $u \rightarrow^*_k v$ and $v$ is minimal for $\rightarrow^*_k$.

Definition 2.2.2.10. Let $\Sigma$ be an $n$-polygraph. A normal form for $\Sigma$ is an $(n-1)$-cell minimal for $\rightarrow^*_n$.

If $\Sigma$ is $n$-convergent, for every $u \in \Sigma^*_{n-1}$, the unique normal form $v$ such that $u \rightarrow^*_n v$ is denoted by $\hat{u}$ and is called the normal form of $u$. 34
2.2.3 Coherence

**Definition 2.2.3.1.** Two $k$-cells are *parallel* if they have the same source and the same target. An $(n + 1)$-category $C$ is $n$-coherent if, for each pair $(f, g)$ of parallel $n$-cells in $C_n$, there exists an $(n + 1)$-cell $A : f \to g$ in $C_{n+1}$.

**Definition 2.2.3.2.** Let $\Sigma$ be an $(n + 1)$-polygraph, and $(f, g)$ be a local branching of $\Sigma_n$. A *filling* of $(f, g)$ is an $(n + 1)$-cell $A \in \Sigma_n^{s(n)}$ of the shape:

```
\begin{array}{c}
  f \\
  \downarrow A \\
  g
\end{array}
```

**Definition 2.2.3.3.** An $(n + 1)$-polygraph $\Sigma$ satisfies the $n$-Squier condition if:

- it is $n$-convergent,
- there is a bijective application from $\Sigma_{n+1}$ to the set of all critical pairs of $\Sigma_n$ that associates to every $A \in \Sigma_{n+1}$, a critical pair $b$ of $\Sigma_n$ such that $A$ is a filling of a representative of $b$.

The following Theorem is due to Squier for $n = 2$ [75] and was extended to any integer $n \geq 2$ by Guiraud and Malbos [38].

**Theorem 2.2.3.4.** Let $\Sigma$ be an $(n + 1)$-polygraph satisfying the $n$-Squier condition. Then the free $(n + 1, n - 1)$-category $\Sigma^{s(n-1)}$ is $n$-coherent.

In the proof of this Theorem appears the following result (Lemma 4.3.3 in [38]).

**Proposition 2.2.3.5.** Let $\Sigma$ be an $(n + 1)$-polygraph satisfying the $n$-Squier condition. For every parallel $n$-cells $f, g \in \Sigma_n^s$ whose target is a normal form, there exists an $(n + 1)$-cell $A : f \to g$ in $\Sigma_{n+1}^{s(n)}$.

Let us compare those two last results. Let $\Sigma$ be an $(n + 1)$-polygraph satisfying the $n$-Squier condition, and let $f, g \in \Sigma_n^s$ be two parallel $n$-cells whose target is a normal form. According to Theorem 2.2.3.4, there exists an $(n + 1)$-cell $A : f \to g$ in the free $(n + 1, n - 1)$-category $\Sigma_{n+1}^{s(n-1)}$. Proposition 2.2.3.5 shows that such an $A$ can be chosen in the free $(n + 1, n)$-category $\Sigma_{n+1}^{s(n)}$, where the $n$-cells are not invertible. Hence, for cells $f, g \in \Sigma_n^s$ whose target is a normal form, Proposition 2.2.3.5 is more precise than Theorem 2.2.3.4.
2.3 Application to the coherence of bicategories and pseudofunctors

We now study the coherence problem successively for bicategories and pseudofunctors. In Section 2.3.1, we start by recalling the usual definition of bicategories (see [7]). We then give an alternative description of bicategories in terms of algebras over a certain 4-polygraph $\text{BiCat}[\mathcal{C}]$, and show that the two definitions coincide. The coherence problem for bicategories is now reduced to showing the 3-coherence of $\text{BiCat}[\mathcal{C}]$, and we use the techniques introduced in the previous section (especially Theorems 2.2.1.4 and 2.2.3.4) to conclude. In Section 2.3.2, we apply the same reasoning to pseudofunctors.

2.3.1 Coherence for bicategories

Let $\text{Cat}$ be the category of (small) categories. We denote by $\top$ the terminal category in $\text{Cat}$. Let $\text{sCat}$ be the 3-category with one 0-cell, (small) categories as 1-cells, functors as 2-cells, and natural transformations as 3-cells, where 0-composition is given by the cartesian product, 1-composition by functor composition, and 2-composition by composition of natural transformations.

Definition 2.3.1.1. A bicategory $\mathcal{B}$ is given by:

- A set $\mathcal{B}_0$.
- For every $a, b \in \mathcal{B}_0$, a category $\mathcal{B}(a, b)$. The objects and arrows of $\mathcal{B}(a, b)$ are respectively called the 1-cells $\mathcal{B}$ and 2-cells of $\mathcal{B}$.
- For every $a, b, c \in \mathcal{B}_0$, a functor $\bullet_{a,b,c} : \mathcal{B}(a, b) \times \mathcal{B}(b, c) \to \mathcal{B}(a, c)$.
- For every $a \in \mathcal{B}_0$, a functor $I_a : \top \to \mathcal{B}(a, a)$, that is to say a 1-cell $I_a : a \to a$.
- For every $a, b, c, d \in \mathcal{B}_0$, a natural isomorphism $\alpha_{a,b,c,d}$:

$$
\begin{align*}
\mathcal{B}(a, b) \times \mathcal{B}(b, c) \times \mathcal{B}(c, d) & \xrightarrow{\bullet_{a,b,c} \times \mathcal{B}(c, d)} \mathcal{B}(a, c) \times \mathcal{B}(c, d) \\
& \xrightarrow{\alpha_{a,b,c,d}} \mathcal{B}(a, d)
\end{align*}
$$

of components $\alpha_{f,g,h} : (f \circ g) \circ h \Rightarrow f \circ (g \circ h)$, for every triple $(f, g, h) \in \mathcal{B}(a, b) \times \mathcal{B}(b, c) \times \mathcal{B}(c, d)$.
- For every $a, b \in \mathcal{B}_0$, natural isomorphisms $R_{a,b}$ and $L_{a,b}$:

$$
\begin{align*}
\mathcal{B}(a, b) & \xrightarrow{I_a \times \mathcal{B}(a, b)} \mathcal{B}(a, a) \times \mathcal{B}(a, b) \\
& \xleftarrow{\mathcal{B}(a, b) \times I_b} \mathcal{B}(a, b) \times \mathcal{B}(b, b)
\end{align*}
$$

of components $L_f : I_a \cdot f \Rightarrow f$ and $R_f : f \cdot I_b \Rightarrow f$ for every 1-cell $f \in \mathcal{B}(a, b)$. 
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This data must also satisfy the following axioms:

- For every composable 2-cells \( f, g, h, i \) in \( \mathcal{B} \):

\[
\begin{align*}
(f \bullet g) \cdot (h \bullet i) & \rightarrow (f \bullet (g \bullet h)) \cdot i \\
\downarrow \alpha_{f,g,h,i} & \downarrow \alpha_{f,g,h,i} \\
(f \bullet (g \cdot h)) \cdot i & \rightarrow (f \bullet g) \cdot (h \cdot i) \\
\end{align*}
\]

\( (2.3.1) \)

- For every couple \( (f, g) \in \mathcal{B}(a, b) \times \mathcal{B}(b, c) \):

\[
\begin{align*}
(f \bullet I_b) \cdot g & \rightarrow f \bullet g \\
\downarrow \alpha_{f,I_b,g} & \downarrow Rf \cdot g \\
(f \bullet I_b \cdot g) & \rightarrow f \bullet Lg \\
\end{align*}
\]

\( (2.3.2) \)

**Definition 2.3.1.2.** Let \( C \) be a set. Let us describe dimension by dimension a 4-polygraph \( \text{BiCat}[C] \), so that bicategories correspond to algebras on \( \text{BiCat}[C] \), that is to 4-functors from \( \text{BiCat}[C] \) to \( \text{sCat} \) (see Proposition 2.3.1.4).

**Dimension 0:** Let \( \text{BiCat}[C]_0 \) be the set \( C \).

**Dimension 1:** The set \( \text{BiCat}[C]_1 \) contains, for every \( a, b \in C \), a 1-cell \( a \rightarrow b \).

**Dimension 2:** The set \( \text{BiCat}[C]_2 \) contains the following 2-cells:

- For every \( a, b, c \in C \), a 2-cell \( \trianglerighteq_{a,b,c} : a \rightarrow b \).

- For every \( a \in C \), a 2-cell \( \varphi_a : 1_a \Rightarrow a \).

Note that the indices are redundant with the source of a generating 2-cell. In what follows, we will therefore omit them when the context is clear. For example, the 2-cell \( \trianglerighteq \) of source \( a \downarrow a \) designates the composite \( (a \downarrow a) \trianglerighteq (a \downarrow a) \). We will use the same notation for higher-dimensional cells.

**Dimension 3:** The set \( \text{BiCat}[C]_3 \) contains the following 3-cells:

- For every \( a, b, c, d \in C \), a 3-cell \( \downarrow a, b, c, d : \trianglerighteq \Rightarrow \trianglerighteq \) of 1-source \( a \downarrow a \).

- For every \( a, b \in C \), 3-cells \( \varphi_{a,b} : \trianglerighteq \Rightarrow | \) and \( \varphi_{a,b} : \trianglerighteq \Rightarrow | \) of 1-source \( a \downarrow b \).
Dimension 4: The set $\text{BiCat}[[C]]_4$ contains the following 4-cells:

- For every $a, b, c, d, e \in C$, a 4-cell $\xymatrix{a_{b,c,d,e} \ar[r] & a}$ of 1-source $a_{b,c,d,e}$.

- For every $a, b, c \in C$, a 4-cell $\xymatrix{a_{b,c} \ar[r] & a}$ of 1-source $a_{b,c}$.

Definition 2.3.1.3. We denote by $\text{Alg}(\text{BiCat})$ the set of all couples $(C, \Phi)$:

- where $C$ is a set,
- where $\Phi$ is a functor from $\text{BiCat}[C]$ to $\text{sCat}$.

Proposition 2.3.1.4. There is a one-to-one correspondence between (small) bicategories and $\text{Alg}(\text{BiCat})$.

Proof. The correspondence between a bicategory $\mathcal{B}$ and an algebra $(C, \Phi)$ over $\text{BiCat}$ is given by:

- At the level of sets: $C = \mathcal{B}_0$.
- For every $a, b \in \mathcal{B}_0$, $\Phi(a_b) = \mathcal{B}(a, b)$.
- For every $a, b, c \in \mathcal{B}_0$, $\Phi(\xymatrix{a_{b,c} \ar[r] & a}) = \bullet_{a,b,c}$.
- For every $a \in \mathcal{B}_0$, $\Phi(\Phi_a) = I_a$.
- For every $a, b, c, d \in \mathcal{B}_0$, $\Phi(\xymatrix{a_{b,c,d} \ar[r] & a}) = \alpha_{a,b,c,d}$.
- For every $a, b \in \mathcal{B}_0$, $\Phi(\Phi_{a,b}) = R_{a,b}$ and $\Phi(\Phi_{a,b}) = L_{a,b}$.
- The axioms that a bicategory must satisfy correspond to the fact that $\Phi$ is compatible with the quotient by the 4-cells $\xymatrix{a_{b,c,d,e} \ar[r] & a}$ and $\xymatrix{a_{b,c} \ar[r] & a}$.
This correspondence between the structures of bicategory and of algebra over $\text{BiCat}$ is summed up by Table 2.1.

We are going to show the coherence theorem for bicategories, using Theorem 2.2.3.4.

**Proposition 2.3.1.5.** For every set $C$, the 4-polygraph $\text{BiCat}[C]$ 3-terminates.

**Proof.** In order to apply Theorem 2.2.1.4 we construct two functors $X_C : \text{BiCat}[C]^2 \to s\text{Ord}$ and $Y_C : (\text{BiCat}[C]^2)^{\circ \circ} \to s\text{Ord}$ by setting, for every $a, b \in C$:

$$X_C(a) = Y_C(a) = \mathbb{N}^*$$

and, for every $i, j \in \mathbb{N}^*$:

$$X_C(\forall)[i, j] = i + j, \quad X_C(\varnothing) = 1, \quad Y_C(\forall)[i] = (i, i).$$

We now define an $(X_C, Y_C, \mathbb{N})$-derivation $d_C$ on $\text{BiCat}[C]^2$ by setting, for every $i, j, k \in \mathbb{N}^*$:

$$d_C(\forall)[i, j, k] = i + k + 1, \quad d_C(\varnothing)[i] = i,$$

It remains to show that the required inequalities are satisfied. Concerning $X_C$ and $Y_C$, we have for every $i, j, k \in \mathbb{N}^*$:

$$X_C(\forall)[i, j, k] = i + j + k \geq i + j + k = X_C(\forall)[i, j, k]$$

$$X_C(\forall)[i] = i + 1 \geq i = X_C(\varnothing)[i] \quad X_C(\varnothing)[i] = i + 1 \geq i = X_C(\varnothing)[i]$$

$$Y_C(\forall)[i] = (i, i, i) \geq (i, i, i) = Y_C(\forall)[i]$$

Concerning $d_C$, we have for every $i, j, k, l \in \mathbb{N}^*$:

$$d_C(\forall)[i, j, k, l] = 2i + j + 2l + 2 \geq i + j + 2l + 2 = d_C(\forall)[i, j, k, l]$$

$$d_C(\forall)[i, j] = 2j + 2 \geq 0 = d_C(\varnothing)[i, j] \quad d_C(\varnothing)[i, j] = i + 2j + 1 \geq 0 = d_C(\varnothing)[i, j].$$

The following Theorem is a rephrasing of Mac Lane’s coherence theorem [61] in our setting.
Theorem 2.3.1.6. Let $\mathbf{C}$ be a set.

The 4-polygraph $\text{BiCat}[\mathbf{C}]$ is 3-convergent and the free (4,2)-category $\text{BiCat}[\mathbf{C}]^{\ast}(2)$ is 3-coherent.

Proof. We already know that $\text{BiCat}[\mathbf{C}]$ is 3-terminating. Using Proposition 2.2.2.8 and Theorem 2.2.3.4, it remains to show that every critical pair admits a filling.

There are five families of critical pairs, of sources:

- The first two families are filled by the 4-cells $\emptyset$ and $\emptyset$, whereas the last three are filled by 4-cells $\omega_i \in \text{BiCat}[\mathbf{C}]^{\ast}(2)$, which are constructed in a similar fashion as in the case of monoidal categories (see Proposition 3.5 in [39]).

2.3.2 Coherence for pseudofunctors

Definition 2.3.2.1. A pseudofunctor $F$ is given by:

- Two bicategories $\mathcal{B}$ and $\mathcal{B}'$.
- A function $F_0 : \mathcal{B}_0 \to \mathcal{B}'_0$.
- For every $a, b \in \mathcal{B}_0$, a functor $F_{a,b} : \mathcal{B}(a,b) \to \mathcal{B}'(F_0(a), F_0(b))$.
- For every $a, b, c \in \mathcal{B}_0$, a natural isomorphism $\phi_{a,b,c}$:

\[
\begin{array}{ccc}
\mathcal{B}(a,b) \times \mathcal{B}(b,c) & \overset{\bullet_{a,b,c}}{\longrightarrow} & \mathcal{B}(a,c) \\
F_{a,b} \times F_{b,c} \downarrow & & \downarrow F_{a,c} \\
\mathcal{B}'(F_0(a), F_0(b)) \times \mathcal{B}'(F_0(b), F_0(c)) & \overset{\bullet'_{F_0(a), F_0(b), F_0(c)}}{\longrightarrow} & \mathcal{B}'(F_0(a), F_0(c))
\end{array}
\]

of components $\phi_{f,g} : F(f \cdot g) \Rightarrow F(f) \cdot' F(g)$, for every couple $(f, g) \in \mathcal{B}(a,b) \times \mathcal{B}(b,c)$.

- For every $a \in \mathcal{B}_0$, a natural isomorphism $\psi_a$:

\[
\begin{array}{ccc}
\top & \overset{I_a}{\longrightarrow} & \mathcal{B}(a,a) \\
\psi_a & \Longleftrightarrow & \overset{F_{a,a}}{\Longrightarrow} \\
\top & \overset{I_{F_0(a)}'}{\longrightarrow} & \mathcal{B}'(F_0(a), F_0(a))
\end{array}
\]

of components $\psi_a : F(I_a) \Rightarrow I'_{F_0(a)}$, for every $a \in \mathcal{B}_0$.

This data must satisfy the following axioms:
• For every composable 1-cells \( f, g \) and \( h \) in \( \mathcal{B} \):

\[
\begin{align*}
F(f) & \xrightarrow{\phi_{f,g,h}} F((f \circ g) \circ h) \\
F(f \circ (g \circ h)) & = (F(f) \circ F(g)) \circ F(h) \\
F(f) & \xleftarrow{\phi_{f,g}} F(f) \circ F(g) \circ F(h)
\end{align*}
\]

(2.3.3)

• For every 1-cell \( f : a \to b \) in \( \mathcal{B} \):

\[
\begin{align*}
F(I_a) & \xrightarrow{\psi_a} F(f) \\
F(I_a \circ f) & = F(f) \\
F(L_f) & \xrightarrow{\phi_{I_a,f}} F(f)
\end{align*}
\]

(2.3.4)

• For every 1-cell \( f : a \to b \) in \( \mathcal{B} \):

\[
\begin{align*}
F(f) & \xrightarrow{\phi_{f,I_b}} F(I_b) \\
F(f \circ I_b) & = F(f) \circ I_{F(a)} \\
F(R_f) & \xleftarrow{\phi_{f,I_b}} F(f)
\end{align*}
\]

(2.3.5)

**Definition 2.3.2.2.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be sets, and \( f \) an application from \( \mathcal{C} \) to \( \mathcal{D} \). Let us describe dimension by dimension a 4-polygraph \( \text{PFonct}[f] \). We will prove in Proposition 2.3.2.5 that pseudofunctors correspond to algebras over \( \text{PFonct}[f] \).

The polygraph \( \text{PFonct}[f] \) contains the union of:

- the polygraph \( \text{BiCat}[\mathcal{C}] \), whose cells are denoted by \( \triangledown, \triangledown, \triangledown, \triangledown, \triangledown, \triangledown \), and\( \triangledown \), defined as in Definition 2.3.1.2,

- the polygraph \( \text{BiCat}[\mathcal{D}] \), whose cells are denoted by \( \triangledown, \triangledown, \triangledown, \triangledown, \triangledown, \triangledown \), and\( \triangledown \), defined as in Definition 2.3.1.2,

and with the following cells:

**Dimension 1:** For every \( a \in \mathcal{C} \), the set \( \text{PFonct}[f]_1 \) contains a 1-cell \( a_{\mathcal{C}}[a] : a \to f(a) \).

**Dimension 2:** For every \( a, b \in \mathcal{C} \), the set \( \text{PFonct}[f]_2 \) contains a 2-cell \( a_{\mathcal{C},b} : a_{\mathcal{C}}[a] \Rightarrow a_{\mathcal{C}}[b] \).
Dimension 3: The set $PFonct[f]_3$ contains the following 3-cells:

- For every $a, b, c \in C$, a 3-cell $\triangleright_{a,b,c}$ of 1-source $\triangleright_{d(r(c))}$.

- For every $a \in C$, a 3-cell $\triangleright_{a}$ of 1-source $\triangleright_{d(f(a))}$.

Dimension 4: The $PFonct[f]_4$ contains the following 4-cells:

- For every $a, b, c, d \in C$, a 4-cell $\triangleright_{a,b,c,d}$ of 1-source $\triangleright_{d(d(f(d))}$

- For every $a, b \in C$, 4-cells $\triangleright_{a,b}$ and $\triangleright_{a,b}$ of 1-source $\triangleright_{d(d(b))}$

Definition 2.3.2.3. Let $Alg(PFonct)$ be the set of all tuples $(C, D, f, \Phi)$:

- where $C$ and $D$ are sets,

- where $f$ is an application from $C$ to $D$,

- where $\Phi$ is a functor from $PFonct[f]$ to $sCat$ such that, for every $c \in C$ the following equality holds:

\[
\Phi(f_{(c)}) = \top
\]

Remark 2.3.2.4. Let $f : C \to D$ be an application. Since $BiCat[C]$ (resp. $BiCat[D]$) is a sub-4-polygraph of $PFonct[f]$, every functor $\Phi : PFonct[f] \to sCat$ induces by restriction two functors:

\[
\Phi_0 : BiCat[C] \to sCat \quad \Phi_1 : BiCat[D] \to sCat
\]

Proposition 2.3.2.5. Pseudofunctors between (small) categories are in one-to-one correspondence with elements of $Alg(PFonct)$. 

42
Table 2.2: Correspondence for pseudofunctors

Proof. The proof is similar to the case of bicategories, using the correspondence Table 2.3.2.

Proposition 2.3.2.6. For every sets \( C, D \) and every application \( f : C \to D \), the 4-polygraph \( \mathbf{PFonct}[f] \) 3-terminates.

Proof. In order to apply Theorem 2.2.1.4, we define functors \( X_f : \mathbf{PFonct}[f]_2 \to \mathbf{sOrd} \) and \( Y_f : (\mathbf{PFonct}[f]_2)^	ext{co} \to \mathbf{sOrd} \) as extensions of the functors \( X_C, X_D, Y_C \) and \( Y_D \) from Proposition 2.3.1.5, and by setting for every \( a \in C \):

\[
X_f(a_{f(a)}) = Y_f(a_{f(a)}) = \top,
\]

where \( \top \) is the terminal ordered set, and for every \( i \in \mathbb{N}^* \):

\[
X_f([i]) = i \quad \text{and} \quad Y_f([i]) = 2i + 1.
\]

We now define an \((X_f, Y_f, \mathbb{N})\)-derivation \( d_f \) on \( \mathbf{PFonct}[f]_2^* \) as an extension of \( d_C \), by setting for every \( i, j, k \in \mathbb{N}^* \):

\[
d_f([[i, j, k]]) = i + k \quad d_f([[i, j]]) = i \quad d_f([[i]]) = i + j + 1
\]

It remains to show that the inequalities required to apply Theorem 2.2.1.4 are satisfied. Since \( X_f \) (resp. \( Y_f \)) extends \( X_C \) and \( X_D \) (resp. \( Y_C \) and \( Y_D \)), the only inequalities that need to be checked are those corresponding to the 3-cells \( \begin{array}{c} \circ \end{array} \) and \( \begin{array}{c} \triangledown \end{array} \). Indeed, for every \( i, j \in \mathbb{N}^* \), we have:

\[
X_f(\begin{array}{c} \circ \end{array}) = 1 \geq 1 = X_f(\begin{array}{c} \triangledown \end{array})
\]

\[
X_f(\begin{array}{c} \triangledown \end{array})[i, j] = i + j \geq i + j = X_f(\begin{array}{c} \circ \end{array})[i, j]
\]

\[
Y_f(\begin{array}{c} \triangledown \end{array})[i] = (2i + 1, 2i + 1) \geq (2i + 1, 2i + 1) = Y_f(\begin{array}{c} \circ \end{array})[i]
\]

Concerning \( d_f \), the 3-cells from \( \mathbf{BiCat}[C] \) have already been checked in Proposition 2.3.1.5. For the other 3-cells, we have, for every \( i, j, k \in \mathbb{N}^* \):

\[
d_f([[i, j, k]]) = 2i + 2 > i = d_f([[i, j]])
\]

\[
d_f([[i]]) = 3i + 2 > i = d_f([[i]])
\]

\[
d_f([[i, j, k]]) = 2i + j + 3k + 3 > 2i + j + 3k + 2 = d_f([[i, j, k]])
\]
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Theorem 2.3.2.7. Let $C$ and $D$ be sets, and $f : C \to D$ an application.

The 4-polygraph $\text{PFonct}[f]$ is 3-convergent and the free $(4,2)$-category $\text{PFonct}[f]^\ast(2)$ is 3-coherent.

Proof. We have shown that it is 3-terminating, so using Proposition 2.2.2.8 and Theorem 2.2.3.4, it remains to show that every critical pair admits a filler in $\text{PFonct}[f]_4$.

There are thirteen families of critical pairs. Among them, ten come from $\text{BiCat}[C]$ or $\text{BiCat}[D]$, and were already dealt with in Theorem 2.3.1.6. The remaining three have the following sources:

and they are filled respectively by the 4-cells \( \xymatrix{ & * \
& * 
} \) and \( \xymatrix{ & * 
& * 
} \).
Chapter 3

Coherence for pseudonatural transformations
Organisation

The goal of this chapter is to prove a coherence theorem for pseudonatural transformations. In the beginning of Section 3.1, we try to mimic the reasoning we used in the previous chapter to show the coherence for bicategories and pseudofunctors. We quickly realise however that the $(4,2)$-polygraph encoding the structure of pseudonatural transformation is not confluent, and so we cannot apply Theorem 2.2.3.4. To conclude we therefore temporarily admit a new Squier-like result: Theorem 3.1.3.5. Using this result we are able to prove the coherence for pseudonatural transformations in Section 3.1.

We then proceed to prove Theorem 3.1.3.5. First in Section 3.2 we introduce some necessary tools, and in particular the notion of white \(n\)-categories, which are \(n\)-categories where the exchange law does not hold (even up to isomorphism. Sections 3.3 and 3.4 then contain the proof of Theorem 3.1.3.5.

3.1 Proof of the coherence for pseudonatural transformations

In this section we prove a coherence theorem for pseudonatural transformations (Theorem 3.1.1.8). However, the methods we developped in the previous chapter fail in this case. To prove Theorem 3.1.1.8 we therefore rely on another result: Theorem 3.1.3.5, whose proof will occupy Sections 3.2 to 3.4. In Section 3.1.1, we start by describing the structure of pseudonatural transformation and a $(4,2)$-polygraph $PN_{Trans}[f,g]$ encoding it. A more complete overview of the proof of Theorem 3.1.1.8 is given at the end of Section 3.1.1.

3.1.1 The structure of pseudonatural transformation

**Definition 3.1.1.1.** A pseudonatural transformation $\tau$ consists of the following data:

- Two pseudofunctors $F, F' : B \to B'$, where $B$ and $B'$ are bicategories.
- For every $a \in B_0$, a functor $\tau_a : \top \to B'(F_0(a), F_0'(a))$, that is a 1-cell $\tau_a : F_0(a) \to F_0'(a)$ in $B'$.
- For every $a, b \in B_0$, a natural isomorphism $\sigma_{a,b}$:

$$
\begin{array}{ccc}
B(a, b) & \xrightarrow{\sigma_{a,b}} & B'(F_0(a), F_0'(a)) \\
\downarrow \downarrow & & \downarrow \downarrow \\
B'(F_0(a), F_0'(b)) & \xrightarrow{\tau_a \times \sigma_{a,b}} & B'(F_0'(a), F_0'(b)) \\
\end{array}
$$

of components $\sigma_f : F(f) \cdot \tau_b \Rightarrow \tau_a \cdot F'(f)$, for every $f \in B(a, b)$.

This data must satisfy the following axioms:
• For every \((f, g) \in \mathcal{B}(a, b) \times \mathcal{B}(b, c):\)

\[
\begin{align*}
F(f \cdot g) \cdot \tau_c &\quad \tau_a \cdot F(f \cdot g) \\
\phi_{f,g} \cdot \tau_c &\quad \tau_a \cdot (F'(f) \cdot F'(g)) \\
(F(f) \cdot (F(g)) \cdot \tau_c &\quad \alpha_{F(f),F(g)}'( \cdot \tau_c) \Rightarrow (F'(f)) \cdot F'(g) \\
F(f) \cdot (F(g) \cdot \tau_c) &\quad \Rightarrow (F'(f) \cdot \tau_c) \cdot F'(g) \\
F(f) \cdot \sigma_g &\quad \Rightarrow (F'(f) \cdot \tau_b) \cdot F'(g)
\end{align*}
\]

\[\text{(3.1.1)}\]

• For every \(a \in \mathcal{B}_0:\)

\[
\begin{align*}
F(I_a) \cdot \tau_a &\quad \Rightarrow \tau_a \cdot F'(I_a) \\
\psi_a \cdot \tau_a &\quad \Rightarrow \tau_a \cdot \psi'(a) \\
L'_{F_0(a)} \cdot \tau_a &\quad \Rightarrow \tau_a \cdot L'_{F_0(a)} \\
R'_{F_0(a)} \Rightarrow \tau_a &\quad \Rightarrow \tau_a \cdot R'_{F_0(a)}
\end{align*}
\]

\[\text{(3.1.2)}\]

**Definition 3.1.1.2.** Let \(\mathcal{C}\) and \(\mathcal{D}\) be sets, and \(f, g\) be applications from \(\mathcal{C}\) to \(\mathcal{D}\). Let us define dimension by dimension a \((4,2)\)-polygraph \(\text{PNTrans}[f, g]\). We will see in Proposition 3.1.1.5 that pseudonatural transformations correspond to algebras over \(\text{PNTrans}[f, g]\).

The polygraph \(\text{PNTrans}[f, g]\) contains the union of the polygraphs \(\text{PFunct}[f]\) and \(\text{PFunct}[g]\). In particular, the following cells are in \(\text{PNTrans}[f, g]\):

- the cells \(\varnothing, \emptyset, \varnothing, \emptyset\) and \(\varnothing\) coming from \(\text{BiCat}[\mathcal{C}]\),
- the cells \(\varnothing, \emptyset, \varnothing, \emptyset\) and \(\varnothing\) coming from \(\text{BiCat}[\mathcal{D}]\),
- the cells \(\varnothing, \emptyset, \varnothing, \emptyset\) and \(\varnothing\) coming from \(\text{PFunct}[f]\),
- the cells \(\varnothing, \emptyset, \varnothing, \emptyset\) and \(\varnothing\) coming from \(\text{PFunct}[g]\).

Together with the union of \(\text{PFunct}[f]\) and \(\text{PFunct}[g]\), \(\text{PNTrans}[f, g]\) contains the following cells:
Dimension 2: For every $a \in C$, the set $\text{PNTrans}[f, g]_2$ contains a 2-cell $\xymatrix{ \ar[r]_a & \ar[r]^{g(a)} & }$.

Dimension 3: For every $a, b \in C$, the set $\text{PNTrans}[f, g]_3$ contains a 3-cell $\xymatrix{ \ar[r]_{a, b} & \ar[r]^{g(b)} & }$ of 1-source $\xymatrix{ & \ar[r]_{b} & }$.

Dimension 4: The set $\text{PNTrans}[f, g]_4$ contains the following 4-cells:

- For every $a \in C$, a 4-cell $\xymatrix{ & \ar[r]_{a} & \ar[r]^{g(a)} & }$ of 1-source $\xymatrix{ & \ar[r]_{a} & }$.

- For every $a, b, c \in C$, a 4-cell $\xymatrix{ & \ar[r]_{a, b, c} & \ar[r]^{g(c)} & }$ of 1-source $\xymatrix{ & \ar[r]_{a, b, c} & }$.

Definition 3.1.1.3. Let $\text{Alg}(\text{PNTrans})$ be the set of tuples $(C, D, f, g, \Phi)$:

- where $C$ and $D$ are sets,
- where $f, g : C \to D$ are applications,
- where $\Phi$ is a functor from $\text{PNTrans}[f, g]$ to $\text{sCat}$, such that for every $c \in C$, $d \in D$ and 1-cell $\xymatrix{ & \ar[r]_{c} & }$:

$$\Phi(\xymatrix{ & \ar[r]_{d} & }) = \top$$
Remark 3.1.1.4. Since $\text{PFonct}[f]$ (resp. $\text{PFonct}[g]$) is a sub-4-polygraph of $\text{PNTrans}[f, g]$, every functor $\Phi : \text{PNTrans}[f, g] \to \text{sCat}$ induces by restriction two functors

$$\Phi : \text{PFonct}[f] \to \text{sCat} \quad \Phi : \text{PFonct}[g] \to \text{sCat}$$

Proposition 3.1.1.5. Pseudonatural transformations between pseudofunctors are in one-to-one correspondence with elements of $\text{Alg}(\text{PNTrans})$.

Proof. The proof is similar to that of bicategories, using Table 3.1.

\begin{table}[h]
\begin{tabular}{|c|c|c|c|}
\hline
Pseudonatural transformations & $\text{Alg}(\text{PNTrans})$ & Dimensions & Restrictions \\
\hline
Source and target & $F$ and $F'$ & $\Phi$ and $\Phi'$ & 2-cells \\
Functors & $\tau$ & & 3-cells \\
Natural transformations & $\sigma$ & & 4-cells \\
Equalities & (3.1.1) (3.1.2) & & \\
\hline
\end{tabular}
\caption{Correspondence for pseudonatural transformations}
\end{table}

This result induces the classification presented in Table 3.2 of the cells of the (4, 2)-polygraph $\text{PNTrans}[f, g]$, depending on which structure they come from. We also distinguish two types of cells: product cells and unit cells. Moreover, in Table 3.2, every line corresponds to a dimension.

\begin{table}[h]
\begin{tabular}{|c|c|c|c|}
\hline
Origin & Dimension & Product cells & Unit cells \\
\hline
Source bicategory & 2-cells & \includegraphics[width=0.5cm]{cell2.png} & \includegraphics[width=0.5cm]{cell1.png} \\
& 3-cells & \includegraphics[width=0.5cm]{cell3.png} & \\
& 4-cells & \includegraphics[width=0.5cm]{cell4.png} & \\
Target bicategory & 2-cells & \includegraphics[width=0.5cm]{cell5.png} & \includegraphics[width=0.5cm]{cell6.png} \\
& 3-cells & \includegraphics[width=0.5cm]{cell7.png} & \\
& 4-cells & \includegraphics[width=0.5cm]{cell8.png} & \\
Source pseudofunctor & 2-cells & \includegraphics[width=0.5cm]{cell9.png} & \includegraphics[width=0.5cm]{cell10.png} \\
& 3-cells & \includegraphics[width=0.5cm]{cell11.png} & \\
& 4-cells & \includegraphics[width=0.5cm]{cell12.png} & \\
Target pseudofunctor & 2-cells & \includegraphics[width=0.5cm]{cell13.png} & \includegraphics[width=0.5cm]{cell14.png} \\
& 3-cells & \includegraphics[width=0.5cm]{cell15.png} & \\
& 4-cells & \includegraphics[width=0.5cm]{cell16.png} & \\
Pseudonatural transformation & 2-cells & \includegraphics[width=0.5cm]{cell17.png} & \includegraphics[width=0.5cm]{cell18.png} \\
& 3-cells & \includegraphics[width=0.5cm]{cell19.png} & \includegraphics[width=0.5cm]{cell20.png} \\
& 4-cells & \includegraphics[width=0.5cm]{cell21.png} & \includegraphics[width=0.5cm]{cell22.png} \\
\hline
\end{tabular}
\caption{Classification of the cells of $\text{PNTrans}[f, g]$}
\end{table}

Proposition 3.1.1.6. Let $f, g : C \to D$ be two applications. The (4, 2)-polygraph $\text{PNTrans}[f, g]$ 3-terminates.

Proof. We apply Theorem 2.2.1.4. To construct the functors $X_{f, g} : \text{PNTrans}[f, g]^*_{2} \to \text{sOrd}$ and $Y_{f, g} : (\text{PNTrans}[f, g]^*_{2})^\text{co} \to \text{sOrd}$, we extend the functors $X_f$, $X_g$, $Y_f$ and $Y_g$ from Proposition 2.3.2.6, by setting:

$$X_{f, g}(\begin{array}{c}
\end{array}) = 1$$
We now define an \((X_{f,g}, Y_{f,g}, N)\)-derivation \(d_{f,g}\) of the 2-category \(\text{PNTrans}[f, g]^s\) as the extension of \(d_f\) satisfying, for every \(i, j \in \mathbb{N}^s\):

\[
d_{f,g}(\bullet)[i, j] = i + j \quad d_{f,g}(\circlearrowright)[i] = i
\]

It remains to show that the required inequalities are satisfied. Since \(X_{f,g}\) (resp. \(Y_{f,g}\)) is an extension \(X_f\) and \(X_g\) (resp. \(Y_f\) and \(Y_g\)), it only remains to treat the case of the 3-cell \(\mathcal{A}_f\). For every \(i, j \in \mathbb{N}^s\), we have:

\[
X_{f,g}(\text{bullet})[i] = i + 1 \geq i + 1 = X_{f,g}(\text{circle})[i] \\
Y_{f,g}(\text{bullet})[i] = 2i + 1 \geq 2i + 1 = Y_{f,g}(\text{circle})[i]
\]

Concerning \(d_{f,g}\), the 3-cells from \(\text{PFunc}[f]\) were already treated in Proposition 2.3.1.5. For the others we have, for every \(i, j, k \in \mathbb{N}^s\):

\[
d_{f,g}(\triangle)[i, j, k] = 2i + j + 3k + 2 > 2i + j + 3k = d_{f,g}(\text{circle})[i, j, k]
\]

\[
d_{f,g}(\triangle)[i] = 3i + 1 > i = d_{f,g}(\text{bullet})[i] \\
d_{f,g}(\text{circle})[i, j] = 2i + 3j + 1 > i + 3j + 1 = d_{f,g}(\text{circle})[i, j]
\]

**Definition 3.1.1.7.** We define a weight application \(w\) as the 1-functor from \(\text{PNTrans}[f, g]^s\) to \(\mathbb{N}\), defined as follows on \(\text{PNTrans}[f, g]^s\):

- for all \(a, b \in C\), \(w(a, b) = 1\),
- for all \(a, b \in D\), \(w(a, b) = 1\),
- for all \(a \in C\) and \(b \in D\), \(w(a, b) = 0\).

**Theorem 3.1.1.8** (Coherence for pseudonatural transformations). Let \(C\) and \(D\) be sets, and \(f, g : C \to D\) applications.

Let \(A, B \in \text{PNTrans}[f, g]^s(2)\) be two parallel 3-cells whose 1-target is of weight 1.

There is a 4-cell \(\alpha : A \cong B \in \text{PNTrans}[f, g]^s(2)\).

This proof of this theorem will occupy the rest of Section 3.1. Contrary to the case of bicategories and pseudofunctors, we cannot directly apply Theorem 2.2.3.4 to the \((4, 2)\)-polygraph \(\text{PNTrans}[f, g]\), because the following critical pair is not confluent:
Let us give a quick overview of the proof of Theorem 3.1.1.8. We fix for the rest of this section two sets $C$ and $D$, together with two applications $f, g : C \to D$. Let $A, B \in \text{PNTrans}^{(2)}[f, g]$ be 3-cells whose 1-target is of weight 1. We want to build a 4-cell $\alpha : A \equiv B \in \text{PNTrans}^{(2)}[f, g]$.

The 1-cells of weight 1 are of one of the following forms, with $a, a' \in C$ and $b, b' \in D$:

$$a \xrightarrow{f} b \xrightarrow{f(a')} a' \xrightarrow{g(a')} b' \xrightarrow{g}. \quad (3.1.3)$$

We start in Section 3.1.2 by show that if the common 1-target of $A$ and $B$ is not of the last form, then they are generated by a sub-4-polygraph $\text{PFonct}[f, g]$ of $\text{PNTrans}[f, g]$. We then show using Theorem 2.2.3.4 that this 4-polygraph is coherent.

There remains to treat the case where the 1-target of $A$ and $B$ is of the last form. We define two sub-(4, 2)-polygraphs of $\text{PNTrans}[f, g]$: $\text{PNTrans}^{++}[f, g]$ and $\text{PNTrans}^+[f, g]$. The (4, 2)-polygraph $\text{PNTrans}^{++}[f, g]$ contains all the structure of pseudonatural transformations, except for the axioms concerning the units $\circ$ and $\bullet$, while $\text{PNTrans}^+[f, g]$ is constructed from $\text{PNTrans}^{++}[f, g]$ by adding the 2-cells $\circ$ and $\bullet$ (but not the higher dimensional cells where they appear). The inclusions between the (4, 2)-polygraphs can be seen as follows:

$$\text{PNTrans}^{++}[f, g]_2 \subseteq \text{PNTrans}^+[f, g]_2 = \text{PNTrans}[f, g]_2$$

$$\text{PNTrans}^{++}[f, g]_3 = \text{PNTrans}^+[f, g]_3 \subseteq \text{PNTrans}[f, g]_3$$

In Section 3.1.3, we show that $\text{PNTrans}^{++}[f, g]$ satisfies the 2-Squier condition of depth 2, which allows us to apply Theorem 3.1.3.5. But this only solves the problem whenever $A, B \in \text{PNTrans}^{++}[f, g]^{(2)}$. In order to extend that to the rest of $\text{PNTrans}^{++}[f, g]^{(2)}$, we then define a sub-3-polygraph $\text{PNTrans}^+[f, g]$ of $\text{PNTrans}[f, g]$. The rewriting system induced by the 3-cells $\text{PNTrans}^+[f, g]$ corresponds to simplifying the units out.

Using the properties of this rewriting system, we extend the result of Section 3.1.3, first to 3-cells $A$ and $B$ in $\text{PNTrans}^+[f, g]^{(2)}$ in Section 3.1.4, and finally to general $A$ and $B$ whose 1-target is $a \xrightarrow{f(0)} b$ in Section 3.1.5, thereby concluding the proof.

### 3.1.2 A convergent sub-polygraph of $\text{PNTrans}[f, g]$}

**Definition 3.1.2.1.** Let $\text{PFonct}[f, g]$ be the 4-polygraph containing every cell of $\text{PNTrans}[f, g]$, except those corresponding to the pseudonatural transformation. Alternatively, $\text{PFonct}[f, g]$ is the union of $\text{PFonct}^+[f]$ and $\text{PFonct}^+[g]$.

**Lemma 3.1.2.2.** For every $h \in \text{PNTrans}[f, g]_2^+$, one of the following holds:

- The target of $h$ is of the form
  $$a_i \xrightarrow{f} b_i \xrightarrow{f(a_i)} b_i \xrightarrow{g(a_i)} b_{i+1} \xrightarrow{g}, \quad (3.1.3)$$
  where $i$ and $j$ are non-zero integers, the $a_k$ are in $C$ and the $b_k$ are in $D$.

- The 2-cell $h$ is in $\text{PFonct}[f, g]_2^+$.

**Proof.** Let us show first that the set of all 1-cells of the form (3.1.3) is stable when rewritten by $\text{PFonct}[f, g]_2^+$. To prove this, we examine the case of every cell of $\text{PFonct}[f, g]_2^+$ of length 1:

$$a_1 \xrightarrow{f} a_{k-1} \bigtriangleup a_{k+1} \xrightarrow{f(a_i)} b_j : a_1 \xrightarrow{f} b_i \xrightarrow{f(a_i)} b_j \Rightarrow a_1 \xrightarrow{f} b_{k-1} b_{k+1} \xrightarrow{g} b_j$$

$$a_1 \xrightarrow{f} a_k \xrightarrow{g(a_i)} b_j : a_1 \xrightarrow{f} b_i \xrightarrow{f(a_i)} b_j \Rightarrow a_1 \xrightarrow{f} b_k \xrightarrow{g} b_j$$

$$a_1 \xrightarrow{f} a_{k-1} \bigtriangledown a_{k+1} \xrightarrow{f(a_i)} b_j : a_1 \xrightarrow{f} b_i \xrightarrow{f(a_i)} b_j \Rightarrow a_1 \xrightarrow{f} b_{k-1} b_{k+1} \xrightarrow{g} b_j$$
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\[
\begin{align*}
    a_1 \xrightarrow{b_0 \bullet b_0} b_1 : a_1 \xrightarrow{b_0 \bullet b_1} b_2 & \rightarrow a_1 \xrightarrow{b_0} a_2 \xrightarrow{b_1} b_2 \\
    a_1 \xrightarrow{\varepsilon_{r(a_1)} \bullet b_0} b_1 : a_1 \xrightarrow{b_0 \bullet b_1} b_2 & \Rightarrow a_1 \xrightarrow{b_0 \bullet \varepsilon_{r(a_1)}} b_2
\end{align*}
\]

Let us now prove the lemma: we reason by induction on the length of \( h \). If \( h \) is of length 0, it is an identity, so \( h \) is in \( \text{PFonct}[f, g]^* \).

If \( h \) is of length 1 and \( h \) is not in \( \text{PFonct}[f, g]^* \), then \( h \) has to be of the form \( \varepsilon \). So its target is of the form:

\[
a_1 \xrightarrow{b_0} b_2
\]

which is indeed of the form \( (3.1.3) \), with \( b_1 = g(a_2) \).

Let now \( h \) be of length \( n > 1 \). We can write \( h = h_1 \bullet h_2 \), where \( h_2 \) is of length 1, and \( h_1 \) is strictly shorter than \( h \). Let us apply the induction hypothesis to \( h_2 \). If the target of \( h_2 \) is of the form \( (3.1.3) \), then so is the target of \( h \), since \( t(h_2) = t(h) \). Otherwise, then \( h_1 \in \text{PFonct}[f, g]^* \), and we can apply the induction hypothesis to \( h_2 \). If \( h_2 \) also is in \( \text{PFonct}[f, g]^* \), then so is \( h \).

It remains to treat the case where \( t(h_1) \) is of the form \( (3.1.3) \), and \( h_2 \) is in \( \text{PFonct}[f, g]^* \). But we have shown that the 1-cells of the form \( (3.1.3) \) are stable when rewritten by \( \text{PFonct}[f, g]^* \). Thus, the target of \( h_2 \) (which is the target of \( h \)) is of the form \( (3.1.3) \), which concludes the proof.

\[
\text{Lemma 3.1.2.3.} \quad \text{For every } A \in \text{PNTrans}[f, g]^{a(2)}_3, \text{ one of the following holds:}
\]

- The 1-target of \( A \) is of the form \( (3.1.3) \).
- The 3-cell \( A \) is in \( \text{PFonct}[f, g]^{a(2)}_3 \).

\[
\text{Proof.} \quad \text{Let us start by the case where } A \text{ is a 3-cell of length 1 in } \text{PNTrans}[f, g]^{a}_3. \text{ If the 1-target of } A \text{ is not of the form } (3.1.3) \text{ then, according to Lemma 3.1.2.2, the 2-source of } A \text{ is in } \text{PFonct}[f, g]^{a}_3. \text{ The only 3-cell in } \text{PNTrans}[f, g]^{a}_3 \text{ which is not in } \text{PFonct}[f, g]^{a}_3 \text{ is the 3-cell } A \text{, whose 2-source } A \text{ is not in } \text{PFonct}[f, g]^{a}_3. \text{ Thus } A \text{ is in } \text{PFonct}[f, g]^{a}_3.
\]

\[
\text{Suppose now that } A = B^{-1}, \text{ where } B \text{ is a 3-cell of } \text{PNTrans}[f, g]^{a}_3 \text{ of length 1. The 1-target of } B \text{ is the same as the one of } A. \text{ If } A \text{ is of the form } (3.1.3), A \text{ is in } \text{PFonct}[f, g]^{a(2)}_3, \text{ and so is } A.
\]

In the general case, \( A \) is a composite of 3-cells of one of the two previous forms, and all of them have the same 1-target as \( A \). Thus if the 1-target of \( A \) is not of the form \( (3.1.3) \), all those 3-cells are in \( \text{PFonct}[f, g]^{a(2)}_3 \), and so is \( A \).

\[
\text{Lemma 3.1.2.4.} \quad \text{The 4-polygraph } \text{PFonct}[f, g] \text{ is 3-coherent.}
\]

\[
\text{Proof.} \quad \text{It is a sub-4-polygraph of } \text{PNTrans}[f, g] \text{ which is 3-terminating, therefore it is also 3-terminating. Moreover, every critical pair in } \text{PFonct}[f, g] \text{ arises from one either in } \text{PFonct}[f] \text{ or } \text{PFonct}[g]. \text{ Since those 4-polygraphs are confluent and satisfy the Squier condition, so does } \text{PFonct}[f, g].
\]

Using Theorem 2.2.3.4, this means that \( \text{PFonct}[f, g] \) is 3-coherent.

\[
\text{Proposition 3.1.2.5.} \quad \text{Let } f, g : C \rightarrow D \text{ be two applications.}
\]

\[
\text{For every parallel 3-cells } A, B \in \text{PNTrans}[f, g]^{a(2)}_4 \text{ whose 1-target is not of the form } (3.1.3), \text{ there exists a 4-cell } \alpha : A \cong B \in \text{PNTrans}[f, g]^{a(2)}_4.
\]

\[
\text{In particular, for every parallel 3-cells } A, B \in \text{PNTrans}[f, g]^{a(2)}_4 \text{ whose 1-target is of weight 1 and is not of the form } a \varepsilon_{r(a)} b, \text{ there exists a 4-cell } \alpha : A \cong B \in \text{PNTrans}[f, g]^{a(2)}_4.
\]
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Proof. Let \( A, B \in \text{PNTrans}[f, g]_{3 \rightarrow 2} \) whose 1-target is not of the form (3.1.3). We want to build a 4-cell \( \alpha : A \sqsupseteq B \in \text{PNTrans}[f, g]_{1 \rightarrow 2} \). According to Lemma 3.1.2.3, \( A \) and \( B \) are actually 3-cells in \( \text{PFonct}[f, g]_{3 \rightarrow 2} \). In Lemma 3.1.2.4, we showed that \( \text{PFonct}[f, g] \) is 3-coherent, hence there exists a 4-cell \( \alpha : A \sqsupseteq B \in \text{PNTrans}[f, g]_{1 \rightarrow 2} \).

Moreover, the only 1-cells of weight 1 and of the form (3.1.3) are the 1-cells \( \delta_{[f(a)]} \), which proves the second part of the Proposition.

3.1.3 The 2-Squier condition of depth 2 and \( \text{PNTrans}[f, g] \)

In this section, we finally state Theorem 3.1.3.5, and show that a sub-polygraph of \( \text{PNTrans}[f, g] \) satisfies its hypothesis. The proof of Theorem 3.1.3.5 will occupy Sections 3.2 to 3.4.

Definition 3.1.3.1. Let \( \text{PNTrans}^{++}[f, g] \) be the sub-(4,2)-polygraph of \( \text{PNTrans}[f, g] \) containing every product cell from Table 3.2.

Definition 3.1.3.2. Let \( \Sigma \) be an \((n+1)\)-polygraph, and \((f, g)\) a local branching in \( \Sigma_n \). Depending on the nature of \((f, g)\), we define the notion of canonical filling of \((f, g)\).

- If \((f, g)\) is an aspherical branching, then its canonical filling is the identity \(1_f\).
- If \((f, g)\) is a Peiffer branching, if \((f, g) = (f', v_1, v_2, g')\) (resp. \((f, g) = (v_1, f', g', v_2)\)), then its canonical filling is \(1_{f',v_1}\) (resp. \(1_{g',v_2}\)).
- Assume that \( \Sigma \) satisfies the n-Squier condition, and let \((f, g)\) be a critical pair. Let \( A \) be the \((n+1)\)-cell associated to \([f, g]\). If \( A \) is a filling of \((f, g)\), then the canonical filling of \((f, g)\) is \( A^{-1}\).
- Assume that the branching \((f, g)\) admits a canonical filler \( A \). Then the canonical filler of \((u \cdot_i f \cdot_i v, u \cdot_i f \cdot_i v)\) is \( u \cdot_i A \cdot_i v\).

Definition 3.1.3.3. Let \( \Sigma \) be an \((n+2)\)-polygraph satisfying the n-Squier condition, and \((f, g, h)\) be a local branching of \( \Sigma_n \). A filling of \((f, g, h)\) is an \((n+2)\)-cell \( \alpha \in \Sigma_{n+2} \) of the shape:
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Theorem 3.1.3.5. Let \( \mathcal{A} \) be a \((4,2)\)-polygraph satisfying the 2-Squier condition of depth 2.

For every parallel 3-cells \( A, B \in \Sigma^*_2 \) whose 1-target is a normal form, there exists a 4-cell \( \alpha : A \equiv B \) in the free \((4,2)\)-category \( \Sigma^*_4 \).

This theorem should be compared with Proposition 4.4.4 in [40]. There, for every parallel \( A, B \in \Sigma^*_3 \), a 4-cell \( \alpha : A \equiv B \) is constructed in the free \((4,1)\)-category \( \Sigma^*_4 \). By not requiring the inversibility of the 2-cells, Theorem 3.1.3.5 gives a more precise statement, at the cost of restricting the set of 3-cells allowed.

Lemma 3.1.3.6. The \((4,2)\)-polygraph \( \text{PNTrans}^{++} [f, g] \) satisfies the 2-Squier condition of depth 2.

Proof. The 2-Squier condition

Let us start by showing the 2-termination of the \((4,2)\)-polygraph \( \text{PNTrans}^{++} [f, g] \).

We define a functor \( \tau : \text{PNTrans}[f, g] \to \mathbb{N}^3 \), where compositions in \( \mathbb{N}^3 \) are given by component-wise addition, by defining:

- For all \( a, b \in C \), \( \tau(a|b) = (1, 0, 0) \).
- For all \( a \in C \), \( \tau(a|\ell(a)) = (0, 1, 0) \).
- For all \( a \in C \), \( \tau(a|k(a)) = (0, 2, 0) \).
- For all \( a, b \in D \), \( \tau(a) = (0, 0, 1) \).

The lexicographic order on \( \mathbb{N}^3 \) induces a noetherian ordering on \( \text{PNTrans}[f, g] \). Moreover, the 2-cells are indeed decreasing for this order:

\[
\tau(s(\triangledown)) = (2, 0, 0) > (1, 0, 0) = \tau(t(\triangledown)) \quad \tau(s(\triangledown)) = (0, 0, 2) > (0, 0, 1) = \tau(t(\triangledown))
\]

\[
\tau(s(\triangleright)) = (1, 1, 0) > (0, 1, 1) = \tau(t(\triangleright)) \quad \tau(s(\triangleright)) = (1, 2, 0) > (0, 2, 1) = \tau(t(\triangleright))
\]

\[
\tau(s(\square)) = (0, 2, 0) > (0, 1, 1) = \tau(t(\square))
\]

The following diagrams show both the 2-confluence of \( \text{PNTrans}^{++} [f, g] \) and the correspondence between critical pairs and 3-cells:
The 2-Squier condition of depth 2

The following diagrams show the bijection between critical triples and 4-cells.
Proposition 3.1.3.7. For every 3-cells $A, B \in \text{PNTrans}^{++}[f, g]^{*2}$ whose 1-target is of the form $\alpha_{r}(a)$, there exists a 4-cell $\alpha : A \cong B \in \text{PNTrans}[f, g]^{*2}$.

Proof. Thanks to Lemma 3.1.3.6, we can apply Theorem 3.1.3.5 to $\text{PNTrans}^{++}[f, g]^{*2}$, and there exists a 4-cell $\alpha : A \cong B$ in $\text{PNTrans}^{++}[f, g]^{*2}$ for every 3-cells $A, B \in \text{PNTrans}^{++}[f, g]^{*2}$ whose 1-target is a normal form. In particular the 1-cells of the form $\alpha_{r}(a)$ are normal forms.
3.1.4 Adjunction of the units 2-cells

**Definition 3.1.4.1.** Let $\text{PNTrans}^{u}[f, g]$ be the sub-3-polygraph of $\text{PNTrans}[f, g]$ containing the same 1- and 2-cells, and whose only 3-cells are the unit cells from Table 3.2.

A 2-cell $h \in \text{PNTrans}^{u}[f, g]_{2}^{3}$ is said unitary if it is generated by the sub-2-polygraph of $\text{PNTrans}[f, g]$ whose only 2-cells are $\emptyset$ and $\bullet$.

**Lemma 3.1.4.2.** Let $h \in \text{PNTrans}^{u}[f, g]_{2}^{3}$ whose target is of the form $a_{k(a)}b$, where $a \in C$ and $b \in D$.

If there exist decompositions $h = h_{1} \bullet h_{2}$, where $h_{1} \in \text{PNTrans}^{u}[f, g]^{*}$ and $h_{2} \in \text{PNTrans}^{u}[f, g]^{*}$ are not identities, and $h_{1}$ is a unitary 2-cell, then there is a 3-cell $A \in \text{PNTrans}^{u}[f, g]^{3}$ of source $h$ which is not an identity.

**Proof.** Let us start with the case where $h_{1}$ is of length 1. We reason by induction on the length of $h_{2}$. If $h_{2}$ is of length 1, since the target of $h_{2}$ is of the form $a_{k(a)}b$, $h_{2}$ is one of the following 2-cells:

\[
\begin{array}{cccc}
\top & \bigcirc & \cdot & \Rightarrow \\
\end{array}
\]

Hence, $h$ is one of the following 2-cells:

\[
\begin{array}{cccc}
\top & \bigcirc & \cdot & \Rightarrow \\
\end{array}
\]

And all of these 2-cells are indeed the sources of 3-cells in $\text{PNTrans}^{u}[f, g]^{3}$.

In the general case, let us write $h_{2} = h_{0} \bullet h_{2}$, where $h_{0}$ is of length 1. Two cases can occur.

- If there exist 1-cells $u, u', v$ and $v'$ and 2-cells $h_{0}' : u \Rightarrow u' \in \text{PNTrans}^{u}[f, g]^{*}$, such that $h_{1} = h_{1}' \bullet h_{0} u$ (resp. $h_{1} = h_{1}' \bullet h_{0} u$) and $h_{0} = v' \bullet h_{0}'$ (resp. $h_{0} = v' \bullet h_{0}'$),

Then $h = (h_{1}' \bullet h_{0}') \bullet h_{2}$ (resp. $h = (h_{1}' \bullet h_{0}') \bullet h_{2}$), and we can apply the induction hypothesis to $(h_{1}' \bullet h_{0}') \bullet h_{2}$ (resp. $(h_{1}' \bullet h_{0}') \bullet h_{2}$).

- Otherwise, $h_{1} \bullet h_{0}$ is one of the following 2-cells,

\[
\begin{array}{cccc}
\top & \bigcirc & \cdot & \Rightarrow \\
\end{array}
\]

and all of them are sources of 3-cells in $\text{PNTrans}^{u}[f, g]^{*}$.

In the case general case where $h_{1}$ is of any length, let $h_{1}', h_{0}'' \in \text{PNTrans}^{u}[f, g]^{3}$ with $h_{1}'$ of length 1 such that $h_{1} = h_{1}' \bullet h_{0}''$. Then there is a non-empty 3-cell $A' \in \text{PNTrans}^{u}[f, g]^{3}$ of source $h_{0}'' \bullet h_{2}$, and one can take the 3-cell $h_{1}' \bullet A'$.

**Lemma 3.1.4.3.** Let $h$ be a 2-cell in $\text{PNTrans}^{u}[f, g]^{3}$ whose target is of the form $a_{k(a)}b$, with $a \in C$ and $b \in D$.

If $h$ is a normal form for $\text{PNTrans}^{u}[f, g]$, then one of the following holds:

- The 2-cell $h$ equals the composite $\emptyset$.
- The 2-cell $h$ is in $\text{PNTrans}^{++}[f, g]^{*}$.

**Proof.** We reason by induction on the length of $h$. If $h$ is of length 1, the cells of $\text{PNTrans}^{u}[f, g]^{*}$ of length 1 and of target $a_{k(a)}b$ are:

\[
\begin{array}{cccc}
\top & \bigcirc & \cdot & \Rightarrow \\
\end{array}
\]

Otherwise, let us write $h = h_{1} \bullet h_{2}$, where $h_{1}$ is of length 1. We can apply the induction hypothesis to $h_{2}$, which leads us to distinguish three cases:
- If \( h_2 = | \, \bullet | \), then \( h_1 \) is a 2-cell in \( \text{PNTrans}[f, g]_2^* \) whose target is of the form \( \alpha_{f(a)} \). The only such cell is the identity, and \( h = h_2 = | \, \bullet | \).

- If \( h_1 \) and \( h_2 \) are in \( \text{PNTrans}^{++}[f, g]^* \), then \( h \) is in \( \text{PNTrans}^{++}[f, g]^* \).

- Lastly, if \( h_2 \) is in \( \text{PNTrans}^{++}[f, g]^* \) and \( h_1 \) is in \( \text{PNTrans}^{++}[f, g]^* \), then because of Lemma 3.1.4.2, \( h \) is the source of a 3-cell in \( \text{PNTrans}^{++}[f, g]^* \) of length 1, which is impossible since, by hypothesis, \( h \) is a normal form for \( \text{PNTrans}^{++}[f, g] \).

\[ \text{Definition 3.1.4.4.} \] Let \( \text{PNTrans}^+[f, g] \) be the sub-4-polygraph of \( \text{PNTrans}[f, g] \) containing \( \text{PNTrans}^{++}[f, g] \), together with the 2-cells \( \bullet \) and \( \bullet' \).

In particular a 3-cell in the free \((3, 2)\)-category \( \text{PNTrans}^+[f, g]^{*}(2) \) is in \( \text{PNTrans}^{++}[f, g]^{*}(2) \) if and only if its 2-source is in \( \text{PNTrans}^{++}[f, g]^{*}(2) \) too.

\[ \text{Proposition 3.1.4.5.} \] For every parallel 3-cells \( A, B \in \text{PNTrans}^+[f, g]^{*}(2) \) whose 1-target is of the form \( \alpha_{f(a)} \), and whose 2-source is a normal form for \( \text{PNTrans}^{++}[f, g] \), there exists a 4-cell \( \alpha : A \Rightarrow B \in \text{PNTrans}^+[f, g]^{*}(2) \).

\[ \text{Proof.} \] Given such 3-cells \( A \) and \( B \), we use Lemma 3.1.4.3 to distinguish two cases:

- If the source of \( A \) and \( B \) is \( | \, \bullet | \), the only 3-cell in \( \text{PNTrans}^+[f, g]^{*}(2) \) with source \( | \, \bullet | \) is the identity. So \( A = B \) and we can take \( \alpha = 1_A \).

- Otherwise, the source of \( A \) and \( B \) lies in \( \text{PNTrans}^{++}[f, g]_2^* \), so \( A \) and \( B \) lie in \( \text{PNTrans}^{++}[f, g]_3^{*}(2) \). Proposition 3.1.3.7 allows us to conclude.

### 3.1.5 Adjunction of the units 3-cells

In this section, we consider the rewriting system formed by the 3-cells of \( \text{PNTrans}^{++}[f, g] \). Since it is a sub-3-polygraph of \( \text{PNTrans}[f, g] \) (which 3-terminates by Proposition 3.1.1.6), \( \text{PNTrans}^{++}[f, g] \) is 3-terminating. The fact that it is 3-confluent is a consequence of the following more general Lemma:

\[ \text{Lemma 3.1.5.1.} \] Let \( A \in \text{PNTrans}[f, g]_3^* \) and \( B \in \text{PNTrans}[f, g]_3^* \). There exist 3-cells \( A' \in \text{PNTrans}[f, g]_3^* \) and \( B' \in \text{PNTrans}[f, g]^* \) and a 4-cell \( \alpha_{A,B} \in \text{PNTrans}[f, g]_4^{*}(2) \) of the following shape:

\[ \begin{array}{c}
\begin{array}{c}
A \\
\alpha_{A,B}
\end{array}
\end{array} \begin{array}{c}
\begin{array}{c}
B \\
\alpha_{A,B}
\end{array}
\end{array} \begin{array}{c}
\begin{array}{c}
A'
\end{array}
\end{array} \begin{array}{c}
\begin{array}{c}
B'
\end{array}
\end{array} \]

\[ \text{Proof.} \] Let us start by the case where \((A, B)\) is a critical pair of \( \text{PNTrans}[f, g]_3 \). If \( A \) and \( B \) are in \( \text{PFonct}[f, g]^* \), the result holds because \( \text{PFonct}[f, g] \) is 3-convergent. Otherwise, the only critical pair left is the following one:
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Let us now study the case where \((A, B)\) is a local branching of \(\text{PNTrans}[f, g]_3\). We distinguish three cases depending on the shape of the branching:

- If \((A, B)\) is an aspherical branching, then one can take identities for \(A'\) and \(B'\), and \(\alpha = 1_A\).
- If \((A, B)\) is a Peiffer branching, let \(A'\) and \(B'\) be the canonical fillers of the confluence diagram of \((A, B)\), and \(\alpha\) be an identity.
- Lastly, if \((A, B)\) is an overlapping branching, let us write \(\langle A, B \rangle = \langle f \bullet 1 uA_1v \bullet 1 g, f \bullet 1 uB_1v \bullet 1 g \rangle\), where \((A_1, B_1)\) is a critical pair. Let \(A'_1, B'_1\) and \(\alpha_1\) be the cells associated with \((A_1, B_1)\). We then define \(A' := f \bullet 1 uA'_1v \bullet 1 g, B' := f \bullet 1 uB'_1v \bullet 1 g\) and \(\alpha_1 := f \bullet 1 u\alpha_1v \bullet 1 g\).

In the general case, we reason by noetherian induction on \(h = s(A) = s(B)\), using the 3-termination of \(\text{PNTrans}[f, g]\).

- If \(A\) or \(B\) is an identity, then the result holds immediately.
- Otherwise, we write \(A = A_1 \bullet 2 A_2\) and \(B = B_1 \bullet 2 B_2\), where \(A_1\) and \(B_1\) are of length 1. We now build the following diagram:

In this diagram, \(\alpha_{A_1, B_1}\) is obtained thanks to our study of the local branchings. The existence of \(\alpha_{A_2, B'_1}\) and \(\alpha_{A'_1, B_2}\) (followed by \(\alpha_{A'_2, B'_2}\)) then follows from the induction hypothesis.

**Lemma 3.1.5.2.** Let \(f, g\) be 2-cells of \(\text{PNTrans}[f, g]^*\), and \(A : f \Rightarrow g\) a 3-cell of \(\text{PNTrans}^+ [f, g]^*\). If \(f\) is a normal form for \(\text{PNTrans}^+[f, g]\), then so is \(g\).
Proof. We prove this result by contrapositive. We are going to show that for any \( A \in \text{PNTrans}^+[f, g]^* \) and \( B \in \text{PNTrans}^u[f, g]^* \) two 3-cells of length 1 such that \( t(A) = s(B) \), there exists \( B' \in \text{PNTrans}^u[f, g]^* \) of length 1 and of source \( s(A) \):

Two cases can occur depending on the shape of the branching \((A^{-1}, B)\):

- If it is a Peiffer branching, then the required cell is provided by the canonical filling.
- If it is an overlapping branching, then it is enough to check the underlying critical pair.

It remains to examine those critical pairs:

Lemma 3.1.5.3. Let \( A \in \text{PNTrans}[f, g]^* \). If the source of \( A \) is a formal form for \( \text{PNTrans}^u[f, g] \), then \( A \) is in \( \text{PNTrans}^+[f, g]^3 \).
Proof. We reason by induction on the length of \( A \):

- If \( A \) is an identity, then it is in \( \text{PNTrans}^+[f, g] \).
- Otherwise, let us write \( A = A_1 \cdot_2 A_2 \), where \( A_1 \) is of length 1. Since the source of \( A \) is a normal form for \( \text{PNTrans}^+[f, g] \), the 3-cell \( A_1 \) can only be in \( \text{PNTrans}^+[f, g]^* \).

According to Lemma 3.1.5.2, the normal forms for \( \text{PNTrans}^*[f, g] \) are stable when rewritten by \( \text{PNTrans}^+[f, g]^* \). Hence, the source \( A_2 \) is a normal form for \( \text{PNTrans}^+[f, g] \), and by induction hypothesis, \( A_2 \) is in \( \text{PNTrans}^+[f, g]^* \). By composition, so is \( A \).

\[ \tag*{\Box} \]

**Lemma 3.1.5.4.** Let \( A \) be a 3-cell in \( \text{PNTrans}[f, g]^{*(2)} \). There exist \( C_1, C_2 \in \text{PNTrans}^*[f, g]^* \) whose target is a normal form for \( \text{PNTrans}^*[f, g] \), a 3-cell \( A' \in \text{PNTrans}^+[f, g]^{*(2)} \) and a 4-cell \( \alpha \in \text{PNTrans}[f, g]^{*(2)} \) of the following shape:

\[
\begin{array}{c}
A \\
\alpha \\
\hline
C_1 \\
\vdash \\
\hline
A' \\
\alpha \\
C_2
\end{array}
\]

Proof. Let us write \( A = A_1^{-1} \cdot_2 B_1 \cdot_2 A_2^{-1} \cdot_2 \cdots \cdot_2 A_n^{-1} \cdot_2 B_n \), where the \( A_i \) and \( B_i \) are in \( \text{PNTrans}[f, g]^* \). For every \( i \leq n \), we chose a 3-cell \( D_i \in \text{PNTrans}^*[f, g]^* \) of source \( s(A_i) = s(B_i) \) and of target a normal form for \( \text{PNTrans}^*[f, g] \).

According to Lemma 3.1.5.1, there exist for every \( i \) some 3-cells \( A'_i, B'_i \) in \( \text{PNTrans}[f, g]^* \), \( D'_i \in \text{PNTrans}^*[f, g]^{3(i)} \) and \( D''_i \in \text{PNTrans}^*[f, g]^* \) and some 4-cells \( \alpha_i \) and \( \beta_i \) in \( \text{PNTrans}[f, g]^{*(2)} \) of the form:

\[
\begin{array}{c}
A_i \\
\alpha_i \\
\hline
D_i \\
\vdash \\
\hline
A'_i \\
\alpha_i \\
D'_i
\end{array} \quad \begin{array}{c}
B_i \\
\beta_i \\
\hline
D_i \\
\vdash \\
\hline
B'_i \\
\beta_i \\
D''_i
\end{array}
\]

The following is a consequence of the target of \( D_i \) being a normal form for \( \text{PNTrans}^*[f, g] \):

- Using Lemma 3.1.5.3, \( A'_i \) and \( B'_i \) are in \( \text{PNTrans}^+[f, g]^* \),
- Using Lemma 3.1.5.2, the target \( A'_i \) and \( B'_i \) (thus of \( D'_i \) and \( D''_i \)) are normal forms for \( \text{PNTrans}^*[f, g] \).
- Since \( \text{PNTrans}^*[f, g] \) is 3-convergent, for any \( i < n \), the cells \( D''_i \) and \( D'_{i+1} \) are parallel.

Since \( \text{PNTrans}^*[f, g] \) is a sub-polygraph of \( \text{PFonct}[f, g] \) which is 3-coherent, there exists, for every \( i < n \), a 4-cell \( \gamma_i : D''_i \equiv D'_{i+1} \) in \( \text{PFonct}[f, g]^{3(i+2)} \).

We can now conclude the proof of this Lemma by taking \( C_1 = D'_1, C_2 = D''_n \) and \( A' = (A'_1)^{-1} \cdot_2 B'_2 \cdot_2 \cdots \cdot_2 (A'_n)^{-1} \cdot_2 B'_n \), and by defining \( \alpha \) as the following composite:

\[ \tag*{62} \]
We can now conclude the proof Theorem 3.1.1.8.

**Theorem 3.1.1.8** (Coherence for pseudonatural transformations). Let $C$ and $D$ be sets, and $f, g : C \to D$ applications.

Let $A, B \in \text{PNTrans}^*[f, g]_3^{(2)}$ be two parallel 3-cells whose 1-target is of weight 1.

There is a 4-cell $\alpha : A \equiv B \in \text{PNTrans}^*[f, g]_4^{(2)}$.

**Proof.** Let $A, B \in \text{PNTrans}^*[f, g]_3^{(2)}$ be two parallel 3-cells whose 1-target is of weight 1. We are going to build a 4-cell $\alpha : A \equiv B \in \text{PNTrans}^*[f, g]_4^{(2)}$.

According to Lemma 3.1.5.4, there exist $C_1, C_2, C_1', C_2' \in \text{PNTrans}^*[f, g]^*$ whose targets are normal forms for $\text{PNTrans}^*[f, g], A', B' \in \text{PNTrans}^*[f, g]^{(2)}$ and $\alpha_1, \alpha_2 \in \text{TPN}[f, g]_4^{(2)}$ such that we have the diagrams:

\[
\begin{array}{c}
\begin{array}{ccc}
A & C_1 & C_1' \\
\alpha_1 & & \end{array} \\
\begin{array}{ccc}
A' & C_2 & C_2' \\
\alpha_2 & & \end{array}
\end{array}
\]

The 3-cells $A$ and $B$ are parallel, and the 3-cells $C_1$ and $C_2$ (resp. $C_1'$ and $C_2'$) have the same source and have a normal form for $\text{PNTrans}^*[f, g]$ as target. Since $\text{PNTrans}^*[f, g]$ is 3-convergent, this implies that the 3-cells $C_1$ and $C_2$ (resp. $C_1'$ and $C_2'$) are parallel. This has two consequences:

- The critical pairs of $\text{PNTrans}^*[f, g]$ already appeared in $\text{PFonct}[f, g]$, and we showed that they admit fillers. Hence, there exist cells $\beta_1 : C_1 \equiv C_2$ and $\beta_2 : C_1' \equiv C_2'$ in $\text{PNTrans}[f, g]_4^{(2)}$.

- The 3-cells $A'$ and $B'$ are parallel, their 1-target is still of weight 1, and their 2-source is a normal form for $\text{PNTrans}^*[f, g]$. So by Proposition 3.1.4.5 there exists a 4-cell $\gamma : A' \equiv B'$.
To conclude, we define $\alpha$ as the following composite (where we omit the context of the 4-cells):

![Diagram](image-url)
3.2 Partial coherence and transformation of polygraphs

This section contains some preliminary results that will be used in Sections 3.3 and 3.4 to prove Theorem 3.1.3.5. In Section 3.2.1, we define the notion of white category together with the associated notion of white polygraph. The white 2-categories are also known as sesquicategories (see [80]). White categories are strict categories in which the interchange law between the compositions \( \cdot \) and \( \cdot_i \) need not hold, for every \( i > 0 \). That is, strict \( n \)-categories are exactly the white \( n \)-categories satisfying the additional condition that for every \( i \)-cells \( f \) and \( g \) of \( 1 \)-sources (resp. \( 1 \)-targets) \( u \) and \( v \) (resp. \( u' \) and \( v' \)): \( (f \cdot_0 v) \cdot_i (u' \cdot_0 g) = (u \cdot_0 g) \cdot_i (f \cdot_0 v) \).

In Section 3.2.2, we define a notion of partial coherence for white \((4,3)\)-categories, and reformulate Theorem 3.1.3.5 using this notion. We show a simple criterion in order to deduce the partial coherence of a white \((4,3)\)-category from that of another one. This criterion will be used throughout Section 3.3. We also adapt the notion of Tietze-transformation from [31] to our setting of partial coherence in white categories, in preparation for Section 3.3.5.

In Section 3.2.3, we study injective functors between free white categories. In particular, we give a sufficient condition for a morphism of white polygraphs to yield an injective functor between the white categories they generate. This result will be used in Section 3.3.3.

Note that, although Sections 3.2.2 and 3.2.3 are expressed in terms of white categories (since this is how they will be used throughout Section 3.3), all the definitions and results in these sections also hold in terms of strict categories, mutatis mutandis.

3.2.1 White categories and white polygraphs

Definition 3.2.1.1. Let \( n \in \mathbb{N} \). An \((n + 1)\)-white-category is given by:

- a set \( \mathcal{C}_0 \),
- for every \( x, y \in \mathcal{C}_0 \), an \( n \)-category \( \mathcal{C}(x, y) \). We denote by \( \cdot_{k+1} \) the \( k \)-composition in this category,
- for every \( z \in \mathcal{C}_0 \) and every \( u : x \rightarrow y \in \mathcal{C}_1 \), functors \( u \cdot_0 : \mathcal{C}(y, z) \rightarrow \mathcal{C}(x, z) \) and \( \cdot_0 u : \mathcal{C}(z, x) \rightarrow \mathcal{C}(z, y) \), so that for every composable 1-cells \( u, v \in \mathcal{C}_1 \), their composite \( u \cdot_0 v \) is uniquely defined,
- for every \( x \in \mathcal{C}_0 \), a 1-cell \( 1_x \in \mathcal{C}(x, x) \).

Moreover, this data must satisfy the following axioms:

- For every \( x \in \mathcal{C}_0 \), and every \( y \in \mathcal{C}_0 \), the functors \( 1_x \cdot_0 : \mathcal{C}(x, y) \rightarrow \mathcal{C}(x, y) \) and \( \cdot_0 1_y : \mathcal{C}(x, y) \rightarrow \mathcal{C}(x, y) \) are identities.
- For every \( u, v \in \mathcal{C}_1 \), the following equalities hold:
  \[
  \begin{align*}
  &- u \cdot_0 (v \cdot_0 1) = (u \cdot_0 v) \cdot_0 1, \\
  &- u \cdot_0 (1 \cdot_0 v) = (u \cdot_0 1) \cdot_0 v, \\
  &- (u \cdot_0 v) = (1 \cdot_0 u) \cdot_0 v.
  \end{align*}
  \]

An \((n, k)\)-white-category is an \( n \)-white-category in which every \((i + 1)\)-cell is invertible for the \( i \)-composition, for every \( i \geq k \).

Let \( n \) be a natural number. Let \( \mathcal{C} \) be an \( n \)-white-category. For \( k \leq n \), we denote by \( \mathcal{C}_k \) both the set of \( k \)-cells of \( \mathcal{C} \) and the \( k \)-white-category obtained by deleting the cells of dimension greater than \( k \). For \( x \in \mathcal{C}_k \) and \( i < k \), we denote by \( s_i(x) \) and \( t_i(x) \) respectively the \( i \)-source and \( i \)-target of \( x \). Finally, we write \( s(x) \) and \( t(x) \) respectively for \( s_{k-1}(x) \) and \( t_{k-1}(x) \).
Definition 3.2.1.2. Let $\mathcal{C}$ and $\mathcal{D}$ be $n$-white-categories. An $n$-white-functor is given by:

- an application $F_0 : \mathcal{C}_0 \to \mathcal{D}_0$,
- for every $x, y \in \mathcal{C}_0$, a functor $F_{x,y} : \mathcal{C}(x, y) \to \mathcal{D}(F_0(x), F_0(y))$.

Moreover, this data must satisfy the following axioms:

- for every $x \in \mathcal{C}_0$, $F(1_x) = 1_{F_0(x)}$,
- for every $z \in \mathcal{C}_0$ and $u : x \to y \in \mathcal{C}_1$, the following equalities hold between functors:
  \[ F(u) \circ F(\_\_ : \mathcal{C}(y, z) \to \mathcal{D}(F_0(x), F_0(z))) = F(u) \circ F(\_\_ : \mathcal{C}(z, x) \to \mathcal{D}(F_0(z), F_0(y)) \]

This makes $n$-white-categories into a category, that we denote by $\textbf{WCat}_n$.

Remark 3.2.1.3. Let us define a structure of monoidal category $\otimes$ on $\textbf{n-Cat}$, in such a way that $\textbf{WCat}_{n+1}$ is the category of categories enriched over $(\textbf{n-Cat}, \otimes)$.

Let $\mathcal{C}, \mathcal{D}$ be two $n$-categories. The $n$-categories $\mathcal{C} \times \mathcal{D}_0$ and $\mathcal{C}_0 \times \mathcal{D}$ are defined as follows:

\[ \mathcal{C} \times \mathcal{D}_0 := \bigsqcup_{y \in \mathcal{D}_0} \mathcal{C}, \quad \mathcal{C}_0 \times \mathcal{D} := \bigsqcup_{x \in \mathcal{C}_0} \mathcal{D} \]

Let $\mathcal{C}_0 \times \mathcal{D}_0$ be the $n$-category whose 0-cells are couples $(x, y) \in \mathcal{C}_0 \times \mathcal{D}_0$, and whose $i$-cells are identities for every $i > 0$. Let $F : \mathcal{C}_0 \times \mathcal{D}_0 \to \mathcal{C} \times \mathcal{D}_0$ (resp. $G : \mathcal{C}_0 \times \mathcal{D}_0 \to \mathcal{C}_0 \times \mathcal{D}$) be the $n$-functor which is the identity on 0-cells. Then $\mathcal{C} \otimes \mathcal{D}$ is the pushout $(\mathcal{C} \times \mathcal{D}_0) \sqcup_{\mathcal{C}_0 \times \mathcal{D}_0} (\mathcal{C}_0 \times \mathcal{D})$:

\[
\begin{array}{ccc}
\mathcal{C}_0 \times \mathcal{D}_0 & \xrightarrow{F} & \mathcal{C} \times \mathcal{D}_0 \\
G \downarrow & & \downarrow \\
\mathcal{C}_0 \times \mathcal{D} & \xrightarrow{r} & \mathcal{C} \otimes \mathcal{D}.
\end{array}
\]

The category of $n$-white-categories equipped with a cellular extension, denoted by $\textbf{WCat}_n^*$, is the limit of the following diagram:

\[
\begin{array}{ccc}
\textbf{WCat}_n^* & \xrightarrow{\mathcal{L}_n^w} & \textbf{Graph}_{n+1} \\
\downarrow & & \downarrow \\
\textbf{WCat}_n & \xrightarrow{\mathcal{R}_n^w} & \textbf{Graph}_n
\end{array}
\]

where the functor $\textbf{WCat}_n \to \textbf{Graph}_n$ forgets the white-categorial structure and the functor $\textbf{Graph}_{n+1} \to \textbf{Graph}_n$ deletes the top-dimensional cells.

Let $\mathcal{R}_n^w$ be the functor from $\textbf{WCat}_{n+1}$ to $\textbf{WCat}_n^*$ that sends an $(n+1)$-white-category $\mathcal{C}$ on the couple $(\mathcal{C}_n, \mathcal{C}_n \sqcup \mathcal{C}_{n+1})$.

Proposition 3.2.1.4. The functor $\mathcal{R}_n^w$ admits a left-adjoint $\mathcal{L}_n^w : \textbf{WCat}_n^* \to \textbf{WCat}_{n+1}$.

Proof. Let $(\mathcal{C}, \Sigma) \in \textbf{WCat}_n^*$ be an $n$-white-category equipped with a cellular extension. The construction of $\mathcal{L}_n^w(\mathcal{C}, \Sigma)$ is split into three parts:

- First, we define a formal language $E_\Sigma$. 
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• Then, we define a typing system $T_C$ on $E_{C}$. We denote by $E_{C}^{T}$ the set of all typable expressions of $E_{C}$.

• Finally, we define an equivalence relation $\equiv_{C}$ on $E_{C}^{T}$. The set of $(n + 1)$-cell of $L_{n}^{w}(C, \Sigma)$ is then the quotient $E_{C}^{T}/\equiv_{C}$.

Let $E_{C}$ be the formal language consisting of:

• For every 1-cells $u$, $v \in C_{1}$, and every $(n + 1)$-cell $A \in \Sigma_{n+1}$, such that $t_{0}(u) = s_{0}(A)$ and $t_{0}(A) = s_{0}(v)$, a constant symbol $e_{uA v}$.

• For every $n$-cell $f \in C_{n}$, a constant symbol $i_{f}$.

• For every $0 < i \leq n$, a binary function symbol $\bullet_{i}$.

Thus $E_{C}$ is the smallest set of expressions containing the constant symbols and such that $e \bullet_{i} f \in C$ whenever $e, f \in E_{C}$.

Let $T_{C}$ be the set of all $n$-spheres of $C$, that is of couples $(f, g)$ in $C_{n}$ such that $s(f) = s(g)$ and $t(f) = t(g)$. For $e \in E_{C}$ and $t \in T_{C}$, we define $e : t$ (read as "$e$ is of type $t$") as the smallest relation satisfying the following axioms:

• For every 1-cells $u$ and $v$ in $C_{1}$, and every $(n + 1)$-cell $A \in \Sigma$, such that $t_{0}(u) = s_{0}(A)$ and $t_{0}(A) = s_{0}(v)$$c_{uA v} : (u s(A)v, u t(A)v)$

• For every $n$-cell $f \in C_{n}$

$$i_{f} : (f, f)$$

• For every $e_{1}, e_{2} \in E_{C}$ and $i < n$, if $e_{1} : (s_{1}, t_{1}), e_{2} : (s_{2}, t_{2})$ and $t_{i}(t_{1}) = s_{i}(s_{2})$, then

$$e_{1} \bullet_{i} e_{2} : (s_{1} \bullet_{i} s_{2}, t_{1} \bullet_{i} t_{2})$$

• For every $e_{1}, e_{2} \in E_{C}$, if $e_{1} : (s_{1}, t_{1}), e_{2} : (s_{2}, t_{2})$ and $t_{1} = s_{2}$, then

$$e_{1} \bullet_{n} e_{2} : (s_{1}, t_{2})$$

An expression $e \in E_{C}$ is said to be typable if $e : (s, t)$ for some $n$-sphere $(s, t) \in T_{C}$. Moreover, there is only one such $n$-sphere, so the operations $s(e) := s$ and $t(e) := t$ are well-defined. We denote by $E_{C}^{T}$ be the set of all typable expressions.

Let $\equiv_{C}$ be the symmetric relation generated by the following relations on $E_{C}^{T}$:

• For every $A, B, C, D \in E_{C}^{T}$, and every $i_{1}, i_{2} \leq n$ non-zero distinct natural numbers,

$$(A \bullet_{i_{1}} B) \bullet_{i_{2}} (C \bullet_{i_{1}} D) \equiv_{C} (A \bullet_{i_{2}} C) \bullet_{i_{1}} (B \bullet_{i_{2}} D)$$

• For every $A, B, C \in E_{C}^{T}$, and every $0 < i \leq n$,

$$(A \bullet_{i} B) \bullet_{i} C \equiv_{C} A \bullet_{i} (B \bullet_{i} C)$$

• For every $A \in E_{C}^{T}$ and $f \in C_{n}$:

$$i_{f} \bullet_{n} A \equiv_{C} A \quad A \bullet_{n} i_{f} \equiv_{C} A$$
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• For every $f_1, f_2 \in C_n$ and every $i < n$,
  $$i f_1 \cdot i f_2 \equiv_{\Sigma} i f_1 \cdot f_2$$

• For every $A, A', B \in E^T_{\Sigma}$ and every $0 < i \leq n$, if $A \equiv_{\Sigma} A'$, then
  $$A \cdot i B \equiv_{\Sigma} A' \cdot i B$$

• For every $A, B, B' \in E^T_{\Sigma}$ and every $0 < i \leq n$, if $B \equiv_{\Sigma} B'$, then
  $$A \cdot i B \equiv_{\Sigma} A \cdot i B'$$

Let $\equiv_{\Sigma}^*$ be the reflexive closure of $\equiv_{\Sigma}$. The $(n+1)$-cells of $L^w_n(C, \Sigma)$ are given by the quotient $E^T_{\Sigma}/ \equiv_{\Sigma}^*$. The $i$-composition is given by the one of $E^T_{\Sigma}$, and identities by $i f$.

**Definition 3.2.1.5.** We now define by induction on $n$ the category $\text{WPol}_n$ of $n$-white-polygraphs together with a functor $Q^w_n : \text{WPol}_n \to \text{WCat}_n$.

• The category $\text{WPol}_0$ is the category of sets, and $Q^w_0$ is the identity functor.

• Assume $Q^w_n : \text{WPol}_n \to \text{WCat}_n$ defined. Then $\text{WPol}_{n+1}$ is the limit of the following diagram:

$$\begin{array}{ccc}
\text{WPol}_{n+1} & \longrightarrow & \text{WCat}_n^+ \\
\downarrow & & \downarrow \\
\text{WPol}_n & \overset{Q^w_n}{\longrightarrow} & \text{WCat}_n,
\end{array}$$

and $Q^w_{n+1}$ is the composite

$$\begin{array}{ccc}
\text{WPol}_{n+1} & \longrightarrow & \text{WCat}_n^+ \\
& \overset{L^w_n}{\longrightarrow} & \text{WCat}_{n+1}
\end{array}$$

Given an $n$-white-polygraph $\Sigma$, the $n$-white-category $Q^w_n(\Sigma)$ is denoted by $\Sigma^w$ and is called the free $n$-white-category generated by $\Sigma$.

**Definition 3.2.1.6.** Let $\text{WCat}^w_{n+1}$ be the category of $(n + 1, n)$-white-categories. Once again we have a functor $R^w_{n+1} : \text{WCat}^w_{n+1} \to \text{WCat}_n^+$, and we are going to describe its left-adjoint $L^w_{n+1}$. Let $(C, \Sigma)$ be an $n$-white-category together with a cellular extension. To construct $L^w_{n+1}(C, \Sigma)$, we adapt the construction of the free $n$-white-categories as follows:

• Let $F_{\Sigma}$ be the formal language $E_{\Sigma, \Sigma}$, where $\Sigma$ consists of formal inverses to the elements of $\Sigma$ (that is their source and targets are reversed).

• The type system is extended by setting, for every 1-cells $u, v$ in $C_1$ and every $(n + 1)$-cell $A \in \Sigma$ such that $t_0(u) = s_0(v)$ and $t_0(A) = s_0(A)$:
  $$c_{uA} : (ut(A)v, us(A)v).$$

We denote by $F^T_{\Sigma}$ the set of all typable expressions for this new typing system.
3.2.2 Partial coherence in pointed white \((4,3)\)-categories

**Definition 3.2.2.1.** A pointed white \((4,3)\)-category is a couple \((\mathcal{C}, S)\), where \(\mathcal{C}\) is a white 4-category, and \(S\) is a subset of \(\mathcal{C}_2\).

**Definition 3.2.2.2.** Let \((\mathcal{C}, S)\) be a pointed white \((4,3)\)-category. The restriction of \(\mathcal{C}\) to \(S\), denoted by \(\mathcal{C} \mid S\), is the following \((2,1)\)-category:

- its 0-cells are the 2-cells of \(\mathcal{C}_2\) that lie in \(S\),
- its 1-cells are the 3-cells of \(\mathcal{C}_3\) with source and target in \(S\),
- its 2-cells are the 4-cells of \(\mathcal{C}_4\) with 2-source and 2-target in \(S\),
- its 0-composition and 1-composition are respectively induced by the compositions \(\bullet_2\) and \(\bullet_3\) of \(\mathcal{C}\).

**Definition 3.2.2.3.** Let \((\mathcal{C}, S)\) be a pointed white \((4,3)\)-category. We say that \(\mathcal{C}\) is \(S\)-coherent if for every parallel 1-cells \(A, B\) in the \((2,1)\)-category \(\mathcal{C} \mid S\), there exists a 2-cell \(\alpha : A \Rightarrow B \in \mathcal{C} \mid S\).

**Example 3.2.2.4.** Every white \((4,3)\)-category is \(\emptyset\)-coherent. A white \((4,3)\)-category \(\mathcal{C}\) is \(\mathcal{C}_2\)-coherent if and only if it is 3-coherent.

**Theorem 3.1.3.5.** Let \(\mathcal{A}\) be a \((4,2)\)-polygraph satisfying the 2-Squier condition of depth 2, and let \(S_\mathcal{A}\) be the set of all 2-cells whose target is a normal form. Then \(\mathcal{A}\) is \(S_\mathcal{A}\)-coherent.
Lemma 3.2.2.7. Let \((C, S), (C', S')\) be two pointed white \((4,3)\)-categories. If there exists a 2-functor \(F : C'|S' \to C|S\) which is 0-surjective and 1-surjective, then \((C', S')\) is stronger than \((C, S)\).

Proof. The functor \(F\) induces a functor \(\tilde{F} : C'|S' \to C|S\). Since it is equal to \(F\) on objects, it is 0-surjective. On 1-cells \(\tilde{F}\) is the composition of \(F\) with the canonical projection associated to the quotient, hence it is 1-surjective, and so \((C', S')\) is stronger than \((C, S)\).

Lemma 3.2.2.8. Let \((C, S), (C', S')\) be two pointed white \((4,3)\)-categories, and assume \((C', S')\) is stronger than \((C, S)\).

If \(C'\) is \(S'\)-coherent, then \(C\) is \(S\)-coherent.

Proof. Let \(F : C'|S' \to C|S\) be a functor that is 0-surjective and 1-surjective. Let \(A, B : f \to g\in (C|S)_1\) be parallel 1-cells, and \(\tilde{A}, \tilde{B}\) be their projections in \(C|S\).

Since \(F\) is 0-surjective, there exists \(f', g' \in (C'|S')_0\) in the preimage of \(f\) and \(g\) under \(F\). Since \(F\) is 1-surjective, there exists \(A', B' \in (C'|S')_1\) of source \(f'\) and of target \(g'\) such that \(F(A') = \tilde{A}\) and \(F(B') = \tilde{B}\).

Since \(C'|S'\) is 2-coherent, there exists \(A' : A' \Rightarrow B' \in (C'|S')_2\). Thus, \(\tilde{A}' = \tilde{B}'\) and \(\tilde{A} = \tilde{B}\). Hence, there exists \(A : A \Rightarrow B \in C|S\). This shows that \(C|S\) is 1-coherent, and therefore that \(C\) is \(S\)-coherent.

We are going to define four families of Tietze-transformations on white \((4,3)\)-polygraphs. Tietze transformations originates from combinatorial group theory [58], and was adapted for \((3,1)\)-categories in [31], as a way to modify a \((3,1)\)-polygraph without modifying the 2-categories it presents. In particular, they preserve the 2-coherence. Here we adapt these transformations to our setting of white \((4,3)\)-polygraphs and show that they preserve the partial coherence. This will be used in Section 3.3.5. We fix a white 4-polygraph \(A\).

Definition 3.2.2.9. Let \(A \in A_3^{w(3)}\). We define a white 4-polygraph \(A(A)\) by adding to \(A\) a 3-cell \(B\) and a 4-cell \(\alpha\), whose sources and targets are given by:

- \(s(B) = s(A)\),
- \(t(B) = t(A)\),
- \(s(\alpha) = A\),
- \(t(\alpha) = B\).

The inclusion induces a functor between white \((4,3)\)-categories \(\iota_A : A^{w(3)} \to (A(A))^{w(3)}\). We call this operation the adunction of a 3-cell with its defining 4-cell.

Definition 3.2.2.10. Let \(\alpha \in A_1\) and \(A \in A_3\) such that:

- \(t(\alpha) = A\)
- \(s(\alpha) \in (A\setminus\{t(\alpha)\})^{w(3)}\).

The 4-cell \(\alpha\) induces an application \(A_3 \to (A_3\setminus\{t(\alpha)\})^{w(3)}\), by sending \(t(\alpha)\) on \(s(\alpha)\) and that is the identity on the other cells of \(A_3\). This application extends into a 3-functor \(\pi_\alpha : A_3^{w} \to (A_3\setminus\{t(\alpha)\})^{w}\).

Let \(A/(A;\alpha)\) be the following white 4-polygraph:

\[
\begin{array}{c}
A_0 \xleftarrow{\mathord{s}} A_1^{w(3)} \xleftarrow{\mathord{s}} A_2^{w(3)} \xleftarrow{\mathord{s}} A_3^{w(3)} \xleftarrow{\mathord{s}} (A_3\setminus\{t(\alpha)\})^{w(3)} \xleftarrow{\mathord{\pi_\alpha \circ s}} A_4\setminus\{\alpha\}
\end{array}
\]
Then $\pi_\alpha$ induces a functor $A_w^{(3)} \rightarrow (A/(A;\alpha))^{w(3)}$, which sends $\alpha$ on the identity of $s(\alpha)$, and which is the identity on the other cells of $A_4$. We call this operation the removal of a 3-cell with its defining 4-cell.

**Definition 3.2.2.11.** Let $\alpha$ be a 4-cell in $A_w^{(3)}$. We define a white 4-polygraph $A(\alpha)$ by adding to $A$ a 4-cell $\beta : s(\alpha) \equiv t(\alpha)$. The inclusion of $A$ into $A(\alpha)$ induces a functor $\iota_\alpha : A_w^{(3)} \rightarrow A(\alpha)^{w(3)}$. We call this operation the adjunction of a superfluous 4-cell.

**Definition 3.2.2.12.** Let $\beta \in A_4$ such that there exists a 4-cell $\alpha \in (A\setminus\beta)^{w(3)}$ parallel to $\beta$. Let $A/\beta$ be the white 4-polygraph obtained by removing $\beta$ from $A$. There exists a functor $\pi_\beta : A_w^{(3)} \rightarrow (A/\beta)^{w(3)}$, that sends $\beta$ on $\alpha$ and which is the identity on the other cells of $A$. We call this operation the removal of a superfluous 4-cell.

**Remark 3.2.2.13.** Note that, in those four cases, the set of 2-cells is left unchanged. In particular, let $A$ be a white 4-polygraph, and $B$ a white 4-polygraph constructed from $A$ through a series of Tietze-transformations. If $S$ is a sub-set of $A_w^w$, then $S$ still is a subset of $B_w^w$.

**Proposition 3.2.2.14.** Let $A$ be a white 4-polygraph, $S$ a sub-set of $A_w^w$, and $B$ a white 4-polygraph constructed from $A$ through a series of Tietze-transformations.

If $B_w^{(3)}$ is $S$-coherent, then $A_w^{(3)}$ is $S$-coherent.

**Proof.** We check that if $B$ is constructed from $A$ through a Tietze-transformation, then the white 3-categories presented by $A$ and $B$ are isomorphic.

Suppose now that $B$ is $S$-coherent, and let $A, B \in A_3^w$ be parallel 3-cells, whose source and target are in $S$. Since $B_w^{(3)}$ is $S$-coherent, the images of $A$ and $B$ in the white 3-category presented by $B$ are equal. Since it is isomorphic to the white 3-category presented by $A$, there exists a 4-cell $\alpha : A \equiv B \in A_4^{w(3)}$, which proves that $A$ is $S$-coherent.

### 3.2.3 Injective functors between white categories

**Definition 3.2.3.1.** Let $\Sigma$ and $\Gamma$ be two $(n,k)$-polygraphs (resp. white $(n,k)$-polygraphs), and let $F : \Sigma \rightarrow \Gamma$ be a morphism of $(n,k)$-polygraphs (resp. white $(n,k)$-polygraphs). We say that $F$ is injective if for all $j \leq n$ it induces an injective application from $\Sigma_n$ to $\Gamma_n$.

**Definition 3.2.3.2.** Let $C$ and $D$ be two white $n$-categories, and let $F : C \rightarrow D$ be a morphism of white $n$-categories. We say that $F$ is injective if for all $j \leq n$ it induces an injective application from $C_j$ to $D_j$.

**Remark 3.2.3.3.** An injective morphism between $(n,k)$-polygraphs does not always induce an injective functor between the free $(n,k)$-categories they generate. To show that, we are going to define two 2-polygraphs $\Sigma$ and $\Gamma$, an injective morphism of 2-polygraphs $F : \Sigma \rightarrow \Gamma$, and two distinct 2-cells $f, g \in \Sigma^{(1)}$ such that $F^{(1)}(f) = F^{(1)}(g)$.

Let $\Sigma$ be the following 2-polygraph:

$$\Sigma_0 = \{\ast\} \quad \Sigma_1 = \{\ast : \ast \rightarrow \ast\} \quad \Sigma_2 = \{\hat{\phi}, \check{\phi} : \Rightarrow \Rightarrow\}$$

and $\Gamma$:

$$\Gamma_0 = \{\ast\} \quad \Gamma_1 = \{\ast : \ast \rightarrow \ast\} \quad \Gamma_2 = \{\hat{\phi}, \check{\phi} : \Rightarrow \Rightarrow, \ast : \Rightarrow \Rightarrow 1\}$$

Let $F$ be the inclusion of $\Sigma$ into $\Gamma$, $f = \check{\phi}$ and $g = \hat{\phi}$. They are distinct elements of $\Sigma_2^{(1)}$. However, using the exchange law, the following equality holds in $\Gamma_2^{(1)}$, where $\phi$ denotes the inverse of $\check{\phi}$:
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In what follows, we prove some sufficient conditions so that a morphism between two white \((n, k)\)-polygraphs induces an injective functor between the \((n, k)\)-categories they present. This is achieved in Proposition 3.2.3.8. This result will be used in Section 3.3.3.

To prove this result, we start by studying the more general case of an injective morphism \(I\) between white \((n, k)\)-categories equipped with a cellular extension. When its image is closed by divisors (see Definition 3.2.3.5), we show a simple sufficient condition so that \(I\) induces an injective white \((n+1)\)-functor. We also show that the image of the white \((n+1)\)-functor induced by \(I\) is then automatically closed by divisors. Hence, this hypothesis disappears when we go back to morphisms of white \((n, k)\)-polygraphs. In particular, we show that every injective morphism of white \(n\)-polygraphs induces an injective white functor between white \(n\)-categories.

For the rest of this section, we fix two white \(n\)-categories equipped with cellular extensions \((\mathcal{C}, \Sigma), (\mathcal{C}', \Sigma') \in \mathbf{WCat}^+\), and a morphism \(I : (\mathcal{C}, \Sigma) \to (\mathcal{C}', \Sigma') \in \mathbf{WCat}^+\). That is, \(I\) is given by a white \(n\)-functor \(I : \mathcal{C} \to \mathcal{C}'\) together with an application \(I_{n+1} : \Sigma \to \Sigma'\) such that the following squares commute:

\[
\begin{array}{ccc}
\Sigma & \xrightarrow{I_{n+1}} & \Sigma' \\
\downarrow s & & \downarrow s \\
\mathcal{C} & \xrightarrow{I} & \mathcal{C}'
\end{array}
\quad \quad \quad \quad \quad
\begin{array}{ccc}
\Sigma & \xrightarrow{I_{n+1}} & \Sigma' \\
\downarrow t & & \downarrow t \\
\mathcal{C} & \xrightarrow{I} & \mathcal{C}'
\end{array}
\]

We denote by \(I^w\) (resp. \(I^{w(n)}\)) the white \((n+1)\)-functor \(\mathcal{L}^w(I)\) (resp. \(\mathcal{L}^{w(n)}(I)\)). By definition, \(I^w\) (resp. \(I^{w(n)}\)) is induced by an application from \(E^T\Sigma\) to \(E^T\Sigma'\) (resp. from \(F^T\Sigma\) to \(F^T\Sigma'\)), that we again denote by \(I^w\) (resp. \(I^{w(n)}\)).

Using their explicit definitions, the following properties of \(I^w\) (resp. \(I^{w(n)}\)) hold:

- Any element of \(E^T\Sigma\) (resp. \(F^T\Sigma\)) whose image is an \(i\)-composite is an \(i\)-composite.
- Any element of \(E^T\Sigma\) (resp. \(F^T\Sigma\)) whose image is an identity is an identity.
- Any element of \(E^T\Sigma\) (resp. \(F^T\Sigma\)) whose image is a \(c_{u' A' v'}\) is a \(c_{u A v}\).
- Any element of \(F^T\Sigma\) whose image by \(I^{w(n)}\) is a \(c_{u' A' v'}\) is a \(c_{u A v}\).

**Lemma 3.2.3.4.** Assume that the application \(I_{n+1}\) is injective, and that \(I\) induces an injection on \(\mathcal{C}\).

Then the applications \(I^w : E^T\Sigma \to E^T\Sigma'\) and \(I^{w(n)} : F^T\Sigma \to F^T\Sigma'\) are injective.

**Proof.** Let \(a_1, a_2 \in E^T\Sigma\) such that \(I^w(a_1) = I^w(a_2)\). We reason by induction on the structure of \(I^w(a_1)\).

If \(I^w(a_1) = c_{u' A' v'}\), with \(u', v' \in \mathcal{C}'_1\) and \(A' \in \Sigma'\). Then there are \(u_1, v_1, u_2, v_2 \in \mathcal{C}_1\) and \(A_1, A_2 \in \Sigma\) such that \(a_1 = c_{u_1 A_1 v_1}\) and \(a_2 = c_{u_2 A_2 v_2}\), and so:

\[
I(u_1) = I(u_2) = u' \quad I_{n+1}(A_1) = I_{n+1}(A_2) = A' \quad I(v_1) = I(v_2) = v'.
\]
Since \( I \) and \( I_{n+1} \) are injective, we get:

\[
u_1 = u_2 \quad \quad A_1 = A_2 \quad \quad v_1 = v_2,
\]

which proves that \( a = b \).

If \( I^w(a_1) = i_f \), with \( f' \in C_n \). Then there exist \( f_1, f_2 \in C_n \) such that:

\[
a_1 = i_{f_1}, \quad a_2 = i_{f_2} \quad \quad I(f_1) = f' \quad \quad I(f_2) = f.
\]

Since \( I \) is injective, \( f_1 = f_2 \), and so \( a_1 = a_2 \).

If \( I^w(a_1) = A' \cdot_i B' \), with \( i < n \), and \( A', B' \in E_{\Sigma}^T \). Then there exist \( A_1, A_2, B_1, B_2 \in E_{\Sigma}^T \) such that:

\[
a_1 = A_1 \cdot_i B_1 \quad \quad a_2 = A_2 \cdot_i B_2 \quad \quad I^w(A_1) = I^w(A_2) = A' \quad \quad I^w(B_1) = I^w(B_2) = B'.
\]

Using the induction hypothesis, we get that \( A_1 = A_2 \) and \( B_1 = B_2 \), and so \( a_1 = a_2 \).

In the case of \( I^{w(n)} \), we reason as previously, and we have one more case to check: if \( I^{w(n)}(a_1) = \Sigma \cdot_i A'_1 \), with \( u', v' \in C_1 \) and \( A' \in \Sigma' \). Then there are \( u_1, v_1, u_2, v_2 \in C_1 \) and \( A_1, A_2 \in \Sigma \) such that \( a_1 = c_{u_1,v_1}^{A_1} \) and \( a_2 = c_{u_2,v_2}^{A_2} \), and so:

\[
I(u_1) = I(u_2) = u' \quad \quad I_{n+1}(A_1) = I_{n+1}(A_2) = A' \quad \quad I(v_1) = I(v_2) = v'.
\]

Using the injectivity of \( I \) and \( I_{n+1} \), we get:

\[
u_1 = u_2 \quad \quad A_1 = A_2 \quad \quad v_1 = v_2,
\]

and finally \( a_1 = a_2 \).

**Definition 3.2.3.5.** Let \( C \) be a white \( n \)-category, and \( E \) be a subset of \( C_n \). We say that \( E \) is closed by divisors if, for any \( f \in E \), if \( f = f_1 \cdot_i f_2 \), then \( f_1 \) and \( f_2 \) are in \( E \).

**Lemma 3.2.3.6.** Assume the image of \( I \) in \( C_n \) is closed by divisors, and that \( I \) and \( I_{n+1} \) are injective.

Then, for every \( a', b' \in E_{\Sigma}^T \) such that \( a' \cong_{\Sigma} b' \), and for every \( a \in E_{\Sigma}^T \) such that \( I^w(a) = a' \), there exists \( b \in E_{\Sigma}^T \) such that

\[
I^w(b) = b' \quad \quad a \cong_{\Sigma} b.
\]

Assume moreover that the application \( I_{n+1} \) is bijective and that \( I \) is bijective on the 1-cells of \( C \).

Then, for every \( a', b' \in E_{\Sigma}^T \) such that \( a' \cong_{\Sigma} b' \), and for every \( a \in E_{\Sigma}^T \) such that \( I^{w(n)}(a) = a' \), there exists \( b \in E_{\Sigma}^T \) such that

\[
I^{w(n)}(b) = b' \quad \quad a \cong_{\Sigma} b.
\]

**Proof.** To show the result on \( I^w \) we reason by induction on the structure of \( a' \).

If there exist \( A', B', C', D' \in E_{\Sigma}^T \), \( 0 < i_1 < i_2 \leq n \) and \( a \in E_{\Sigma}^T \) such that:

\[
a' = (A' \cdot_{i_1} B') \cdot_{i_2} (C' \cdot_{i_1} D') \quad b' = (A' \cdot_{i_2} C') \cdot_{i_1} (B' \cdot_{i_2} D') \quad I^w(a) = a',
\]

then, \( a = (A \cdot_{i_1} B) \cdot_{i_2} (C \cdot_{i_1} D) \), with \( A, B, C, D \in E_{\Sigma}^T \). Let \( b := (A \cdot_{i_2} C) \cdot_{i_1} (B \cdot_{i_2} D) \); by construction, we have \( I^w(b) = b' \) and \( a \cong_{\Sigma} b \). The case where the roles of \( a' \) and \( b' \) are reversed is symmetrical.
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If there exist \( A', B', C' \in E_T^{\Sigma_1} \), \( 0 < i \leq n \) and \( a \in E_T^{\Sigma} \) such that:

\[
a' = (A' \bullet_i B') \bullet_i C' \quad b' = A' \bullet_i (B' \bullet_i C') \quad I^w(a) = a',
\]
then, \( a = (A \bullet_i B) \bullet_i C, \) with \( A, B, C \in E_T^{\Sigma} \). Let \( b := A \bullet_i (B \bullet_i C) \): By construction, we have \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \). The case where the roles of \( a' \) and \( b' \) are reversed is symmetrical.

If there exist \( A' \in E_T^{\Sigma}, f' \in C'_n \) and \( a \in E_T^{\Sigma} \) such that

\[
a' = i_{f'} \bullet_n A' \quad b' = A' \quad I^w(a) = a',
\]
then \( a = i_{f} \bullet_n A, \) with \( f \in C_n \) and \( A \in E_T^{\Sigma} \). Let \( b := A' \): by construction, we have \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \).

If there exist \( A' \in E_T^{\Sigma}, f' \in C'_n \) and \( a \in E_T^{\Sigma} \) such that

\[
a' = A' \quad b' = i_{f'} \bullet_n A' \quad I^w(a) = a',
\]
let \( b := i_{s(A)} \bullet_n a. \) Since \( b' \) is well typed, we have \( f' = s(A') \), hence \( I(s(A)) = s(I^w(A)) = s(A') = f' \), and so \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \). The case of the right-unit is symmetrical.

If there are \( f'_1, f'_2 \in C'_n \), \( i < n \) and \( a \in E_T^{\Sigma} \) such that:

\[
a' = i_{f'_1} \bullet_i i_{f'_2} \quad b' = i_{f'_1} \bullet_i i_{f'_2} \quad I^w(a) = a',
\]
then \( a = i_{f_1} \bullet_i f_{2}, \) with \( f_1, f_2 \in C_n \). Let \( b := i_{f_1} \bullet_i f_{2} \): by construction, we have \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \).

If there are \( f'_1, f'_2 \in C'_n \), \( i < n \) and \( a \in E_T^{\Sigma} \) such that:

\[
a' = i_{f'_1} \bullet_i f'_2 \quad b' = i_{f'_1} \bullet_i f'_2 \quad I^w(a) = a',
\]
then \( a = i_{f} \), with \( f \in C_n \). Since the image of \( I \) in \( C_n \) is closed by divisors, exist \( f_1, f_2 \in C_n \) such that

\[
I(f_1) = f'_1 \quad I(f_2) = f'_2 \quad f = f_1 \bullet_i f_2.
\]

Let us define \( b := i_{f_1} \bullet_i f_{2} \): By construction, we have \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \).

If there are \( A'_1, A'_2, B' \in E_T^{\Sigma}, \) \( i \leq n \) and \( a \in E_T^{\Sigma} \) such that:

\[
a' = A'_1 \bullet_i B' \quad A'_1 \equiv_{\Sigma} A'_2 \quad b' = A'_2 \bullet_i B' \quad I^w(a) = a',
\]
then \( a = A_1 \bullet_i B, \) with \( A_1, B \in E_T^{\Sigma} \). Using the induction hypothesis, there exist \( A_2 \in E_T^{\Sigma} \) such that \( I^w(A_2) = A'_2 \) and \( A_1 \equiv_{\Sigma} A_2 \). Let us define \( b := A_2 \bullet_i B \): by construction, we have \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \). The last case is symmetric.

In the case of \( I^w(a) \), we reason as previously, and we have two more cases to check. If there exist \( u', v' \in C'_1, A \in \Sigma' \) and \( a \in F_T^\Sigma \) such that:

\[
a' = c_{u'A'v'} \bullet_n c_{u'A'v'} \quad b' = i_{u's(A')v'} \quad I^w(a) = a'
\]
then \( a = c_{u_1v_1} \bullet_n c_{u_2v_2}, \) with \( u_1, u_2, v_1, v_2 \in C_1 \) and \( A_1, A_2 \in \Sigma \) such that:

\[
I(u_1) = I(u_2) = u' \quad I(v_1) = I(v_2) = v' \quad I_{n+1}(A_1) = I_{n+1}(A_2) = A.
\]

Let \( b := i_{u_1s(A_1)v_1} \): Since \( I \) and \( I_{n+1} \) are injective, we have \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \).

If there exist \( u', v' \in C'_1, A \in \Sigma' \) and \( a \in F_T^\Sigma \) such that

\[
a' = i_{u's(A')v'} \bullet_n c_{u'A'v'} \quad b' = c_{u'A'v'} \bullet_n c_{u'A'v'} \quad I^w(a) = a'
\]
then \( a = i_{f} \), with \( f \in C_n \). Let \( b := c_{u_A} \bullet_i c_{u_A} \): by construction, we have \( I^w(b) = b' \) and \( a \equiv_{\Sigma} b \). The final case is symmetrical.

\[\text{74}\]
Lemma 3.2.3.7. Assume that $I_{n+1}$ and $I$ are injective, and that the image of $I$ in $C_n$ is closed by divisors. Then the functor $I^w : L^w(C, \Sigma) \to L^w(C', \Sigma')$ is injective, and its image is closed by divisors.

Assume moreover that $I_{n+1}$ is bijective, and that $I$ is bijective on the 1-cells of $C$. Then the functor $I^w(n) : L^w(n)(C, \Sigma) \to L^w(n)(C', \Sigma')$ is injective and its image is closed by divisors.

Proof. Let $f_1, f_2 \in L^w(C, \Sigma)$ and $a_1, a_2 \in E^T_{\Sigma}$ such that:

$$I^w(f_1) = I^w(f_2) \quad [a_1] = f_1 \quad [a_2] = f_2.$$ 

Then $[I^w(a_1)] = [I^w(a_2)]$, that is $I^w(a_1) \equiv_{\Sigma} I^w(a_2)$. Hence, by definition, there exist $n > 0$ and $t'_1, \ldots, t'_n \in E^T_{\Sigma}$ such that:

$$t'_1 = I^w(a_1) \quad t'_i \equiv_{\Sigma} t'_{i+1} \quad t'_n = I^w(a_2).$$

Applying Lemma 3.2.3.6 successively, we get $t_1, \ldots, t_n \in E^T_{\Sigma}$ such that:

$$t_1 = a_1 \quad t_i \equiv_{\Sigma} t_{i+1} \quad I^w(t_i) = t'_i.$$ 

In particular $a_1 \equiv_{\Sigma} t_n$ and $I^w(t_n) = t'_n = I^w(a_2)$. Using Lemma 3.2.3.4, this implies that $t_n = a_2$, and so $a_1 \equiv_{\Sigma} a_2$, which proves that $f_1 = [a_1] = [a_2] = f_2$.

It remains to show that the image of $I^w$ is closed by divisors. Let $f', f'_1, f'_2 \in L^w(C', \Sigma')$ and $i \leq n$ such that $f' = f'_1 \bullet f'_2$, and assume that there is an $f \in L^w(C', \Sigma')$ such that $I^w(f) = f'$. Let $a \in E^T_{\Sigma}$ and $b'_1, b'_2 \in E^T_{\Sigma}$ such that:

$$[a] = f \quad [b'_1] = f'_1 \quad [b'_2] = f'_2.$$ 

In particular, we have $I^w(a) \equiv_{\Sigma} b'_1 \bullet b'_2$. Using both Lemmas 3.2.3.4 and 3.2.3.6 as before, we get an element $b \in E^T_{\Sigma}$ such that:

$$a \equiv_{\Sigma} b \quad I^w(b) = b'_1 \bullet b'_2.$$ 

Since the image of $I^w$ is closed by divisors, there exists $b_1, b_2 \in E^T_{\Sigma}$ such that $b = b_1 \bullet b_2$. Let $f_1 := [b_1]$ and $f_2 := [b_2]$: by construction we have:

$$I^w(f_1) = f'_1 \quad I^w(f_2) = f'_2 \quad f_1 \bullet f_2 = f.$$ 

The case of $I^w(n)$ is identical, the only difference lying in the hypothesis needed to apply Lemma 3.2.3.6.

Proposition 3.2.3.8. Let $\Sigma$ and $\Gamma$ be two white $(n, k)$-polygraphs and $I : \Sigma \to \Gamma$ be an injective morphism of $(n, k)$-polygraphs. Then for every $j \leq k$ the functor $I^w_j : \Sigma^w_j \to \Gamma^w_j$ is injective, and its image is closed by divisors.

Assume moreover that $I_0$ and $I_1$ are bijections, and that for every $j > k$ the application $I_j : \Sigma_j \to \Gamma_j$ is bijective. Then for every $j$ the functor $I^w_j(k) : \Sigma^w_j(k) \to \Gamma^w_j(k)$ is injective, and its image is closed by divisors.

Proof. We reason by induction on $j$. The case $j = 0$ is true by hypothesis.

Let $1 \leq j \leq k$. By hypothesis, the application $I_j$ is injective, and by induction hypothesis, the functor $I^w_{j-1}$ is injective with image closed by divisors. Hence, $I_j$ satisfies the hypothesis of Lemma 3.2.3.7, and $I^w_j$ is injective with image closed by divisors.

Let $j > k$. Again, using the hypothesis and induction hypothesis, we get that $I_j$ satisfies the hypotheses of Lemma 3.2.3.7. Hence, $I^w_j(k)$ is injective and its image is closed by divisors. 
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In what follows, we use the fact that the image of a functor generated by a morphism of polygraphs is closed by divisors in order to prove a characterisation of the image of such a functor.

**Definition 3.2.3.9.** Let \( C, D \) be two white \( n \)-categories, \( F : C \to D \) be an \( n \)-functor and \( f \) be an \( n \)-cell of \( D \). We say that \( F \) \( k \)-discriminates \( f \) if the following are equivalent:

1. The \( k \)-source of \( f \) is in the image of \( F \).
2. The \( k \)-target of \( f \) is in the image of \( F \).
3. The \( n \)-cell \( f \) is in the image of \( F \).

Given a subset \( D \) of \( \mathcal{D}_n \), we say that \( F \) is \( k \)-discriminating on \( D \) if for every \( n \)-cell \( f \) in \( D \), \( F \) \( k \)-discriminates \( f \).

**Lemma 3.2.3.10.** Assume that the image of \( I \) is closed by divisors, that the application \( I_n \) is injective, and that \( I \) is \( n \)-discriminating on \( \Sigma' \).

Then, \( I^w \) (resp. \( I^{w(n)} \)) is \( n \)-discriminating on \( L^w(C', \Sigma') \) (resp. \( L^{w(n)}(C', \Sigma') \)).

**Proof.** Let us start with \( I^w \). Let \( E \) be the set all \((n+1)\)-cells of \( L^w(C', \Sigma') \) which \( I^w \) discriminates. Let us show that \( E = L^w(C', \Sigma') \). Since \( I^w \) commutes with the source and target applications, the implications \((3) \Rightarrow (1) \) and \((3) \Rightarrow (2) \) hold for any cell in \( L^w(C', \Sigma') \). So in order to show that a cell is in \( E \), it remains to show that it verifies the implications \((1) \Rightarrow (3) \) and \((2) \Rightarrow (3) \).

The set \( E \) contains all units. Indeed, let \( A' = 1_{f'} \), with \( f' \in C' \). If \( s(A') = f' \) is in the image of \( I^w \), there exists \( f \in C \) such that \( I(f) = f' \). Let us define \( A = 1_f \in L^w(C, \Sigma) \): by construction we have \( I^w(A) = 1_{I(f)} = 1_{f'} = A' \), hence the implication \((1) \Rightarrow (3) \) holds for \( A' \). Moreover, since \( t(A') = s(A') \), the implication \((2) \Rightarrow (3) \) also holds for \( A \).

The set \( E \) contains all cells of length \( 1 \). Indeed, given such a cell \( A' \), there exist \( f'_k, g'_k \in C_k \) and \( A'_0 \in \Sigma' \) such that

\[
A' = f'_n \cdot_{n-1} \cdots \cdot_2 \left( f'_1 A_0' g'_1 \right) \cdot_2 \cdots \cdot_{n-2} g'_{n-1} \cdot_{n-1} g'_n.
\]

Let \( A'_{\alpha} := f'_k \cdot_{\alpha-1} \left( f'_{\alpha-1} \cdot_{\alpha-2} \cdots \cdot_2 \left( f'_1 A_0' g'_1 \right) \cdot_2 \cdots \cdot_{\alpha-2} g'_{\alpha-1} \right) \cdot_{\alpha-1} g'_\alpha \). Suppose that the source (resp. target) of \( A' \) is in the image of \( I \), and let us show that \( A' \) is in the image of \( I^w \). Since the image of \( I \) is closed by divisors, we get first that \( f'_n, g'_n \) and \( s(A'_{n-1}) \) (resp. \( t(A'_{n-1}) \)) are in the image of \( I^w \). By iterating this reasoning, we get that, for all \( i \), \( f'_i, g'_i \) and \( s(A'_{i-1}) \) (resp. \( t(A'_{i-1}) \)) are in the image of \( I \). Since \( I^w \) discriminates \( \Sigma' \), there exist \( f_k, g_k \in C_k \) and \( A_0 \in \Sigma \) such that:

\[
I(f_k) = f'_k \quad I(g_k) = g'_k \quad I_{n+1}(A_0) = A'_0.
\]

By induction on \( k \) we show that \( A_k := f_k \cdot_{k-1} A_{k-1} \cdot_{k-1} g_k \) is well-defined and that \( I^w(A_k) = A'_k \).

Indeed, assume that it is true at rank \( k - 1 \). Then we have the equalities:

\[
I(t(f_k)) = t(f'_k) = s_{k-1}(A'_{k-1}) = I(s_{k-1}(A_{k-1})) \quad I(t_{k-1}(A_{k-1})) = t_{k-1}(A'_{k-1}) = s(g'_k) = I(s(g_k))
\]

Using the injectivity of \( I \) we get that \( t(f_k) = s_{k-1}(A_{k-1}) \) and \( t_{k-1}(A_{k-1}) = s(g_k) \), which shows that \( A_k \) is well-defined, and finally:

\[
I^w(A_k) = f'_k \cdot_{k-1} A'_{k-1} \cdot_{k-1} g'_k = A'_k.
\]

In particular, we have \( A'_n = I^w(A_n) \).
The set $E$ is stable by $n$-composition. Indeed, let $A', B' \in E$, and assume that the source of $A' \ast_n B'$ is in the image of $I$. Let us show that $A' \ast_n B'$ is in the image of $I^w$. The source of $A' \ast_n B'$ is none other that the one of $A'$. Since $A'$ is in $E$, there exists $A \in L^w(C, \Sigma)$ such that $I^w(A) = A'$. Hence, the source of $B'$ is in the image of $I$, and since $B' \in E$, there exists $B \in L^w(C, \Sigma)$ such that $I^w(B) = B'$. Moreover, we have $I(t(A)) = t(A') = s(B') = I(s(B))$, so using the injectivity of $I$ we get $t(A) = s(B)$. Hence, the cell $A \ast_n B$ is well-defined and satisfies:

$$I^w(A \ast_n B) = I^w(A) \ast_n I^w(B) = A' \ast_n B'.$$

The case where the target of $A' \ast_n B'$ is in the image of $I$ is symmetrical.

This concludes the proof for $I^w$. Concerning $I^{w(n)}$, the reasoning is the same except that we also have to show that $E$ is stable under inversion. Indeed, let $A' \in E$ and assume that the source (resp. target) of $(A')^{-1}$ is in the image of $I$. Then the target (resp. source) of $A'$ is in the image of $I$ and since $A'$ is in $E$, there exists $A \in L^{w(n)}(C, \Sigma)$ such that $I^{w(n)}(A) = A'$, and so $I^{w(n)}(A^{-1}) = (A')^{-1}$.

**Proposition 3.2.3.11.** Let $\Sigma$ and $\Gamma$ be two white $(n, k)$-polygraphs, and $I : \Sigma \to \Gamma$ be a morphism of polygraphs. Let $k_0$ such that for every $j > k_0$, $I_j$ is a bijection.

Assume that $I$ satisfies the hypothesis of Proposition 3.2.3.8, and that, for every $j > k_0$, $I_j$ is $k_0$-discriminating on $\Gamma_j$. Then for every $j \geq k_0$, $I_j^{w(k)}$ is $k_0$-discriminating on $\Gamma_j^{w(k)}$.

**Proof.** Since $I$ satisfies the hypotheses of Proposition 3.2.3.8, we know that for every $j$, the functor $I_j^{w(k)}$ is injective, and that its image is closed by divisors.

We reason by induction on $j > k_0$. For $j = k_0 + 1$, the result is a direct application of Lemma 3.2.3.10.

Let $j > k_0 + 1$: let us show that $I_j^{w(k)}$ is $(j - 1)$-discriminating on $\Gamma_j$. Let $A \in \Gamma_j$. If $s(A)$ (resp. $t(A)$) is in the image of $I_{j-1}^{w(k)}$, then in particular, the $k_0$-source (resp. $k_0$-target) of $A$ is in the image of $I_{k_0}^{w(k)}$. Since $I_j^{w(k)}$ is $k_0$-discriminating on $\Gamma_j$, $A$ is in the image of $I_j^{w(k)}$. Hence, we can use Lemma 3.2.3.10, and we get that $I_j^{w(k)}$ is $(j - 1)$-discriminating on $\Gamma_j^{w(k)}$.

Let $A \in \Gamma_j^{w(k)}$. If its $k_0$-source (resp. $k_0$-target) is in the image of $I_{k_0}^{w(k)}$, then, by induction hypothesis, the source (resp. target) of $A$ is in the image of $I_{j-1}^{w(k)}$, and so $A$ is in the image of $I_j^{w(k)}$, which proves that $I_j^{w(k)}$ is $k_0$-discriminating. 

\(\Box\)
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Commentary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}^*(2, S_A)$</td>
<td>$\mathcal{A}_2$ $\mathcal{A}_3$ $\mathcal{A}_4$</td>
<td>Weakening of the exchange law $^1$</td>
</tr>
<tr>
<td>$(B^{w(2), S_B})$</td>
<td>$\mathcal{A}_2$ $\mathcal{A}_3 \cup K$ $\mathcal{A}_4 \cup L$</td>
<td></td>
</tr>
<tr>
<td>$(C^{w(3), S_C})$</td>
<td>$\mathcal{A}_2$ $\mathcal{A}_3 \cup \mathcal{A}_3^{op} \cup K \cup K^{op}$ $\mathcal{A}_4 \cup L \cup {\rho_A, \lambda_A}$</td>
<td>Weakening of the invertibility of 3-cells</td>
</tr>
<tr>
<td>$(D^{w(3), S_D})$</td>
<td>$\mathcal{A}_2 \cup \mathcal{A}_2^{op}$ $\mathcal{A}_3 \cup \mathcal{A}_3^{op} \cup K \cup K^{op}$ $\mathcal{A}_4 \cup L \cup {\rho_A, \lambda_A}$</td>
<td>Adjunction of formal inverses to 2-cells</td>
</tr>
<tr>
<td>$(E^{w(3), S_E})$</td>
<td>$\mathcal{A}_2 \cup \mathcal{A}_2^{op}$ $\mathcal{A}_3 \cup \mathcal{A}_3^{op} \cup K \cup K^{op} \cup {\eta_f, \epsilon_f}$ $\mathcal{A}_4 \cup L \cup {\rho_A, \lambda_A} \cup {\tau_f, \sigma_f}$</td>
<td>Adjunction of connections between 2-cells</td>
</tr>
</tbody>
</table>

Table 3.3: List of the successive transformations of $\mathcal{A}$.

### 3.3 Transformation of a (4, 2)-polygraph into a white (4, 3)-polygraph

The proof of Theorem 3.1.3.5 will occupy the rest of this article. We start with a (4, 2)-polygraph $\mathcal{A}$ satisfying the hypotheses of Theorem 3.1.3.5. Let $S_A$ be the set of all 2-cells in $\mathcal{A}_2^*$ whose target is a normal form. Then proving Theorem 3.1.3.5 consists in showing that $\mathcal{A}$ is $S_A$-coherent.

In this section we successively transform $\mathcal{A}$ four times, leading to five pointed white (4, 3)-categories, namely $(\mathcal{A}^*(2), S_A)$, $(B^{w(2), S_B})$, $(C^{w(3), S_C})$, $(D^{w(3), S_D})$ and $(E^{w(3), S_E})$, and we show each time that the new pointed white (4, 3)-category is stronger than the previous one. A brief description of each pointed white (4, 3)-category can be seen in Table 3.3. Finally, in Section 3.3.5, we perform a number of Tietze-transformations on the white 4-polygraph $\mathcal{E}$, leading to a white 4-polygraph $\mathcal{F}$.

Thanks to Lemma 3.2.2.8 and Proposition 3.2.2.14, we know that in order to show that $\mathcal{A}^*(2)$ is $S_{\mathcal{A}}$-coherent, it is enough to show that $\mathcal{F}^{w(3)}$ is $S_{\mathcal{E}}$-coherent. This will be done in Section 3.4.

**Example 3.3.0.1.** We have already shown in Section 2.3 that for every sets $\mathcal{C}, \mathcal{D}$ and for every applications $f, g : \mathcal{C} \to \mathcal{D}$, the (4, 2)-polygraph $\text{PNTrans}^{++}[f, g]$ satisfies the hypothesis of Theorem 3.1.3.5.

In what follows, we will use as a running example the polygraph $\mathcal{A} = \text{Assoc}$ which consists of one 0-cell, one 1-cell $\uparrow$, one 2-cell $\Uparrow : \uparrow \Rightarrow \uparrow$, one 3-cell $\Downarrow \Rightarrow \Rightarrow \Rightarrow$, and one 4-cell $\Rightarrow$.

$^1$The sets $K$ and $L$ will be defined in Section 3.3.1
In particular, \textit{Assoc} satisfies the 2-Squier condition of depth 2. The 2-category \textit{Assoc}$_2^*$ is 2-convergent and its only normal form is the 1-cell \|.

The corresponding set $S_A$ is then the set of 2-cells in \textit{Assoc}$_2^*$ from any 1-cell $\| \rightarrow \|$.  

3.3.1 Weakening of the exchange law

We construct dimension by dimension a white $(4,2)$-polygraph $B$, together with a white functor $F : B^{w(2)} \rightarrow A^{*(2)}$. We then define a subset $S_B$ of $B^{w(2)}$ and show (Proposition 3.3.1.4) using $F$ that $(B^{w(2)}, S_B)$ is stronger than $(A^{*(2)}, S_A)$.

In low dimensions, we set $B_i = A_i$, for every $i \leq 2$, and the functor $F$ is the identity on generators.

\textbf{Lemma 3.3.1.1.} The functor $F : B^w \rightarrow A^*$ is 2-surjective.

\textit{Proof.} By construction, $A^*_3$ is the quotient of $B^w_2$ by the equivalence relation generated by:

$$(f \bullet v) \bullet_i (u' \bullet g) = (u \bullet g) \bullet_i (f \bullet v').$$

And $F$ is the canonical projection induced by the quotient.

In what follows, we suppose chosen a section $i : A^* \rightarrow B^w$ of $F$, which is possible thanks to Lemma 3.3.1.1.

We extend $B$ into a white 3-polygraph and $F : B^w \rightarrow A^*$ into a white 3-functor by setting $B_3 := A_3 \cup K$:

- For every 3-cell $A \in A_3$, the source and target of $A$ in $B^w_3$ are respectively $s^B(A) := i(s^A(A))$ and $t^B(A) := i(t^A(A))$.

- The set $K$ is the set of 3-cells $A_{uv,ug}$, of shape:

\begin{center}
\begin{tikzpicture}

\node (A) at (0,0) {$A_{uv,ug}$};
\node (f) at (-1.5,1) {$f v$};
\node (u) at (-1.5,-1) {$u g$};
\node (v) at (1.5,1) {$v'$};
\node (g) at (1.5,-1) {$g'$};

\draw (A) edge (f)
      (A) edge (u)
      (A) edge (v)
      (A) edge (g);

\end{tikzpicture}
\end{center}

for every strict Peiffer branching $(f v, u g)$, where $f : u \Rightarrow u'$ and $g : v \Rightarrow v'$ are rewriting steps.

The image of a cell of $B_3$ under $F$ is defined as follows:
• For every strict Peiffer branching \((fv, ug)\), \(F(A_{fv,ug}) := 1_{f\cdot ug}\)

• For every 3-cell \(A\) in \(A_3\), \(F(A) := A\).

**Lemma 3.3.1.2.** Let \(f, g \in B^w_2\). There exists a 3-cell \(A : f \Rightarrow g\) in \(K_3^{w(2)}\) if and only if the equality \(F(f) = F(g)\) holds in \(A^*_2\).

**Proof.** Let \(f, g \in B^w_2\). The image of any cell in \(K_3^{w(2)}\) by \(F\) is an identity. So if there exists a 3-cell \(A : f \Rightarrow g\) in \(K_3^{w(2)}\), necessarily \(F(f) = F(g)\).

Conversely, the set \(A^*_2\) is the quotient of \(B^w_2\) by the equivalence relation generated by:

\[f s(g) \circ t(f)g = s(f)g \circ f t(g),\]

for \(f, g \in B^w_2\). The 3-cells \(A_{fu,vg}\), where \((fu, vg)\) is a strict Peiffer branching, generate this relation, and they are in \(K\). Hence, the result holds.

**Lemma 3.3.1.3.** The functor \(F : B^{w(2)} \to A^{w(2)}\) is 3-surjective.

**Proof.** Let \(E\) be the set of 3-cells \(A \in A_3^{s(2)}\) such that, for every \(f, g \in B^w_2\) in the preimage of \(s(A)\) and \(t(A)\) under \(F\), there exists a 3-cell \(B : f \Rightarrow g \in B_3^{w(2)}\) satisfying \(F(B) = A\). Let us show that \(E = A_3^3\). We already know that \(E\) contains the identities thanks to Lemma 3.3.1.2.

The 3-cells of length 1 in \(A^*_2\) are in \(E\). Indeed, let \(A \in A_3^3\) be a 3-cell of length 1, and \(f, g \in B^w_2\) such that \(F(f) = s(A)\) et \(F(g) = t(A)\). There exist \(u, v \in \mathcal{A}_1^4\), \(f', g' \in A^*_2\), and \(A' \in \mathcal{A}_3\) such that

\[A = f' \cdot_1 (uA'v) \cdot_1 g'.\]

Let \(\tilde{u}, \tilde{v}, \tilde{f}, \tilde{g}\) be in the preimages respectively of \(u\), \(v\), \(f'\), \(g'\) under \(F\) (they exist thanks to Lemma 3.3.1.1), and let \(B_1 := \tilde{f} \cdot_1 (\tilde{u}A'\tilde{v}) \cdot_1 \tilde{g} \in B_3^{w(2)}\). By construction, \(F(B_1) = A\), which leads to the equalities:

\[F(s(B_1)) = F(f)\quad F(t(B_1)) = F(g).\]

Thus, according to Lemma 3.3.1.2, there exist 3-cells \(C_1 : f \Rightarrow s(B_1) \in K_3^{w(2)}\) and \(C_2 : t(B_1) \Rightarrow g \in K_3^{w(2)}\). Let \(B := C_1 \cdot_2 B_1 \cdot_2 C_2\); by construction, \(B\) has the required source and target, and moreover:

\[F(B) = F(C_1) \cdot_2 F(B_1) \cdot_2 F(C_2) = 1_{F(f)} \cdot_2 A \cdot_2 1_{F(g)} = A.\]

The set \(E\) is stable under composition. Indeed, let \(A_1, A_2 \in E\) such that \(t(A_1) = s(A_2)\), and \(f, g \in B^w_2\) satisfying \(F(f) = s(A_1)\) and \(F(g) = t(A_2)\). Since \(F\) is 2-surjective, there exists \(h \in B^w_2\) in the inverse image of \(t(A_1)\) under \(F\). Since \(A_1\) (resp. \(A_2\)) is in \(E\), there exists a cell \(B_1\) (resp. \(B_2\)) in \(B_3^{w(2)}\) such that \(F(B_1) = A_1\) (resp. \(F(B_2) = A_2\)), \(s(B_1) = f\) (resp. \(s(B_2) = h\)) and \(t(B_1) = h\) (resp. \(t(B_2) = g\)). Let \(B := B_1 \cdot_2 B_2\); we get:

\[s(B) = f\quad F(B) = A_1 \cdot_2 A_2\quad t(B) = g\]

The set \(E\) is stable under 2-composition. Indeed, let \(A \in E\) and \(f, g \in B^w_2\) such that \(F(f) = s(A^{-1})\) and \(F(g) = t(A^{-1})\). There exists \(B \in B_2^{w(2)}\) such that:

\[s(B) = g\quad F(B) = A\quad t(B) = f.\]

Hence, the cell \(B^{-1}\) satisfies the required property.

We now extend \(B\) into a white \((4, 2)\)-polygraph and \(F : B_2^{w(2)} \to A_4^{s(2)}\) into a white 4-functor by setting \(B_4 = A_4 \cup L\):
• For every 3-cell $A \in \mathcal{A}_4$, the source and target of $A$ in $\mathcal{B}_3^{w(2)}$ are respectively $s^3(A) := i(s^4(A))$ and $t^3(A) := i(t^4(A))$, where $i$ is a chosen section of the application $F_3 : \mathcal{B}_3^{w(2)} \rightarrow \mathcal{A}_3^{w(2)}$ (which exists since $F$ is 3-surjective). And we set $F(A) := A$.

• For every 3-fold strict Peiffer branching $(f, g, h)$, the set $L$ contains a 4-cell $A_{f,g,h}$, whose shape depends on the form of the branching $(f, g, h)$. If $(f, g, h) = (f'v, g'v, uh')$, with $(f', g')$ a critical pair, and $h' : v \Rightarrow v'$ then $A_{f,g,h}$ is of the following shape:

\[
\begin{align*}
&f'v \\
&\quad \downarrow g'v \\
&u \downarrow \quad \updownarrow \end{align*}
\]

where $A$ and $B$ are in $K_3^{w(2)}$. And we define $F(A_{f,g,h}) := 1_{A_{f',g',uh'}}$.

If $(f, g, h) = (f'v, ug', uh')$, with $(g, h)$ a critical pair, and $f' : u \Rightarrow u'$ then $A_{f,g,h}$ is of the following shape:

\[
\begin{align*}
&f'v \\
&\quad \downarrow ug' \\
&u \downarrow \quad \updownarrow \end{align*}
\]

where $A$ and $B$ are in $K_3^{w(2)}$. And we define $F(A_{f,g,h}) := 1_{A_{f',g',h'}}$.

If $(f, g, h) = (f'vw, ug'w, uh'w)$, then $A_{f,g,h}$ is of the following shape, where $A$ and $B$ are in $K_3^{w(2)}$:

\[
\begin{align*}
&f'vw \\
&\quad \downarrow ug'w \\
&u \downarrow \quad \updownarrow \end{align*}
\]

And we define $F(A_{f,g,h}) := 1_{f'w,A_{g',h'}}$.

Let now $S_B$ be the set of all 2-cells in $\mathcal{B}^w$ whose 1-target is a normal form.

**Proposition 3.3.1.4.** The pointed white $(4,3)$-category $(\mathcal{B}_3^{w(2)}, S_B)$ is stronger than $(\mathcal{A}_3^{w(2)}, S_A)$.

**Proof.** The functor $F$ sends normal forms on normal forms. Hence, by restriction it induces a 2-functor $F|S_B : \mathcal{B}_3^{w(2)}|S_B \rightarrow \mathcal{A}_3^{w(2)}|S_A$.

Lemmas 3.3.1.1 and 3.3.1.3 show that it is $k$-surjective for every $k < 2$. Hence, we can conclude using Lemma 3.2.2.8.
Example 3.3.1.5. In the case where $A = \text{Assoc}$, the set $K$ contains in particular the following 3-cells, associated respectively to the strict Peiffer branchings $(\updownarrow | | , | | |)$ and $(\updownarrow | | | , | | |)$:

In $L$, the 4-cell associated to the strict Peiffer branching $(\updownarrow | | | , | \updownarrow | | | , | | |)$ is the following:

3.3.2 Weakening of the invertibility of 3-cells

We construct dimension by dimension a white 4-polygraph $C$, together with a white 3-functor $G : C^{w(3)} \rightarrow B^{w(2)}$. We then define a subset $S_C$ of $C^{w(3)}$ and show (Proposition 3.3.2.2) using $G$ that $(C^{w(3)}, S_C)$ is stronger than $(B^{w(2)}, S_B)$.

In low dimensions, we set $C_i = B_i$ for $i \leq 2$, with the functor $G$ being the identity.

We extend $C$ into a white 3-polygraph by setting $C_3 := B_3 \cup B_3^{op}$, where the set $B_3^{op}$ contains, for every $A \in B_3$, a cell denoted by $A^{op}$, whose source and target are given by the equalities:

$$s(A^{op}) = t(A) \quad t(A^{op}) = s(A)$$

And the functor $G : C^w \rightarrow B^{w(2)}$ is defined as follows for every $A \in B_3$:

$$G(A) = A \quad G(A^{op}) = A^{-1}.$$ 

**Lemma 3.3.2.1.** The functor $G : C^{w(3)} \rightarrow B^{w(2)}$ is 3-surjective.

**Proof.** By definition, $B_3^{w(2)}$ is the quotient of $C_3^w$ by the relations $A^{op} \bullet_2 A = 1$ and $A \bullet_2 A^{op} = 1$, and $G$ is the corresponding canonical projection.

We extend $C$ into a white 4-polygraph by setting $C_4 := B_4 \cup \{ \rho_A, \lambda_A | A \in B_3 \}$, where the applications source and target $s, t : C_4 \rightarrow C_3^w$ are defined as follows:

- For $A \in B_4$, the cell $s^C(A)$ (resp. $t^C(A)$) is any cell in the preimage of $s^B(A)$ under $G$, which is non-empty thanks to Lemma 3.3.2.1. And we set $G(A) := A$. 
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For every $A \in B_3$, the cells $\rho_A$ and $\lambda_A$ have the following shape:

And we set $G(\rho_A) := 1_{s(A)}$ and $G(\lambda_A) := 1_{t(A)}$.

Let $S_C$ be the set of all 2-cells in $C^w$ whose 2-target is a normal form.

**Proposition 3.3.2.2.** The pointed white $(4, 3)$-category $(C^{w(3)}, S_C)$ is stronger than $(B^{w(2)}, S_B)$.

**Proof.** The functor $G$ restricts into a functor $G|S_C : C^w|S_C \to B^{w(2)}|S_B$, which is $i$-surjective for $i < 2$ thanks to Proposition 3.2.2.1. Hence, we can conclude thanks to Lemma 3.2.2.8.

**Example 3.3.2.3.** In the case where $A = \text{Assoc}$, let $A = \xrightarrow{\rho}$. The set $C_3$ contains the following 3-cell:

And the following cells lie in $C_4$, where $A = \xrightarrow{\lambda}$.

### 3.3.3 Adjunction of formal inverses to 2-cells

Let $D$ be the white 4-polygraph defined as follows:

$$
\text{for every } i \neq 2, D_i := C_i, \quad D_2 := C_2 \cup \tilde{C}_2,
$$

where for every $f \in C_2$, the set $\tilde{C}_2$ contains a cell $\bar{f}$ with source $t(f)$ and with target $s(f)$. Let $S_D$ be the set of all 2-cells of the sub-white 2-category $C^w_2$ of $D^w_2$ whose target is a normal form.

**Notation 3.3.3.1.** The application $C_2 \to \tilde{C}_2$ extends into an application $C^w_2 \to \tilde{C}^w_2$ which exchanges the source and targets of the 2-cells.

We denote a 2-cell $f$ by $\xrightarrow{\bar{f}}$ if $f$ is in $B^w_2$, by $\xleftarrow{\bar{f}}$ if $\bar{f}$ is in $B^w_2$, and by $\xleftrightarrow{\bar{f}}$ if $f$ is any cell in $C^w_2$.

**Proposition 3.3.3.2.** The pointed white $(4, 3)$-category $(D^{w(3)}, S_D)$ is stronger than $(C^{w(3)}, S_C)$.

**Proof.** Let us show that $D^{w(3)}|S_D = C^{w(3)}|S_C$. Let $\iota : C^{w(3)} \to D^{w(3)}$ be the canonical inclusion functor. Since the only cells added are in dimension 2, $\iota$ satisfies the hypotheses of Proposition 3.2.3.8, thus $C^w$ is a sub-white 4-category of $D^w$, which gives us an inclusion $C^{w(3)}|S_C \subseteq D^{w(3)}|S_D$.

Let us show the reverse inclusion. Let $f \in D^{w(3)}$ be an $i$-cell ($i \geq 2$), and suppose that $f$ is in $D^{w(3)}|S_D$. In particular $t_2(f)$ and $s_2(f)$ are in $C^w_2$. Since $\iota$ also satisfies the hypotheses of Proposition 3.2.3.11, with $k_0 = 2$, it is 2-discriminating on $D^{w(3)}_1$. Thus $f$ is in $C^{w(3)}$, and in $C^{w(3)}|S_C$ since its 1-target is a normal form.
Example 3.3.3. In the case where $\mathcal{A} = \text{Assoc}$, the set $\mathcal{D}_2$ contains one additional 2-cell:

$$\Delta := \bigcirc$$

And the following cells are composites in $\mathcal{D}^w$:

Note that the equality $\mathcal{D}^{w(3)} \upharpoonright S_D = \mathcal{C}^{w(3)} \upharpoonright S_C$ implies that none of these composites belongs to $\mathcal{D}^{w(3)} \upharpoonright S_D$.

3.3.4 Adjunction of connections between 2-cells

Let $\mathcal{E}$ be the following white 4-polygraph:

- For $i = 0, 1, 2$, $\mathcal{E}_i = \mathcal{D}_i$
- For $i = 3$, $\mathcal{E}_3 = \mathcal{D}_3 \cup \{\eta_f, \epsilon_f | f \in \mathcal{C}_2\}$.
- For $i = 4$, $\mathcal{E}_4 = \mathcal{D}_4 \cup \{\tau_f, \sigma_f | f \in \mathcal{C}_2\}$.

The cells $\eta_f$, $\epsilon_f$, $\tau_f$ and $\sigma_f$ have the following shape:

- $\epsilon_f : \bar{f} \bullet_1 f \Rightarrow 1_{t(f)}$
- $\eta_f : 1_{s(f)} \Rightarrow f \bullet_1 \bar{f}$
- $\tau_f : (\bar{f} \bullet_1 \eta_f) \bullet_2 (\epsilon_f \bullet_1 \bar{f}) \equiv 1_{\bar{f}}$
- $\sigma_f : (\eta_f \bullet_1 f) \bullet_2 (f \bullet_1 \epsilon_f) \equiv 1_f$

Notation 3.3.4.1. Let us denote by $\bigcup$ the 3-cell $\epsilon_f$ and $\bigcap$ the 3-cell $\eta_f$. Similarly, we denote by $\bigvee$ for $\sigma_f$ and $\bigwedge$ for $\tau_f$:
Let \( \mathcal{R} := \{ \sigma_f, \tau_f \} \), and \( \mathcal{R}^w \) (resp. \( \mathcal{R}^{w(3)} \)) be the sub- white 4-category (resp. sub- white (4,3)-category) of \( \mathcal{E}^{w(3)} \) generated by the cells in \( \mathcal{R} \). A 4-cell of length 1 in \( \mathcal{R}^w \) is called an \( \mathcal{R} \)-rewriting step.

Let \( S_E \) be the set of all 2-cells of the sub- white 2-category \( \mathcal{C}_2^w \) of \( \mathcal{E}_2^w \) whose target is a normal form. Using properties of the rewriting system induced by \( \mathcal{R}^w \), we are going to define a functor \( K : \mathcal{E}^{w(3)} \upharpoonright S_E \to \mathcal{D}^{w(3)} \upharpoonright S_D \).

**Lemma 3.3.4.2.** Let \( \alpha \in \mathcal{E}_4^w \) and \( \beta \in \mathcal{R}^w \) of length 1 with the same source. There exist \( \alpha' \in \mathcal{E}_4^w \) and \( \beta' \in \mathcal{R}^w \) of maximum length 1, such that:

\[
\begin{array}{c}
\alpha \\
\downarrow
\end{array} \begin{array}{c}
\alpha'
\end{array} \\
\begin{array}{c}
\beta
\end{array} \begin{array}{c}
\beta'
\end{array}
\]

**Proof.** The result holds whenever \( (\alpha, \beta) \) is a Peiffer or aspherical branching.

If \( (\alpha, \beta) \) is an overlapping branching, then the source of \( \alpha \) must contain an \( \eta_f \) or an \( \epsilon_f \). The only cells of length 1 in \( \mathcal{E}_4^w \) that satisfy this property are those in \( \mathcal{R}^w \). Hence, \( \alpha \) is in \( \mathcal{R}^w \). Thus, the branching \( (\alpha, \beta) \) is one of the following two, and both of them satisfy the required property:

\[
\begin{array}{c}
\alpha \\
\downarrow
\end{array} \begin{array}{c}
\alpha'
\downarrow
\end{array} \begin{array}{c}
\beta
\end{array} \begin{array}{c}
\beta'
\end{array} \\
\begin{array}{c}
\beta'
\end{array} \begin{array}{c}
\beta
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
\alpha
\end{array} \begin{array}{c}
\alpha'
\end{array}
\]

**Lemma 3.3.4.3.** The rewriting system generated by \( \mathcal{R} \) is 4-convergent.

**Proof.** Using Lemma 3.3.4.2, the rewriting system generated by \( \mathcal{R} \) is locally 4-confluent. Moreover, the cells \( \sigma_f \) and \( \tau_f \) decrease the length of the 3-cells, hence the 4-termination.

Let \( A \in \mathcal{E}_3^w \): we denote by \( \hat{A} \in \mathcal{E}_3^w \) its normal form for \( \mathcal{R} \). Remark in particular that if \( A \) is in \( \mathcal{D}_3^w \), then \( \hat{A} = A \).

**Lemma 3.3.4.4.** Let \( A \) be a 3-cell of \( \mathcal{E}_3^w \) whose target is in \( \mathcal{C}_2^w \).

- If the source of \( A \) is in \( \mathcal{C}_2^w \), then \( \hat{A} \) is in \( \mathcal{D}_3^w \).
- Otherwise, for every factorization of \( A \) into \( f_1 \bullet_1 f \bullet_1 f_2 \), where \( f \) is a rewriting step, there exists a factorisation of \( A \) into:

\[
\begin{array}{c}
f_1 \\
\downarrow
\end{array} \begin{array}{c}
\epsilon_f
\end{array} \begin{array}{c}
f
\end{array} \begin{array}{c}
f_2
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
A_1
\end{array} \begin{array}{c}
A_2
\end{array}
\]

\[
\begin{array}{c}
 f
\end{array} \begin{array}{c}
\downarrow
\end{array} \begin{array}{c}
A_1
\end{array} \begin{array}{c}
A_2
\end{array}
\]
Proof. We reason by induction on the length of \( A \). If \( A \) is of length 0, then the source of \( A \) is in \( C_2^w \), and \( \hat{A} = A \) is in \( D_3^w \).

If \( A \) is of length \( n > 0 \), let us write \( A = B_1 \bullet_1 B_2 \), where \( B_1 \) is of length 1. We can then apply the induction hypothesis to \( B_2 \). We distinguish three cases:

- If both the sources of \( A \) and \( B_2 \) are in \( C_2^w \), then \( B_1 \) is in \( D_3^w \), and so is \( \hat{A} = B_1 \bullet_2 \hat{B}_2 \).

- If the source of \( A \) is in \( C_2^w \) but not that of \( B_2 \), then \( B_1 \) is of the form \( g_1 \bullet_1 \eta_f \bullet_1 g_2 \). There hence exists a factorisation \((g_1 \bullet_1 f) \bullet_1 f \bullet_1 g_2\) of the source of \( B_2 \). Applying the induction hypothesis to \( B_2 \), we deduce the following factorisation of \( A \):

In particular, \( A \) is the source of an \( R \)-rewriting step. Let \( A' \) be its target, which is thus of length smaller than \( A \). Applying the induction hypothesis to \( A' \), we get that \( \hat{A} = A' \) is in \( D_3^w \).

- There remains the case where the source of \( A \) is not an element of \( C_2^w \).

In order to treat this last case, let us fix a factorisation \( f_1 \bullet_1 \bar{f} \bullet_1 f_2 \) of the source of \( A \), where \( f \) is of length 1. We distinguish three cases depending on the form of \( B_1 \).

- If \( B_1 = f_1 \bullet_1 \bar{f} \bullet_1 B'_1 \), where \( B'_1 \) is a 3-cell of length 1 from \( f_2 \) to \( g_2 \in D_2^w \), then we get a factorisation of the source of \( B \) into \( f_1 \bullet_1 \bar{f} \bullet_1 g_2 \). Let us apply the induction hypothesis to \( B_2 \): there exist \( A'_1, A'_2 \in \mathcal{E}_3^w \) and \( g'_2 \in D_2^w \) such that:

\[
B_2 = (f_1 \bullet_1 \bar{f} \bullet_1 A'_1) \bullet_2 (f_1 \bullet_1 \bar{f} \bullet_1 g'_2) \bullet_2 A'_2
\]

Thus \( A \) factorises as follows, which is of the required form by setting \( A_1 = B'_1 \bullet_2 A'_1 \) and \( A_2 = A'_2 \):

- If \( B_1 = B'_1 \bullet_1 f_2 \), where \( B'_1 \) is a 3-cell of length 1 from \( f_1 \) to \( g_1 \in D_2^w \). Then the source of \( B \) factorises into \( g_1 \bullet_1 \bar{f} \bullet_1 f_2 \). Applying the induction hypothesis to \( B_2 \), there exist \( A'_1, A'_2 \in \mathcal{E}_3^w \) and \( f'_2 \in D_2^w \) such that:

\[
B_2 = (g_1 \bullet_1 \bar{f} \bullet_1 A'_1) \bullet_2 (g_1 \bullet_1 \bar{f} \bullet_1 f'_2) \bullet_2 A'_2
\]

We get the required factorisation of \( A \) by setting \( A_1 = A'_1 \) and \( A_2 = (B'_1 \bullet_1 f'_2) \bullet_2 A'_2 \).
• Otherwise, we have \( B_1 = f_1 \cdot f_1 \cdot f_2' \), with \( f_2 = f \cdot f_1 f_2' \). We then get the required factorisation of \( A \) by setting \( A_1 = f_2 \) and \( A_2 = B_2 \).

**Lemma 3.3.4.5.** Let \( \beta \in \mathcal{R}^w \), and \( \alpha \) be a 4-cell \( \mathcal{E}_4^w \) of same source. There exist \( \alpha' \in \mathcal{E}_4^w \) and \( \beta' \in \mathcal{R}^w \) of maximum length that of \( \beta \) such that we have the following square:

\[
\begin{array}{ccc}
\alpha & \beta & \beta' \\
\alpha' & & \\
\end{array}
\]

*Proof.* We reason using a double induction on the lengths of \( \beta \) and \( \alpha \). If \( \beta \) (resp. \( \alpha \)) is an identity, then the result holds by setting \( \alpha' = \alpha \) (resp. \( \beta' = \beta \)).

Otherwise, let us write \( \alpha = \alpha_1 \cdot \alpha_2 \) and \( \beta = \beta_1 \cdot \beta_2 \), where \( \alpha_1 \) and \( \beta_1 \) are of length 1. We can then construct the following diagram:

The 4-cells \( \alpha_1' \) and \( \beta_1' \) exist thanks to Lemma 3.3.4.2. We can then apply the induction hypothesis to the 4-cells \( \alpha_2 \) and \( \beta_2' \) (resp. \( \alpha_2' \) and \( \beta_2') \) and we construct this way the cells \( \alpha_2' \) and \( \beta_2'' \) (resp. \( \alpha_2'' \) and \( \beta_2'') \). Lastly, we apply the induction hypothesis to \( \alpha_2'' \) et \( \beta_2'' \) in order to construct \( \alpha_2'' \) et \( \beta_2'' \).
Lemma 3.3.4.6. The application \( A \mapsto \hat{A} \) extends into a 1-functor \( K : \mathcal{E}^w(3) \uparrow S_E \to \mathcal{D}^w(3) \uparrow S_D \), which is the identity on objects.

**Proof.** The application \( A \mapsto \hat{A} \) does not change the source or target. Moreover, given a 3-cell \( A \in \mathcal{E}^w(3) \), if \( A \) is in \( \mathcal{E}^w(3) \uparrow S_E \) then in particular the source and target of \( A \) are in \( C^w_2 \). Thus \( \hat{A} \) is in \( D^w_3 \uparrow S_D \) (Lemma 3.3.4.4).

Let \( A, B \) be 3-cells in \( \mathcal{E}^w(3) \) which belong to \( \mathcal{E}^w(3) \uparrow S_E \). We just showed that \( \hat{A} \) and \( \hat{B} \) are in \( D^w_3 \uparrow S_D \), hence so is \( \hat{A} \bullet_2 B \). So \( A \bullet_2 B \) is a normal form for \( \mathcal{R} \) which is attainable from \( A \bullet_2 B \). Since \( \mathcal{R} \) is 4-convergent, this means that \( A \bullet_2 B = \hat{A} \bullet_2 \hat{B} \). So \( A \mapsto \hat{A} \) does indeed define a functor. \( \square \)

**Proposition 3.3.4.7.** The pointed \((4,3)\)-category \((\mathcal{E}, S_E)\) is stronger than \((\mathcal{D}, S_D)\).

**Proof.** Let us show that \( K \) induces a functor \( \bar{K} : \mathcal{E}^w(3) \uparrow S_E \to \mathcal{D}^w(3) \uparrow S_D \). Let \( A, B \) be 1-cells in \( \mathcal{E}^w(3) \uparrow S_E \), and suppose \( \bar{A} = \bar{B} \). Let us show that \( \bar{K}(A) = \bar{K}(B) \), that is that there exists a 4-cell \( \alpha' : \bar{A} \equiv \bar{B} \in \mathcal{D}^w_4 \).

Since \( \bar{A} = \bar{B} \) there exists a 4-cell \( \alpha : A \equiv B \in \mathcal{E}^w_4 \). Suppose that \( \alpha \) lies in \( \mathcal{E}^w_4 \). Let \( \beta \in \mathcal{R}^w \) be a cell from \( A \) to \( \bar{A} \). Applying Lemma 3.3.4.5 to \( \alpha \) and \( \beta \), we get cells \( \alpha' \) and \( \beta' \) of sources respectively \( A \) and \( B \). Let \( B' \) be their common target. By hypothesis \( \bar{A} \) is in \( \mathcal{D}^w_3 \), and the only cells in \( \mathcal{E}^w_4 \) whose source is in \( \mathcal{D}^w_3 \) are the cells in \( \mathcal{D}^w_4 \). Thus \( \alpha' \) is in \( \mathcal{D}^w_4 \), and so is \( B' \). So \( B' \) is a normal form for \( \mathcal{R}^w \) which is attainable from \( B \). By unicity of the \( \mathcal{R}^w \)-normal-form, \( B' = \bar{B} \), and so \( \alpha' \) is a cell in \( \mathcal{D}^w_4 \) of source \( \bar{K}(A) \) and of target \( \bar{K}(B) \), hence \( \bar{K}(A) = \bar{K}(B) \).

In general if \( \bar{A} = \bar{B} \), there exist \( A_1, \ldots, A_n \in \mathcal{E}^w_3 \) with \( A_1 = A \), \( B_n = B \) and for every \( i \) there exist cells \( \alpha_i : A_{2i} \equiv A_{2i-1} \) and \( \beta_i : A_{2i} \to A_{2i+1} \) in \( \mathcal{E}^w_4 \). Hence, using the previous case \( \bar{K}(A_1) = \ldots = \bar{K}(A_n) \), that is \( \bar{K}(A_1) = \bar{K}(A_n) \).

So \( \bar{K} : \mathcal{E}^w(3) \uparrow S_E \to \mathcal{D}^w(3) \uparrow S_D \) is well-defined, and it is 0 and 1-surjective because \( K \) is. Hence, \((\mathcal{E}, S_E)\) is stronger than \((\mathcal{D}, S_D)\). \( \square \)

**Example 3.3.4.8.** In the case where \( A = \text{Assoc} \), let \( A = \exists \). The set \( \mathcal{E}_3 \) contains the following 3-cells:

\[
\begin{array}{c|c|c}
\varepsilon_A & | & \eta_A \\
\hline
A & | & A \\
\end{array}
\]

And the set \( \mathcal{E}_4 \) the following 4-cells:

3.3.5 Reversing the presentation of a white \((4,3)\)-category

We start by collecting some results on the cells of \( \mathcal{E} \).

**Lemma 3.3.5.1.** The set \( \mathcal{E}_3 \) is composed exactly of the following cells:

- For every \( f \in A_2 \), 3-cells \( \eta_f \) and \( \varepsilon_f \).
• For every non-aspherical minimal branching \((f, g)\), a 3-cell \(A_{f,g}\) of shape:

\[
\begin{array}{c}
\text{f} \\
\downarrow \\
\text{A}_{f,g} \\
\downarrow \\
\text{g'} \\
\end{array}
\]

And in particular for every non-aspherical minimal branching \((f, g)\), we have \(A_{f,g}^{\text{op}} = A_{g,f}\).

**Proof.** If \((f, g)\) is a critical pair: if it was associated to a 3-cell in \(A\) then \(A_{f,g}\) is this corresponding cell. Otherwise, \(A_{f,g}\) is in fact the cell \(A_{g,f}^{\text{op}}\) from Section 3.3.2.

If \((f, g)\) is a strict Peiffer branching, then \(A_{f,g}\) is the cell defined in Section 3.3.1. Otherwise, \((g, f)\) is a strict Peiffer branching, and we set \(A_{f,g} := A_{g,f}^{\text{op}}\) from Section 3.3.2.

**Lemma 3.3.5.2.** For every minimal non-aspherical branching \((f, g, h)\), there exists a 4-cell \(A_{f,g,h} \in \mathcal{E}_4^{w(3)}\) of the following shape:

\[
\begin{array}{c}
\text{f} \\
\downarrow \\
\text{A}_{f,g} \\
\downarrow \\
\text{g} \\
\hline
\text{A} \\
\downarrow \\
\text{h} \\
\downarrow \\
\text{A}_{g,h} \\
\end{array}
\]

\[
\begin{array}{c}
\text{f} \\
\downarrow \\
\text{A}_{f,h} \\
\downarrow \\
\text{h} \\
\hline
\text{B_1} \\
\downarrow \\
\text{A}_{f,g,h} \\
\downarrow \\
\text{B_2} \\
\end{array}
\]

**Proof.** Let us first start by showing that, for every non-aspherical 3-fold minimal symmetrical branching \(b\), there exists a representative \((f, g, h)\) of \(b\) for which the property holds. If \(b\) is an overlapping branching then, using the fact that \(A\) satisfies the 2-Squier condition of depth 2, the cell \(A_{f,g,h}\) exists for some representative \((f, g, h)\) of \(b\). Otherwise, \(b\) is a Peiffer branching, and we conclude using the cells defined in Section 3.3.1.

It remains to show that the set of all branchings satisfying the property is closed under the action of the symmetric group.

• If \((f_1, f_2, f_3)\) satisfies the property, then so does \((f_3, f_2, f_1)\). Indeed, let \(A := A_{f_1, f_2, f_3}\), and let us denote its source by \(s\) and its target by \(t\), all we need to construct is a 4-cell from \(s^{\text{op}}\) to \(t^{\text{op}}\). This is given by the following composite:

\[
\begin{array}{c}
s^{\text{op}} \\
\downarrow \lambda^{-1} \\
t^{\text{op}} \\
\end{array}
\begin{array}{c}
\bullet_2 t \\
\bullet_2 s^{\text{op}} \\
\end{array}
\begin{array}{c}
\bullet_2 A^{-1} \\
\bullet_2 s^{\text{op}} \\
\end{array}
\begin{array}{c}
\bullet_2 s^{\text{op}} \\
\end{array}
\begin{array}{c}
\bullet_2 \rho s \\
\end{array}
\begin{array}{c}
t^{\text{op}} \\
\end{array}
\]

• If \((f_1, f_2, f_3)\) satisfies the property, then so does \((f_2, f_1, f_3)\). Indeed, given a cell \(A_{f_1, f_2, f_3}\),
we can construct the following composite:

Since the transpositions $\{1\ 2\}$ and $\{1\ 3\}$ generate the symmetric group, the set of all branchings satisfying the property is closed under the action of the symmetric group.

We are now going to apply a series of Tietze-transformations to $E$ in order to mimic a technique known as reversing. Reversing is a combinatorial tool to study presented monoids [26]. Reversing is particularly adapted to monoids whose presentation contains no relation of the form $su = sv$, where $s$ is a generator and $u$ and $v$ words in the free monoid, and at most one relation of the form $su = s'v$, for $s$ and $s'$ generators. The $(4, 2)$-polygraph $A$ satisfies those properties, but only up to a dimensional shift: there are no 3-cell in $A_3$ of the form $f \cdot_2 g \Rightarrow f \cdot_2 h$, where $f$ is of length 1 and $g$ and $h$ are in $A_2^\times$, and there is at most one 3-cell in $A_3$ of the form $f \cdot_2 g \Rightarrow f' \cdot_2 h$, where $f$ and $f'$ are of length 1. Hence, we adapt this method to our higher-dimensional setting.

Adjunction of 3-cells $C_{f,g}$ with its defining 4-cell $X_{f,g}$. For every non-aspherical branching $(f, g)$, we add a 3-cell $C_{f,g}$ of the following shape:
using as defining 4-cell a cell $X_{f,g}$ whose target is $C_{f,g}$ and whose source is the composite:

$$
\begin{array}{c}
\begin{tikzpicture}
\node (f) at (0,0) {$f$};
\node (g) at (2,0) {$g$};
\node (epsilon_f) at (0.5,-1) {$\epsilon_f$};
\node (A_g_f) at (1.5,-1) {$A_{g,f}$};
\node (eta_g_prime) at (2.5,-1) {$\eta'_{g'}$};
\node (f_prime) at (1.5,0) {$f'$};
\node (g_prime) at (2.5,0) {$g'$};
\draw[->] (f) to (g);
\draw[->] (epsilon_f) to (f_prime);
\draw[->] (A_g_f) to (epsilon_g_prime);
\draw[->] (eta_g_prime) to (g_prime);
\end{tikzpicture}
\end{array}
$$

**Adjunction of a superfluous 4-cell $Y_{f,g}$.** We add a 4-cell $Y_{f,g}$ of target $A_{g,f}$, parallel to the following 4-cell (where the second step consists in the parallel application of $\sigma_f$ and $\sigma_g'$):

$$
\begin{array}{c}
\begin{tikzpicture}
\node (eta_f) at (0,0) {$\eta_f$};
\node (f) at (0,1) {$f$};
\node (g) at (2,1) {$g$};
\node (epsilon_f) at (1,0.5) {$\epsilon_f$};
\node (A_g_f) at (1,1.5) {$A_{g,f}$};
\node (eta_g_prime) at (2.5,0) {$\eta'_{g'}$};
\node (f_prime) at (1.5,1) {$f'$};
\node (g_prime) at (2.5,1) {$g'$};
\draw[->] (eta_f) to (f);
\draw[->] (f) to (g);
\draw[->] (epsilon_f) to (f_prime);
\draw[->] (A_g_f) to (epsilon_g_prime);
\draw[->] (eta_g_prime) to (g_prime);
\draw[->] (f_prime) to (g_prime);
\draw[->] (eta_f) to (g_prime);
\draw[->] (f) to (eta_g_prime);
\end{tikzpicture}
\end{array}
$$

**Removal of the superfluous 4-cell $X_{f,g}$.** We remove the 4-cell $X_{f,g}$, using the fact that it is parallel to the following composite:

$$
\begin{array}{c}
\begin{tikzpicture}
\node (eta_f) at (0,0) {$\eta_f$};
\node (f) at (0,1) {$f$};
\node (g) at (2,1) {$g$};
\node (epsilon_f) at (1,0.5) {$\epsilon_f$};
\node (A_g_f) at (1,1.5) {$A_{g,f}$};
\node (eta_g_prime) at (2.5,0) {$\eta'_{g'}$};
\node (f_prime) at (1.5,1) {$f'$};
\node (g_prime) at (2.5,1) {$g'$};
\draw[->] (eta_f) to (f);
\draw[->] (f) to (g);
\draw[->] (epsilon_f) to (f_prime);
\draw[->] (A_g_f) to (epsilon_g_prime);
\draw[->] (eta_g_prime) to (g_prime);
\draw[->] (f_prime) to (g_prime);
\draw[->] (eta_f) to (g_prime);
\draw[->] (f) to (eta_g_prime);
\end{tikzpicture}
\end{array}
$$

**Removal of the 3-cell $A_{g,f}$ with its defining 4-cell $Y_{f,g}$.** This last step is possible because $A_{g,f}$ is the target of $Y_{f,g}$ and does not appear in its source.
We denote by $\mathcal{F}$ the white 4-polygraph obtained after performing this series of Tietze-transformations for every non-aspherical branching $(f, g)$, and $\Pi : \mathcal{E}^{w(3)} \to \mathcal{F}^{w(3)}$ the white 3-functor induced by the Tietze-transformations. We still denote by $A_{g,f}$ the composite in $\mathcal{F}^{w(3)}$, image by $\Pi$ of $A_{f,g} \in \mathcal{E}_4$.

**Example 3.3.5.3.** In the case where $\mathcal{A} = \mathsf{Assoc}$, the cells $\text{assoc}$ and $\text{op}$ respectively associated to the branchings $(\langle \varphi \mid \varphi \rangle, \mid \varphi \rangle$ and $(\mid \varphi \rangle, \mid \varphi \rangle)$ have been replaced by cells of the following shape:

\[
\begin{align*}
\text{assoc} & \quad \text{and} \quad \text{op}
\end{align*}
\]
3.4 Proof of Theorem 3.1.3.5

This Section concludes the proof of Theorem 3.1.3.5. We keep the notations from Section 3.3. In Section 3.4.1, we study the 4-cells of the white (4, 3)-category $\mathcal{F}^w(3)$, and in particular study the consequences of $A$ satisfying the 2-Squier condition of depth 2.

In Section 3.4.2, we define a well-founded ordering on $\mathbb{N}[\mathcal{F}^w]$, the free commutative monoid on $\mathcal{F}^w_1$. Using this ordering together with two applications $p : \mathcal{F}^w_2 \to \mathbb{N}[\mathcal{F}^w_1]$ and $w_\eta : \mathcal{F}^w_3 \to \mathbb{N}[\mathcal{F}^w_1]$, we proceed to complete the proof by induction in Section 3.4.3.

3.4.1 Local coherence

Definition 3.4.1.1. We extend the notation $C_{f,g}$ from Section 3.3.5 by defining, for every local branching $p_{f,g}$ of $B^w_2$, a 3-cell of the form $C_{f,g} : \bar{f}_1 g \overset{\eta}{\Rightarrow} f_1 \bar{g}$ in $\mathcal{F}^w_3(3)$, where $f'$ and $g'$ are in $B^w_2$.

- If $(f, g)$ is a minimal overlapping or Peiffer branching, then $C_{f,g}$ is already defined.
- If $(f, g)$ is aspherical, that is $f = g$, then we set $C_{f,f} = \epsilon_f$.
- If $(f, g)$ is not minimal, then let us write $p_{f,g} = p_{u \bar{f}, v \bar{g}}$, with $p_{\bar{f}}, p_{\bar{g}}$ a minimal branching, and we set $C_{f,g} := uC_{\bar{f}, \bar{g}}$.

Definition 3.4.1.2. We say that a 3-fold local branching $(f, g, h)$ of $A_2$ is coherent if there exists a 4-cell $C_{f,g,h} \in \mathcal{F}^w(3)$ of the following shape, where $A$ and $B$ are 4-cells in $\mathcal{F}^w_3$.

\[
\begin{array}{ccccccccc}
& f & & g & & h &
\end{array}
\]

\[
\begin{array}{ccccccccc}
C_{f,g} & & \eta_g & & C_{g,h} & & h
\end{array}
\]

\[
\begin{array}{ccccccccc}
& f & & h & & C_{f,h} & & C_{f,g,h}
\end{array}
\]

\[
\begin{array}{ccccccccc}
A & & & & B
\end{array}
\]

Lemma 3.4.1.3. Every 3-fold local branching of $B^w_2$ is coherent.

Proof. Let $(f, g, h)$ be a minimal local branching. We first treat the case where $(f, g, h)$ is an aspherical branching. If $f = g$, then $C_{f,g} = \epsilon_f$, and the following cell shows that the branching is coherent:

\[
\begin{array}{ccccccccc}
& f & & g & & h &
\end{array}
\]

\[
\begin{array}{ccccccccc}
\epsilon_f & & \eta_f & & C_{f,h} & & h
\end{array}
\]

\[
\begin{array}{ccccccccc}
& f & & \eta_f & & f' & & h & & C_{f,h}
\end{array}
\]

\[
\begin{array}{ccccccccc}
& f' & & \eta_f & & f' & & h & & C_{f,h}
\end{array}
\]

The case where $g = h$ is symmetrical. Assume now $g \neq f, h$ and $f = h$. Then $(f, g)$ is either an overlapping or a Peiffer branching. In any case there exists either a cell $A_{f,g}$ or $A_{g,f}$ in $\mathcal{E}^w_3$. In the former case, we can construct the following cell in $\mathcal{F}^w(3)$.
In the latter, we can construct the same cell, only replacing $\Pi(\rho_{A_{f,g}})$ by $\Pi(\lambda_{A_{f,g}})$.

Suppose now that $(f, g, h)$ is not aspherical. Using the cell $A_{f,g,h}$ described in Lemma 3.3.5.2, we build the following composite in $\mathcal{F}^w_{4(3)}$:

Finally, if $(f, g, h)$ is not aspherical, then there exists a 3-fold minimal branching $(\tilde{f}, \tilde{g}, \tilde{h})$ of $B^w_2$ and 1-cells $u, v \in B^w_1$ such that $(f, g, h) = (u\tilde{f}v, u\tilde{g}v, u\tilde{h}v)$. Then the cell $uC_{f,g,h,v}$ shows
that \((f, g, h)\) is coherent.

### 3.4.2 Orderings on the cells of \(\mathcal{F}^w\)

**Definition 3.4.2.1.** Let \(E\) be a set. The set of all finite multi-sets on \(E\) is \(\mathbb{N}[E]\), the free commutative monoid over \(E\). For every \(e \in E\), let \(v_e : \mathbb{N}[E] \to \mathbb{N}\) be the morphism of monoids that sends \(e\) to 1 and every other elements of \(E\) to 0.

If \(E\) is equipped with a strict ordering \(>\), we denote by \(>_m\) the strict ordering on \(\mathbb{N}[E]\) defined as follows: for every \(f, g \in \mathbb{N}[E]\), one has \(f >_m g\) if

- \(f \neq g\)
- For every \(e \in E\), if \(v_e(f) < v_e(g)\), then there exists \(e' > e\) such that \(v_{e'}(f) > v_{e'}(g)\).

**Lemma 3.4.2.2.** Let \(E\) be a set and \(a \in E\). The set of all \(f \in \mathbb{N}[E]\) such that \(f < a\) is equal to the set of all \(f \in \mathbb{N}[E]\) satisfying the following implication for every \(b \in E\):

\[
v_b(f) > 0 \Rightarrow b < a.
\]

In particular, this set is a sub-monoid of \(\mathbb{N}[E]\).

**Proof.** Let \(f \in \mathbb{N}[E]\) such that for every \(b \in E\) the implication \(v_b(f) > 0 \Rightarrow b < a\) is verified. Let us prove that \(f <_m a\). Necessarily \(v_a(f) = 0\), otherwise we would have \(a < a\). Thus, in particular \(f \neq a\). Moreover, let \(b \in E\) such that \(v_b(f) > v_b(a) \geq 0\). By definition of \(f\) this implies that \(b < a\), and since \(0 = v_a(f) < v_a(a) = 1\) we get that \(f <_m a\).

Conversely, let \(f <_m a\). Let us show by contradiction that \(v_a(f) = 0\). If \(v_a(f) \neq 0\), we distinguish two cases:

- If \(v_a(f) = 1\), then since \(f \neq a\), there exists \(b \neq a \in E\) such that \(v_b(f) > 0\). Thus, because \(f < a\), there exists \(e \in E\) such that \(v_e(f) < v_e(a)\). So we necessarily have \(v_e(a) \geq 1\), which implies that \(c = a\). The condition \(v_e(f) < v_e(a)\) thus becomes \(v_a(f) < 1\), which contradicts the hypothesis that \(v_a(f) = 1\).

- If \(v_a(f) > 1\), then there exists \(b > a\) such that \(v_b(a) > v_b(f)\), which is impossible.

Hence, necessarily \(v_a(f) = 0\).

Let \(b\) be such that \(v_b(f) > 0\), and let us show that \(b < a\). We just showed that \(b \neq a\), and so \(v_a(f) > v_b(a)\). Thus, there exists \(c \in E\) such that \(v_c(a) > v_c(f)\). In particular this implies \(v_c(a) > 0\). So \(c = a\) and finally \(a > b\).

**Lemma 3.4.2.3.** Let \((E, <)\) be a set equipped with a strict ordering. The relation \(>_m\) is compatible with the monoidal structure on \(\mathbb{N}(E)\), that is, for every \(f, f', g \in \mathbb{N}(E)\), if \(f >_m f'\), then \(f + g >_m f' + g\).

**Proof.** Let \(f, f', g \in \mathbb{N}(E)\), and suppose that \(f >_m f'\). Let us show that \(f + g >_m f' + g\). Firstly, \(f \neq f'\), hence \(f + g \neq f' + g\).

Let \(e \in E\) such that \(v_e(f + g) < v_e(f' + g)\). Since \(v_e\) is a morphism of monoids, this implies that \(v_{e'}(f) < v_{e'}(f')\). Hence, there exists \(e' > e\) such that \(v_{e'}(f) > v_{e'}(f')\), and so \(v_{e'}(f + g) > v_{e'}(f' + g)\).

The proof of the following theorem can be found in [4].

**Theorem 3.4.2.4.** Let \((E, >)\) be a set equipped with a strict ordering. Then \(>_m\) is a well-founded ordering if and only if \(>\) is.
Since $\mathcal{A}$ is 2-terminating, the set $\mathcal{A}_1^s$ is equipped with a well-founded ordering $\Rightarrow$. This induces a well-founded ordering $\Rightarrow_m$ on $\mathbb{N}[\mathcal{A}_1^s]$. We now define two applications $p : \mathcal{F}_2^w \to \mathbb{N}[\mathcal{A}_1^s]$ and $w_\eta : \mathcal{F}_3^w \to \mathbb{N}[\mathcal{A}_1^s]$. Using $\Rightarrow_m$, those applications induce well-founded orderings on $\mathcal{F}_2^w$ and $\mathcal{F}_3^w$. We then show a number of properties of these applications in preparation for Section 3.2.2.

**Definition 3.4.2.5.** We define an application $p : \mathcal{F}_2^w \to \mathbb{N}[\mathcal{A}_1^s]$:  
- for every $f \in \mathcal{F}_2^w$ of length 1, we set $p(f) := s(f) + t(f)$.
- for every composable $f_1, f_2 \in \mathcal{F}_2^w$, we set $p(f_1 \bullet_1 f_2) := p(f_1) + p(f_2)$.

For every $f, g \in \mathcal{F}_2^w$, we set $f > g$ if $p(f) \Rightarrow_m p(g)$. The relation $>$ is a well-founded ordering of $\mathcal{F}_2^w$.

**Definition 3.4.2.6.** We define an application $w_\eta : \mathcal{F}_3^w \to \mathbb{N}[\mathcal{A}_1^s]$ by setting:
- For every $f \in \mathcal{B}_2^w$ of length 1, $w_\eta(\eta_f) = s(f)$.
- For every 3-cell $A \in \mathcal{F}_3$ and $u, v \in \mathcal{A}_1^s$, if $A$ is not an $\eta_f$ then $w_\eta(u.Av) = 0$.
- For every $f_1, f_2 \in \mathcal{F}_2^w$ and $A \in \mathcal{F}_3^w$, $w_\eta(f_1 \bullet_1 A \cdot_1 f_2) = w_\eta(A)$.
- For every $A_1, A_2 \in \mathcal{F}_3^w$, $w_\eta(A_1 \bullet_2 A_2) = w_\eta(A_1) + w_\eta(A_2)$.

**Definition 3.4.2.7.** A product of the form $\bar{f}_1 \bullet_1 g \in \mathcal{F}_2^w$, where $f$ and $g$ are nonempty cells in $\mathcal{B}_2^w$ is called a cavity. It is a local cavity if $f$ and $g$ are of length 1. Let $C_F$ be the set of all cavities.

**Lemma 3.4.2.8.** Let $f, g \in \mathcal{B}_2^w$. Suppose $f$ is not an identity and $t(f) = s(g)$. The following inequality holds: 

$$s(f) > p(g)$$

**Proof.** We reason by induction on the length of $g$. If $g$ is empty, then $p(g) = 0 < s(f)$.

Otherwise, let us write $g = g_1 \bullet_1 g_2$, with $g_1$ of length 1. Then $p(g) = p(g_1) + p(g_2)$ and by induction hypothesis $p(g_2) < s(f \bullet_1 g_1) = s(f)$. Moreover, we have $f : s(f) \Rightarrow s(g_1)$ and $f \bullet_1 g_1 : s(f) \Rightarrow t(g_1)$. Hence, $s(f) > p(g_1), s(g_2), t(g_2)$ and, by Lemma 3.4.2.2, we get $s(f) > p(g_1) + s(g_2) + t(g_2) = p(g)$.

**Lemma 3.4.2.9.** Let $f_1, f_2, g_1, g_2 \in \mathcal{B}_2^w$, with $f_1$ and $f_2$ non-empty and of same source $u$. For every 3-cell $A : \bar{f}_1 \bullet_1 f_2 \Rightarrow g_1 \bullet_1 g_2 \in \mathcal{F}_3^w$, the following inequalities hold: 

$$p(s(A)) > u > p(t(A)).$$

In particular for every cell $C_{f,g}$, we have $s(C_{f,g}) > t(C_{f,g})$.

**Proof.** Considering the first inequality, we have $p(s(A)) = p(f_1) + p(g_2) \geq 2u > u$.

Considering the second one, using Lemma 3.4.2.8, we have the inequalities $u = s(f_1) > p(g_1)$ and $u = s(f_2) > p(g_2)$. By 3.4.2.2, we then have $u > p(g_1) + p(g_2) = p(t(A))$.

**Definition 3.4.2.10.** Let $h \in \mathcal{F}_2^w$. A factorisation $h = h_1 \bullet_1 \bar{f}_1 \bullet_1 f_2 \bullet_1 h_2$ of $h$, with $f_1, f_2 \in \mathcal{B}_2^w$ of length 1 and $h_1, h_2 \in \mathcal{F}_2^w$ is called a cavity-factorisation of $h$. Thus, a cavity-factorisation is represented as follows:

```
  h1 --f1-- f2 --h2
```
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Lemma 3.4.2.11. Let \( h \in \mathcal{F}_2^w \) be a 2-cell which is not an identity, and whose source and target are a normal form for \( A_2 \). Then there exists a cavity-factorisation of \( h \).

Proof. By definition of \( \mathcal{F}_2^w \), there exist \( n \in \mathbb{N}^* \) and \( g_1, \ldots, g_{2n} \in \mathcal{B}_2^w \) all not identities, except possibly \( g_1 \) or \( g_{2n} \), such that \( h = g_1 \circ_1 g_2 \circ_1 \cdots \circ_1 g_{2n-1} \circ_1 g_{2n} \).

Let us show that \( g_1 \) and \( g_{2n} \) are not identities:

- If \( g_1 \) is an identity, then since \( h \) isn’t, either \( n \geq 2 \) or \( n = 1 \) and \( g_{2n} \) is not an identity.
- In both cases \( g_2 \) is of length at least 1, and has \( s(h) \) as target, which contradicts the fact that \( s(h) \) is a normal form for \( A_2 \).

- The case where \( g_{2n} \) is an identity is symmetric.

Therefore, the 2-cells \( g_1 \) and \( g_{2n} \) are of length at least 1. So we can write \( g_1 = f_1 \circ_1 f_2 \circ_1 h_2 \) of length 1. Let \( h_1 := \bar{g}_1 \) and \( h_2 := g_2' \circ_1 \bar{g}_3 \circ_1 \bar{g}_4 \circ_1 \cdots \circ_1 g_2 \circ_1 1 \). We finally get: \( h = h_1 \circ_1 f_1 \circ_1 f_2 \circ_1 h_2 \).

Lemma 3.4.2.12. Let \( h \in \mathcal{F}_2^w \) be a 2-cell of source and target \( \bar{u} \), a normal form for \( A_2 \). There exists a 3-cell \( A : h \Rightarrow 1_{\bar{u}} \) such that \( w_\eta(A) = 0 \).

Proof. We reason by induction on \( h \) using the ordering \( > \). If \( h \) is minimal, then \( h = 1_{\bar{u}} \) and we can set \( A := 1_h \).

Otherwise, by Lemma 3.4.2.11 there exists a cavity-factorisation \( h = h_1 \circ_1 f_1 \circ_1 f_2 \circ_1 h_2 \) of \( h \). Let \( A_1 := C_{f_1, f_2} \): we have \( w_\eta(A_1) = 0 \) and by Lemma 3.4.2.9, \( s(A_1) > t(A_1) \). Since the ordering is compatible with composition, we get \( h > h_1 \circ_1 t(A_1) \circ_1 h_2 \). By induction hypothesis, there exists a 3-cell \( A_2 : h_1 \circ_1 t(A_1) \circ_1 h_2 \Rightarrow 1_{\bar{u}} \) in \( \mathcal{F}_3^w \) such that \( w_\eta(A_2) = 0 \).

Let \( A := (h_1 \circ_1 A_1 \circ_1 h_2) \circ_1 t(A_2) \). We have \( w_\eta(A) = w(h_1 \circ_1 A_1 \circ_1 h_2) + w(A_2) = w(A_1) + 0 = 0 \).

Lemma 3.4.2.13. Let \( h \in \mathcal{F}_2^w \) of source and target \( \bar{u} \) a normal form for \( A_2 \), and \( A : h \Rightarrow 1_{\bar{u}} \in \mathcal{F}_3^w \). For every cavity-factorisation \( h = h_1 \circ_1 f_1 \circ_1 f_2 \circ_1 h_2 \), there exists a factorisation of \( A = (h_1 \circ_1 A_1 \circ_1 h_2) \circ_2 A_2 \), with \( A_1, A_2 \in \mathcal{F}_3^w \), and either \( A_1 = C_{f_1, f_2} \) or \( A_1 = \bar{f}_1 \circ_1 \eta_{f_2} \circ_1 f_1 \), with \( f_3 \in \mathcal{B}_2^w \) of length 1.

Proof. We reason by induction on the length of \( A \). If \( A \) is of length 0, then there is no cavity-factorisation of \( h = 1_{\bar{u}} \) and the result holds.

If \( A \) is not of length 0, let \( h = h_1 \circ_1 f_1 \circ_1 f_2 \circ_1 h_2 \) be a cavity-factorisation of \( h \). Let us write \( A = B \circ_1 C \), where \( B \) is of length 1. If \( B \) is not of the required form, then either \( B = B' \circ_1 f_1 \circ_1 f_2 \circ_1 h_2 \), or \( B = h_1 \circ_1 f_1 \circ_1 f_2 \circ_1 B' \). Let us treat the first case, the second being symmetrical. The source of \( C \) admits a cavity-factorisation \( s(C) = t(B') \circ_1 f_1 \circ_1 f_2 \circ_1 h_2 \). By induction hypothesis, we can factorise \( C \) as follows:

\[
C = (h_1' \circ_1 A_1 \circ_1 h_2) \circ_2 C',
\]

with \( A_1 = C_{f_1, f_2} \) or \( A_1 = \bar{f}_1 \circ_1 \eta_{f_2} \circ_1 f_1 \). Let \( A_2 := (B_1' \circ_1 t(A_1) \circ_1 h_2) \circ_2 C_2 \): we then have \( A = (h_1 \circ_1 A_1 \circ_1 h_2) \circ_2 A_2 \).
Lemma 3.4.2.14. Let $h \in \mathcal{F}_2^w$ and $u \in A_1^*$ such that $u > p(h)$, $u > s(h)$ and $u > t(h)$. For every 3-cell $A \in \mathcal{F}_3^w$ of source $h$, the inequality $u > w_\eta(A)$ holds.

Proof. We reason by induction on the length of $A$. If $A$ is of length 0, $w_\eta(A) = 0$ and the result holds.

Otherwise, let us write $A = A_1 \bullet_2 A_2$, with $A_1$ of length 1. We distinguish two cases depending on the shape of $A_1$.

- If $A_1 = h_1 \bullet_1 \eta \bullet_1 h_2$, with $h_1, h_2 \in \mathcal{F}_2^w$ and $f \in B_2^w$ of length 1.

  If $h_1$ and $h_2$ are empty, then $s(A_2) = f \bullet_1 \bar{f}$. Thus $p(s(A_2)) = 2s(f) + 2t(f) \leq 4s(f) = 4s(h)$. Since $s(h) < u$, using Lemma 3.4.2.15, we get that $p(s(A_2)) < u$. Applying the induction hypothesis to $A_2$, we get $w_\eta(A_2) < u$. Moreover, $w_\eta(A) = w_\eta(A_1) + w_\eta(A_2) = s(f) + w(A_2)$, and we showed that $w(A_2) < u$ and $s(f) = s(h) < u$. Thus, according to Lemma 3.4.2.2 we get $w_\eta(A) < u$.

  Otherwise, suppose for example that $h_1$ is not an identity (the case where $h_2$ is not an identity being symmetrical). Then we have $v_{t(h_1)}(p(h_1)) > 0$, so $v_{t(h_1)}(p(h)) > 0$. Since $p(h) < u$, we have by Lemma 3.4.2.2 that $s(f) = t(h_1) < u$. So $p(s(A_2)) = p(h_1) + p(h_2) + 2s(f) + 2t(f) < p(h) + 4s(f) < u$. By induction hypothesis, we thus have $w_\eta(A_2) < u$, and finally $w_\eta(A) = s(f) + w(A_2) < u$.

- Otherwise, we have on the one hand that $w_\eta(A_1) = 0$, and on the other hand that $s(A_2) = t(A_1) < s(A_1) = h < u$ by Lemma 3.4.2.15. Thus, $w_\eta(A) = w_\eta(A_2) < u$.

Lemma 3.4.2.15. Let $(f_1, f_2, f_3)$ be a 3-fold local branching, $u \in A_1^*$, and $A, B \in \mathcal{F}_3^w$ two 3-cells such that there exists a 4-cell:

\[ C_{f_1,f_3,f_2} : \bar{f}_1 \bullet_1 \eta f_3 \bullet_1 f_2 \bullet_2 (C_{f_1,f_3,f_2} \bullet_1 C_{f_3,f_2}) \bullet_2 A \equiv C_{f_1,f_2} \bullet_2 B. \]

Then $w_\eta(A), w_\eta(B) < u$.

Proof. Using Lemma 3.4.2.9, we have $p(t(C_{f_1,f_3,f_2})), p(t(C_{f_2,f_3,f_2})), p(t(C_{f_1,f_3})) < u$. So $p(s(A)) = p(t(C_{f_1,f_2}) + p(t(C_{f_2,f_3})) < u$ et $p(s(B)) = p(t(C_{f_1,f_3})) < u$, and using 3.4.2.14, we get $w_\eta(A), w_\eta(B) < u$.

3.4.3 Partial coherence of $\mathcal{F}_2^w$.

Proposition 3.4.3.1. For every 2-cell $h \in \mathcal{F}_2^w$ with source and target $\bar{u}$ a normal form for $A_2$, and for every 3-cells $A, B : h \Rightarrow 1_\bar{u} \in \mathcal{F}_3^w$, there exists a 4-cell $\alpha : A \equiv B \in \mathcal{F}_4^w$.

Proof. We reason by induction on the couple $(w_\eta(A) + w_\eta(B), p(h))$, using the lexicographic order. If $h = 1_\bar{u}$, then $A = B = 1_\bar{u}$. Thus setting $\alpha = 1_A = 1_B$ shows that the property is verified.

Suppose now that $h$ is not an identity. Using Lemma 3.4.2.11, there exists a cavity-factorisation $h = h_1 \bullet_1 \bar{f}_1 \bullet_1 f_2 \bullet_1 h_2$. By Lemma 3.4.2.13, there exist $A_1, A_2, B_1, B_2 \in \mathcal{F}_3^w$, such that $A = (h_1 \bullet_1 A_1 \bullet_1 h_2) \bullet_2 A_2$ and $B = (h_1 \bullet_1 B_1 \bullet_1 h_2) \bullet_2 B_2$. Using this Lemma, we distinguish four cases depending on the shape of $A_1$ and $A_2$. 
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If \( A_1 = B_1 = C_{f_1,f_2} \). Then in particular we have:

\[
s(A_2) = s(B_2) \quad w_\eta(A) = w_\eta(A_2) \quad w_\eta(B) = w_\eta(B_2) \quad t(A_1) < s(A_1),
\]

where the last inequality is a consequence of Lemma 3.4.2.9. Hence, we get \( p(s(A_2)) = p(h_1) + p(t(A_1)) + p(h_2) < p(h_1) + p(s(A_1)) + p(h_2) = p(h) \), and finally \( (w_\eta(A_2) + w_\eta(B_2), p(s(A_2))) < (w_\eta(A) + w_\eta(B), h)) \). Using the induction hypothesis there exists \( \alpha : A_2 \equiv B_2 \in \mathcal{F}_4^{\mathrm{w}(3)} \), and by composition we construct \( A_1 \bowtie \alpha : A \to B \).

If \( A_1 = \tilde{f}_1 \bullet_1 \eta_{f_3} \bullet_1 f_2 \) and \( B_1 = C_{f_1,f_2} \). We are going to construct the following composite:

According to Lemma 3.4.1.3, there exists a 4-cell

\[
C_{f_1,f_3,f_2} : \tilde{f}_1 \bullet_1 \eta_{f_3} \bullet_1 f_2 \bullet_2 (C_{f_1,f_3} \bullet_1 C_{f_3,f_2}) \bullet_2 D_1' \equiv C_{f_1,f_2} \bullet_2 D_2',
\]

with \( D_1', D_2' \in \mathcal{F}_4^{\mathrm{w}(3)} \). Let us define \( D_1 := h_1 \bullet_1 (C_{f_1,f_3} \bullet_1 C_{f_3,f_2}) \bullet_2 D_1' \bullet_1 h_2 \), \( D_2 := h_1 \bullet_1 D_2' \bullet_1 h_2 \), and \( \alpha_1 := h_1 \bullet_1 C_{f_1,f_3,f_2} \bullet_1 h_2 \). The existence of \( D_3 \) is guaranteed by Lemma 3.4.2.12, which also proves that we can choose \( D_3 \) such that \( w_\eta(D_3) = 0 \).

In order to construct the 4-cells \( \alpha_1 \) and \( \alpha_2 \), let us show that we can apply the induction hypothesis to the couples \((A_2, D_1 \bullet_2 D_3)\) and \((D_2 \bullet_2 D_3, B_2)\). Let \( v \) be the common source of \( f_1 \) and \( f_2 \).

- Using Lemma 3.4.2.15, \( w_\eta(D_1 \bullet_2 D_3) = w_\eta(D_1) = w_\eta(D_1') < v \), and so:

  \[
  w_\eta(A_2) + w_\eta(D_1 \bullet_2 D_3) < w_\eta(A_2) + w_\eta(A_2) = w_\eta(A) + w_\eta(B).
  \]

- As previously \( w_\eta(D_2 \bullet_2 D_3) = w_\eta(D_2) = w_\eta(D_2') < v \), and so:

  \[
  w_\eta(B_2) + w_\eta(D_2 \bullet_2 D_3) < w_\eta(B_2) + w_\eta(B_2) = w_\eta(B) + w_\eta(A).
  \]

If \( A_1 = C_{f_1,f_2} \) and \( B_1 = \tilde{f}_1 \bullet_1 \eta_{f_3} \bullet_1 f_2 \). This case is similar to the previous one, only using \( C_{f_1,f_3,f_2}^{-1} \) rather than \( C_{f_1,f_3,f_2} \).
If \( A_1 = \bar{f}_1 \circ \eta_{f_3} \circ f_2 \) and \( B_1 = \bar{f}_1 \circ \eta_{f_4} \circ f_2 \). We are going to construct the following composite:

Let us set
\[
D_1 := h_1 \circ \bar{f}_1 \circ f_3 \circ \bar{f}_3 \circ \eta_{f_4} \circ f_2 \circ 1 h_2
\]
\[
D_2 := h_1 \circ \bar{f}_1 \circ \eta_{f_3} \circ f_4 \circ \bar{f}_4 \circ f_2 \circ 1 h_2.
\]

We then have
\[
(h_1 \circ 1 A_1 \circ 1 h_2) \circ 2 D_1 = h_1 \circ \bar{f}_1 \circ \eta_{f_3} \circ 1 f_2 \circ \bar{f}_3 \circ \eta_{f_4} \circ 1 f_2 \circ 1 h_2 = (h_1 \circ 1 B_1 \circ 1 h_2) \circ 1 D_2.
\]

Hence, we define \( \alpha_1 \) as an identity. Let now \( D_3 \) be as in Lemma 3.4.2.12, with \( w_\eta(D_3) = 0 \), and \( v \) be the common source of \( f_1, f_2, f_3 \) and \( f_4 \). We then have the inequalities:
\[
\begin{align*}
& w_\eta(A_2) + w_\eta(D_1) + w_\eta(D_3) = w_\eta(A_2) + v < w_\eta(A_2) + w_\eta(B_2) + 2 v = w_\eta(A) + w_\eta(B), \\
& w_\eta(B_2) + w_\eta(D_2) + w_\eta(D_3) = w_\eta(B_2) + v < w_\eta(B_2) + w_\eta(A_2) + 2 v = w_\eta(A) + w_\eta(B).
\end{align*}
\]

Hence we can apply the induction hypothesis to the couples \((A_2, D_1 \circ 1 D_3)\) and \((D_2 \circ 1 D_3, B_2)\), which provides \( \alpha_2 \) and \( \alpha_3 \).

**Proposition 3.4.3.2.** The white \((4, 3)\)-category \( F^w(3) \) is \( S_2\)-coherent.

**Proof.** Let \( A, B : f \Rightarrow h \in F^w_3 \) whose 1-target is a normal form \( \hat{u} \), with \( f, g \in B^w_2 \).

The 3-cells \((\hat{h} \circ 1 A) \circ 2 \epsilon_h \) and \((\hat{h} \circ 1 B) \circ 2 \epsilon_h \) are parallel, and their target is \( 1_\hat{u} \). In particular, they verify the hypothesis of Proposition 3.4.3.1. So there exists \( \alpha : (\hat{h} \circ 1 A) \circ 2 \epsilon_h \cong (\hat{h} \circ 1 B) \circ 2 \epsilon_h \).

Then the following composite is the required cell from \( A \) to \( B \):
We can now complete the proof of Theorem 3.1.3.5. Indeed, we showed that $F^{w(3)}$ is $S_{E}$-coherent. Using Proposition 3.2.2.14, that means that $E^{w(3)}$ is $S_{E}$-coherent, and finally using Lemma 3.2.2.8 that $A^{n(2)}$ is $S_{A}$-coherent, that is that for every 3-cells $A, B \in A^{n(2)}$, whose 1-target is a normal form, there exists a 4-cell $\alpha : A \sqcup B \in A^{n(2)}.$
Chapter 4

Cubical $(\omega, p)$-categories
Organisation

The goal of this chapter is to study the notion of \((\omega, p)\)-cubical category, in preparation for the next chapter. In Section 4.1, we recall a number of results on cubical \(\omega\)-categories. In particular, we recall the definition of the two functors forming the equivalence between globular and cubical \(\omega\)-categories.

In Section 4.2 we study the various forms of invertibility that exist in cubical \(\omega\)-categories. In particular we define the notion of \(R_i\)-invertibility in Section 4.2.1, that of plain invertibility in Section 4.2.2 and finally the notion of \(T_i\)-invertibility in Section 4.2.3.

In Section 4.3, we finally define cubical \((\omega, p)\)-categories. In Section 4.3.1 we use the results on invertibility that we collected throughout Section 4.2, we prove the equivalence with the globular notion and characterize the notions of cubical \((\omega, 0)\) and \((\omega, 1)\)-categories. In Section 4.3.2 we introduce the notion of \((\omega, p)\)-ADCs and study its relationship with both globular and cubical \((\omega, p)\)-categories.

Lastly in Section 4.4, we apply the notions of invertibility as studied beforehand, to show firstly that cubical \((\omega, 1)\)-categories carry a natural structure of symmetric cubical categories in Section 4.4.1. Then in Section 4.4.2 we define and study the notion of pseudo transfors between cubical \(\omega\)-categories.

4.1 Cubical categories

In this section we recall the notion of \(\omega\)-cubical categories (with connections) and the following functors

\[
\begin{array}{ccc}
\omega\text{-Cat} & \xrightarrow{\lambda} & \omega\text{-CubCat} \\
\cong & & \cong \\
\gamma & & 
\end{array}
\]

defined in [2] that form an equivalence between the category of cubical \(\omega\)-categories and that of globular \(\omega\)-categories.

While our description of the functor \(\lambda\) matches exactly the description given in [2], we rephrase slightly the definition of \(\gamma\). Our construction consists in defining a co-cubical \(\omega\)-category object in \(\omega\text{-Cat}\) (that is a cubical \(\omega\)-category object in \(\omega\text{-Cat}^{op}\)), in order to define \(\gamma\) as a nerve functor. The starting point of this construction consists in describing the standard globular \(\omega\)-category of the \(n\)-cube (denoted \(n\)-

\[
\begin{array}{c}
\text{G}
\end{array}
\]

in this thesis, and \(M(I^n)\) in [2]). Here we use the closed monoidal structure on \(\omega\text{-Cat}\) to construct these categories, but one could equivalently define them as in [2] using directed complexes [76], or using augmented directed complexes [77].

4.1.1 Cubical sets

Definition 4.1.1.1. We denote by \(n\text{-Cat}\) the category of strict globular \(n\)-categories (with \(n \in \mathbb{N} \cup \{\omega\}\)). We implicitly consider all globular \(n\)-categories (with \(n \in \mathbb{N}\)) to be globular \(\omega\)-categories whose only cells in dimension higher than \(n\) are identities. Let \(C\) be a globular \(\omega\)-category and \(n \geq 0\). We denote by \(C_n\) the set of \(n\)-cells of \(C\). For \(f \in C_n\), and \(0 \leq k < n\), we denote by \(s_k(f) \in C_k\) (resp. \(t_k(f)\)) the \(k\)-dimensional source (resp. target) of \(f\), and we simply write \(s(f)\) (resp. \(t(f)\)) for \(s_{n-1}(f)\) (resp. \(t_{n-1}(f)\)). For \(f,g \in C_n\) such that \(t_k(f) = s_k(g)\) we write \(f \bullet_k g\) their composite. For \(f \in C_n\) we write \(1_f\) the identity of \(f\). Finally, for \(x,y \in C_0\), we denote by \(C(x,y)\) the globular \(\omega\)-category of arrows between them.
We say that an \( n \)-cell \( f \in C_n \) is invertible if it is invertible for the composition \( \bullet_{n-1} \), that is, if there exists an \( n \)-cell \( g \in C_n \) such that \( f \bullet_{n-1} g = 1_{\mathbf{f}(n)} \) and \( g \bullet_{n-1} f = 1_{\mathbf{f}(n)} \). For \( p \geq 0 \), a globular \((\omega, p)\)-category is a globular \( \omega \)-category in which any \( n \)-cell is invertible, for \( n > p \). In particular, a globular \((\omega, 0)\)-category is just a globular \( \omega \)-groupoid.

**Definition 4.1.1.2.** For every \( i \in \mathbb{N} \), we define two applications \((\_)^i : \mathbb{N} \to \mathbb{N}\{i\} \) and \((\_)_i : \mathbb{N}\{i\} \to \mathbb{N}\) as follows:

\[
\begin{align*}
  j^i &:= \begin{cases} 
  j & j < i \\
  j + 1 & j \geq i
  \end{cases} \\
  j_i &:= \begin{cases} 
  j & j < i \\
  j - 1 & j > i
  \end{cases}
\end{align*}
\]

Finally, for \( i, j \) distinct integers, we define applications \((\_)^{i,j} : \mathbb{N}\{i,j\} \to \mathbb{N}\{i,j\}\) and \((\_)^{j,i} : \mathbb{N}\{i,j\} \to \mathbb{N}\{i,j\}\) respectively as follows:

\[
\begin{align*}
  \begin{cases} 
  \mathbb{N}\{i,j\} &\to \mathbb{N} \\
  k &\mapsto (k_i)_{j_i}
  \end{cases} \\
  \begin{cases} 
  \mathbb{N} &\to \mathbb{N}\{i,j\} \\
  k &\mapsto (k^i)^j
  \end{cases} \\
  \begin{cases} 
  \mathbb{N}\{i,j\} &\to \mathbb{N}\{i,j\} \\
  k &\mapsto (k^j)^i
  \end{cases}
\end{align*}
\]

**Lemma 4.1.1.3.** The following equalities hold, for every \( k \) and every \( i \neq j \):

\[
\begin{align*}
  k^{i,j} &= k^{j,i} \\
  k_{i,j} &= k_{j,i} \\
  k_i^j &= (k_i)^j
\end{align*}
\]

**Proof.** Recall that there is at most one isomorphism between any two well-ordered sets. Here \((\_)^{i,j}\) and \((\_)^{j,i}\) are both isomorphism from \( \mathbb{N} \) to \( \mathbb{N}\{i,j\} \), hence they are equal. The same reasoning proves the other two equalities.

The series of Definitions 4.1.1.4, 4.1.1.6 and 4.1.2.1 is exactly the same as in [2], except that we make use of the notations introduced in Definition 4.1.1.2.

**Definition 4.1.1.4.** A pre-cubical set is a series of sets \( C_n \) (for \( n \geq 0 \)) together with applications (called faces operations) \( \partial_\alpha^i : C_n \to C_{n-1} \), for \( \alpha = \pm \) and \( 1 \leq i \leq n \), satisfying

\[
\partial_\alpha^i \partial_\beta^j = \partial_\beta^j \partial_\alpha^i \tag{4.1.1}
\]

A morphism of pre-cubical sets is a family of applications \( F_n : C_n \to D_n \) commuting with the faces operations.

**Example 4.1.1.5.** Following work of Grandis and Mauri [36], pre-cubical sets can be seen as presheaves over the free PRO generated by cells \( \varphi : 0 \to 1 \) and \( \bullet : 0 \to 1 \). Then the applications \( \partial_\alpha^- : C_n \to C_{n-1} \) and \( \partial_\alpha^+ : C_n \to C_{n-1} \) correspond respectively to the following cells, with \( i - 1 \) strings on the left and \( n - i \) on the right:

\[
|\cdots| \varphi |\cdots| \quad |\cdots| \bullet |\cdots|
\]

Equation (4.1.1) corresponds to equations of the following form, replacing the occurrences of \( \varphi \) either by \( \varphi \) or \( \bullet \) depending on \( \alpha \) and \( \beta \):

\[
|\cdots| \uparrow |\cdots| \varphi |\cdots| = |\cdots| \varphi |\cdots| \uparrow |\cdots|
\]

Note finally that reading an expression \( \partial_\alpha^i \cdots \partial_\beta^j \) from left to right corresponds to reading a string diagram in the PRO from top to bottom.
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Definition 4.1.1.6. A cubical set (with connections) is given by:

- For all $n \in \mathbb{N}$, a set $C_n$.
- For all $n \in \mathbb{N}^*$, all $1 \leq i \leq n$ and all $\alpha \in \{+,-\}$, applications $\partial_i^\alpha : C_n \to C_{n-1}$.
- For all $n \in \mathbb{N}$ and all $1 \leq i \leq n + 1$, applications $\epsilon_i : C_n \to C_{n+1}$.
- For all $n \in \mathbb{N}^*$, all $1 \leq i \leq n$ and all $\alpha \in \{+,-\}$, applications $\Gamma_i^\alpha : C_n \to C_{n+1}$.

This data must moreover verify the following axioms:

\[
\partial_i^\alpha \epsilon_j = \begin{cases} 
\epsilon_j & i \neq j \\
\text{id}_{C_n} & i = j 
\end{cases} \quad (4.1.2)
\]

\[
\epsilon_i \epsilon_j = \epsilon_j \epsilon_i 
\]

\[
\partial_i^\alpha \Gamma_j^\beta = \begin{cases} 
\Gamma_j^\beta \partial_i & i \neq j, j + 1 \\
\text{id}_{C_n} & i = j + 1 \text{ and } \alpha = \beta \\
\epsilon_j \partial_j^\alpha & i = j, j + 1 \text{ and } \alpha = -\beta 
\end{cases} \quad (4.1.3)
\]

\[
\Gamma_j^\alpha \epsilon_j = \begin{cases} 
\epsilon_j \Gamma_j^\alpha & i \neq j \\
\epsilon_i \epsilon_i & i = j 
\end{cases} \quad (4.1.4)
\]

\[
\epsilon_i \epsilon_j = \epsilon_j \epsilon_i 
\]

\[
\partial_i^\alpha \Gamma_j^\beta = \begin{cases} 
\Gamma_j^\beta \partial_i & i \neq j, j + 1 \\
\text{id}_{C_n} & i = j + 1 \text{ and } \alpha = \beta \\
\epsilon_j \partial_j^\alpha & i = j, j + 1 \text{ and } \alpha = -\beta 
\end{cases} \quad (4.1.5)
\]

\[
\Gamma_j^\alpha \epsilon_j = \begin{cases} 
\epsilon_j \Gamma_j^\alpha & i \neq j \\
\epsilon_i \epsilon_i & i = j 
\end{cases} \quad (4.1.6)
\]

Example 4.1.1.7. Following once again [36], cubical sets with connections can be seen as presheaves over the following PRO, denoted by $\mathcal{J}$ and called the intermediate cubical site in [36]:

- The generators are the cells:
  \[
  \varnothing : 0 \to 1 \quad \bullet : 0 \to 1 \quad \circ : 1 \to 0 \quad \triangledown : 2 \to 1 \quad \triangledown : 2 \to 1
  \]

- They satisfy the following relations:

\[
\begin{align*}
\varnothing &= \\
\triangledown &= | = \triangledown \\
\downarrow &= \bullet = \downarrow \\
\uparrow &= \bullet = \uparrow \\
\rightsquigarrow &= = \rightsquigarrow \\
\leftsquigarrow &= = \leftsquigarrow \\
\end{align*}
\]

Then the applications $\Gamma^-_i : C_n \to C_{n+1}$, $\Gamma^+_i : C_n \to C_{n+1}$ and $\epsilon_i$ correspond respectively to composites of the form $| - |$ $\triangledown | - |$ $| - |$ and $| - |$ $\bullet$ $| - |$, with the appropriate number of strings on each side.

4.1.2 Cubical $\omega$-categories

Definition 4.1.2.1. A cubical $\omega$-category is given by a cubical set $\mathbf{C}$, equipped with, for all $n \in \mathbb{N}^*$ and all $1 \leq i \leq n$, a partial application $\star_i$ from $\mathbf{C}_n \times \mathbf{C}_n$ to $\mathbf{C}_n$ defined exactly for any cells $A,B$ such that $\partial_i^+ A = \partial_i^- B$. This data must moreover satisfy the following axioms:
\[(A \ast_i B) \ast_j (C \ast_i D) = (A \ast_j C) \ast_i (B \ast_j D) \quad (4.1.7)\]
\[A \ast_i (B \ast_i C) = (A \ast_i B) \ast_i C \quad (4.1.8)\]
\[\epsilon_i (A \ast_j B) = \epsilon^0_i A \ast_j \epsilon^0_i B \quad (4.1.9)\]
\[\Gamma^\alpha_i (A \ast_j B) = \begin{cases} 
\Gamma^\alpha_i A \ast_j \Gamma^\alpha_i B & i \neq j \\
\Gamma^\alpha_i A & i = j \text{ and } \alpha = - \\
\Gamma^\alpha_i B & i = j \text{ and } \alpha = +
\end{cases} \quad (4.1.10)\]

where in the last relation we denote by \(\begin{array}{c|c}
A & B \\
\hline
C & D
\end{array}\) the composite \((A \ast_i B) \ast_j (C \ast_i D)\) (which is made possible by relation \((4.1.7)\)). We denote by \(\omega \text{- CubCat}\) the category of cubical \(\omega\)-categories.

**Definition 4.1.2.2.** Let \(C\) be a cubical \(\omega\)-category. For any \(n > 0\), we define operations \(\psi_i, \Psi_r, \Phi_m : C_n \to C_n\), with \(1 \leq i \leq n - 1\), \(1 \leq r \leq n\) and \(0 \leq m \leq n\) as follows:

\[
\psi_i A = \Gamma^+_i \epsilon^+_{i+1} A \ast_i \Gamma^-_i \epsilon^-_{i+1} A \\
\Psi_r A = \psi_{r-1} \cdots \psi_1 A \\
\Phi_m A = \Psi_1 \cdots \Psi_m A
\]

**Definition 4.1.2.3.** Let \(C\) be a cubical \(\omega\)-category, and \(A \in C_n\). We say that \(A\) is a *thin* cell if \(\psi_1 \cdots \psi_{n-1} A \in \text{Im} \epsilon_1\).

**Definition 4.1.2.4.** Let \(n \in \mathbb{N}\). There is a truncation functor \(\text{tr}_n : (n + 1) \text{- CubCat} \to n \text{- CubCat}\). This functor admits both a left and a right adjoint (see [43] for an explicit description of both functors).

\[
\begin{array}{c}
(n + 1) \text{- CubCat} \\
\downarrow \text{tr}_n \\
n \text{- CubCat}
\end{array}
\]

For \(C \in n \text{- CubCat}\), the \((n + 1)\)-category \(\square C\) coincides with \(C\) up to dimension \(n\), and the rest of the structure is defined as follows:
The set of $(n+1)$-cells of $\square C$ is the set of all families $(A^n_\alpha) \in C_n$ (with $1 \leq i \leq n + 1$ and $\alpha = \pm$) such that:
$$\partial^\alpha_{ij} A^\beta_j = \partial^\beta_{ji} A^n_i.$$

For $A \in (\square C)_{n+1}$, $\partial^\alpha_{ij} A = A^n_\alpha$.

For $A \in C_n$, the families $\epsilon_i A \in (\square C)_{n+1}$ and $\Gamma^n_{ij} A \in (\square C)_{n+1}$ are defined by:
$$\begin{align*}
(\epsilon_i A)^\beta_j &= \begin{cases} 
A & j = i \\
\epsilon_{ij} \partial^\beta_{ji} A & j \neq i
\end{cases} \\
(\Gamma^n_{ij} A)^\beta_j &= \begin{cases} 
A & j = i, i + 1 \text{ and } \beta = \alpha \\
\epsilon_{ij} \partial^\beta_{ji} A & j = i, i + 1 \text{ and } \beta = -\alpha \\
\Gamma^n_{ij} \partial^\beta_{ji} A & j \neq i, i + 1
\end{cases}
\end{align*}$$

For $A, B \in (\square C)_{n+1}$ such that $A^+_i = B^-_i$, the family $A \bullet_i B \in (\square C)_{n+1}$ is defined by:
$$\begin{align*}
(A \bullet_i B)^\alpha_j &= \begin{cases} 
A^-_i & j = i \text{ and } \alpha = - \\
B^+_j & j = i \text{ and } \alpha = + \\
A^\alpha_i \bullet_i B^\alpha_j & j \neq i
\end{cases}
\end{align*}$$

Let $C$ be a cubical $(n+1)$-category. The unit of the adjunction $tr \rightarrow \square$ induces a morphism of cubical $(n+1)$-categories $\partial : C \rightarrow tr C$. This functor associates, to any $A \in C_{n+1}$ the family $\partial A$ the shell of $A$. We call $\partial A$ the shell of $A$.

More generally, if $C$ is a cubical $\omega$-category, we denote by $\square C$ the $(n+1)$-category $\square tr C$, and for any $A \in C_{n+1}$, by $\partial A$ the cell $\partial tr_{n+1} A \in \square C$.

**Theorem 4.1.2.5** (Proposition 2.1 and Theorem 2.8 from [43]). Let $C$ be a cubical category. Thin cells of $C$ are exactly the composites of cells of the form $\epsilon_i f$ and $\Gamma^n_{ij} f$. Moreover, if two thin cells have the same shell, then they are equal.

**Notation 4.1.2.6.** As a consequence, when writing thin cells in 2-dimensional compositions (as in Equation (4.1.14) for example), we make use of the notation already used in [2] and [43]: a thin cell $A$ is replaced by a string diagram linking the non-thin faces of $A$. For example $\Gamma^n_{ij} A$ and $\Gamma^n_{ij} A$ will respectively be represented by the symbols $\square$ and $\square$, and the cells $\epsilon_i A$ by the symbol $[\square]$ or $[\square]$. Following this convention, Equations (4.1.11) and (4.1.12) can be represented by the following string diagrams:

$$\begin{align*}
\begin{array}{c}
\square \\
\bullet
\end{array} &= [\square] & \begin{array}{c}
\square \\
\bullet\square
\end{array} &= [\square] \\
\begin{array}{c}
\square \\
\bullet\square
\end{array} &= [\square] \\
\begin{array}{c}
\square \\
\bullet\square
\end{array} &= [\square]
\end{align*}$$

And the last two cases of Equation (4.1.14) become respectively:

$$\begin{align*}
\begin{array}{c}
\square \\
\bullet
\end{array} &= [\square] & \begin{array}{c}
\square \\
\bullet\square
\end{array} &= [\square]
\end{align*}$$

Finally, for any $A \in C_n$, $\psi_i A$ is the following composite:

$$\psi_i A = \begin{array}{c}
\square
\end{array} \begin{array}{c}
\bullet
\end{array} [\square]$$
4.1.3 Equivalence between cubical and globular $\omega$-categories

The functor $\gamma : \omega \text{-} \text{CubCat} \to \omega \text{-} \text{Cat}$ was described in [2] as follows.

**Proposition 4.1.3.1.** Let $C$ be a cubical category. The following assignment defines a globular $\omega$-category $\gamma C$:

- The $n$-cells of $\gamma C$ are the elements of $\Phi_n(C_n)$,
- For all $A \in \gamma C_n$, $1_A := \epsilon_1 A$,
- For all $A \in \gamma C_n$, $s(A) := \partial^-_1 A$,
- For all $A \in \gamma C_n$, $t(A) := \partial^+_1 A$,
- For all $A, B \in \gamma C_n$ and $0 \leq k < n$, $A \bullet_k B := A \bullet_{n-k} B$.

To define the functor $\lambda : \omega \text{-} \text{Cat} \to \omega \text{-} \text{CubCat}$, we start by constructing a co-cubical $\omega$-category object in $\omega \text{-} \text{Cat}$. This is a reformulation of [2].

**Definition 4.1.3.2.** Let $I$ be the category with two 0-cells $p \cdot q$ and $p \cdot^1 q$ and one non-identity 1-cell $p_0 \cdot q$:

$$p_0 \cdot q : p \cdot q \to p \cdot^1 q$$

We denote by $n \cdot \bigboxtimes^G$, and call the $n$-cube category the globular $\omega$-category $I_b n$,

where $b$ is the Crans-Gray tensor product, which equips $\omega \text{-} \text{Cat}$ with a closed monoidal structure.

**Example 4.1.3.3.** For example $2 \cdot \bigboxtimes^G$ is the free 2-category with four 0-cells, four generating 1-cells and one generating 2-cell, with source and targets given by the following diagram:

\[
\begin{array}{ccc}
(--) & \xrightarrow{(\theta-)} & (+-) \\
\downarrow \left\updownarrow A \right\updownarrow \downarrow & & \downarrow \left\updownarrow (\theta+) \right\updownarrow \\
(-\theta) & & (+\theta) \\
\downarrow \left\updownarrow (-+) \right\updownarrow \downarrow & & \downarrow \left\updownarrow (++) \right\updownarrow \\

\end{array}
\]

**Definition 4.1.3.4.** For $\alpha = \pm$, we denote by $\tilde{\partial}_\alpha : \top \to \llbracket$ the functor sending the (unique) 0-dimensional cell of $\top$ to $(\alpha)$, where $\top$ denotes the terminal category.

For any $n \geq 0$, any $1 \leq i \leq n$ and any $\alpha = \pm$, we denote by $\tilde{\partial}_i^n : n \cdot \bigboxtimes^G \to (n + 1) \cdot \bigboxtimes^G$ the functor $\llbracket^{i-1} \otimes \tilde{\partial}_\alpha \otimes \llbracket^{n-i}$.

**Definition 4.1.3.5.** We denote by $\tilde{\epsilon} : 1 \cdot \bigboxtimes^G \to 0 \cdot \bigboxtimes^G$ the (unique) functor from $\llbracket$ to $\top$.

For any $n > 0$ and any $1 \leq i \leq n$, we denote by $\tilde{\epsilon}_i : (n - 1) \cdot \bigboxtimes^G \to n \cdot \bigboxtimes^G$ the functor $\llbracket^{n-i} \otimes \tilde{\epsilon} \otimes \llbracket^{n-i}$.

**Definition 4.1.3.6.** For $\alpha = \pm$, let $\tilde{\Gamma}^\alpha : 2 \cdot \bigboxtimes^G \to 1 \cdot \bigboxtimes^G$ be the functor defined as follows, where $\beta = -\alpha$:

\[
\begin{align*}
\tilde{\Gamma}^\alpha(\alpha\alpha) &= (\alpha) & \tilde{\Gamma}^\alpha(\theta\alpha) &= (\theta) \\
\tilde{\Gamma}^\alpha(\alpha\beta) &= (\beta) & \tilde{\Gamma}^\alpha(\theta\beta) &= 1(\beta) \\
\tilde{\Gamma}^\alpha(\beta\alpha) &= (\beta) & \tilde{\Gamma}^\alpha(\alpha\theta) &= (\theta) \\
\tilde{\Gamma}^\alpha(\beta\beta) &= (\beta) & \tilde{\Gamma}^\alpha(\beta\theta) &= 1(\beta)
\end{align*}
\]

\[\tilde{\Gamma}^\alpha(\theta\theta) = 1(\theta)\]
For any $n > 0$ any $1 \leq i \leq n$ and any $\alpha = \pm$, we denote by $\Gamma_\alpha^i : n \to (n+1)$ the functor $\mathbb{I}^{\mathbb{I}^{(i-1)}} \otimes \mathbb{I}^{\mathbb{I}^{(n-i)}}$.

**Definition 4.1.3.7.** We denote by $\text{Rect}^G$ the following pushout in $\omega$-$\text{Cat}$:

\[
\begin{array}{ccc}
0 \cdot G & \xrightarrow{\bar{\delta}^+} & 1 \cdot G \\
\downarrow \bar{\delta}^- & & \downarrow \bar{r} \\
1 \cdot G & \longrightarrow & \text{Rect}^G
\end{array}
\]  \hspace{1cm} (4.1.15)

Explicitly, the 0-cells of $\text{Rect}^G$ are elements $(\alpha_j)$, where $\alpha = \pm$ and $i = 1, 2$, with the identification $(+1) = (-2)$. The 1-cells of $\text{Rect}^G$ are freely generated by $(\theta_i) : (-i) \to (+i)$, for $i = 1, 2$.

For every $n > 0$ and every $1 \leq i \leq n$, let $(n, i)$-$\text{Rect}^G$ be the cubical $\omega$-category:

\[
(n, i)$-$\text{Rect}^G := \mathbb{I}^{(i-1)} \otimes \text{Rect}^G \otimes \mathbb{I}^{(n-i)}
\]

**Remark 4.1.3.8.** Since the monoidal structure on $\omega$-$\text{Cat}$ is biclosed [2], $(n, i)$-$\text{Rect}^G$ is the colimit of the following diagram:

\[
\begin{array}{ccc}
(n-1) \cdot G & \xrightarrow{\delta_i^+} & n \cdot G \\
\downarrow \delta_i^- & & \downarrow \bar{r} \\
n \cdot G & \longrightarrow & (n, i)$-$\text{Rect}^G
\end{array}
\]  \hspace{1cm} (4.1.16)

**Definition 4.1.3.9.** We denote by $\star : 1 \cdot G \to \text{Rect}^G$ the following functor:

\[
\begin{cases}
\star(-) = (-1) \\
\star(+) = (+2)
\end{cases}
\]

For any $n > 0$ and any $1 \leq i \leq n$, we denote by $\star_i : n \cdot G \to (n, i)$-$\text{Rect}^G$ the functor $\mathbb{I}^{\mathbb{I}^{(i-1)}} \otimes \star \otimes \mathbb{I}^{\mathbb{I}^{(n-i)}}$.

This result is a reformulation of Section 2 of [2]:

**Proposition 4.1.3.10.** The objects $n \cdot G$ equipped with the applications $\tilde{\delta}_i^\alpha$, $\tilde{\varepsilon}_i$, $\tilde{\Gamma}_i^\alpha$ and $\star_i$ form a co-cubical $\omega$-category object in the category $\omega$-$\text{Cat}$.

Consequently, for $C$ a globular $\omega$-category, the family $(\lambda C)_n = \omega$-$\text{Cat}^{(n \cdot G, C)}$ comes equipped with a structure of cubical $\omega$-category, that we denote by $\lambda C$. This defines a functor $\lambda : \omega$-$\text{Cat} \to \omega$-$\text{CubCat}$.

Finally, the main result of [2] is the following:

**Theorem 4.1.3.11.** The following functors form an equivalence of Categories:

\[
\begin{array}{ccc}
\omega$-$\text{Cat} & \xrightarrow{\lambda} & \omega$-$\text{CubCat} \\
\gamma & \cong & \gamma
\end{array}
\]
4.2 Invertible cells in cubical \(\omega\)-categories

In this Section, we investigate three notions of invertibility in cubical \(\omega\)-categories. We start by defining in Section 4.2.1, both the notion of \(R_i\)-invertibility, which is a direct cubical analogue of the usual notion of invertibility with respect to a binary composition, and the notion of (plain) invertibility, which is specific to cubical \(\omega\)-categories. Then in Section 4.2.3, we define a notion of \(T_i\)-invertibility, a variant of the notion of \(R_i\)-invertibility using a kind of diagonal composition.

4.2.1 \(R_i\)-invertibility

We start by proving a number of useful Lemmas about the notion of \(R_i\)-invertibility. We then proceed to give the definition of (plain) invertibility in Definition 4.2.2.1. The rest of the Section is then used to prove a characterisation of \(R_i\)-invertibility in terms of invertibility, which is achieved in Proposition 4.2.2.2.

**Definition 4.2.1.1.** Let \(C\) be a cubical \(\omega\)-category, and \(1 \leq k \leq n\) be integers. We say that a cell \(A \in C_n\) is \(R_k\)-invertible if there exists \(B \in C_n\) such that \(A \ast_k B = \epsilon_k \partial_k^- A\) and \(B \ast_k A = \epsilon_k \partial_k^+ A\). We call \(B\) the \(R_k\)-inverse of \(A\), and we write \(R_k A\) for \(B\).

In particular, we say that \(A \in C_n\) has an \(R_k\)-invertible shell if \(\partial A\) is \(R_k\)-invertible in \(\Box_k C\).

**Lemma 4.2.1.2.** Let \(C\) be a cubical \(n\)-category, and \(A \in (\square C)_{n+1}\). Then \(A\) is \(R_i\)-invertible if and only if for all \(j \neq i\), \(A^i_j\) is \(R_{i_j}\)-invertible, and:

\[
\partial^i_k R_k A = \begin{cases} 
\partial^i_k \partial_k^- A & i = k \\
R_k \partial^i_k A & i \neq k 
\end{cases}
\]

In particular, for \(C\) a cubical \(\omega\)-category, a cell \(A \in C_n\) has an \(R_i\)-invertible shell if and only if \(\partial^i_j A\) is \(R_{i_j}\)-invertible for any \(j \neq i\).

**Proof.** Let \(B \in R_k\)-inverse of \(A\), and \(i \neq k\). We have:

\[
A^i_k \ast_k B^i_k = (A \ast_k B)^i_k = \partial^i_k \epsilon_k A_k^- = \epsilon_k \partial^i_k A_k^- = \epsilon_k \partial^i_k A_k^-,
\]

\[
B^i_k \ast_k A^i_k = (B \ast_k A)^i_k = \partial^i_k \epsilon_k A_k^+ = \epsilon_k \partial^i_k A_k^+ = \epsilon_k \partial^i_k A_k^+.
\]

Thus \(B^i_k\) is the \(k_i\)-inverse of \(A^i_k\), that is \(\partial^i_k R_k A = R_k \partial^i_k A\).

Moreover, for the composite \(A \ast_k R_k A\) (resp. \(R_k A \ast_k A\)) to make sense we necessarily have \(\partial^i_k R_k A = \partial^i_k A\) (resp. \(\partial^i_k R_k A = \partial^i_k A\)).

The following Lemma will be useful in order to compute the \(R_i\)-inverses of thin cells.

**Lemma 4.2.1.3.** Let \(C\) be a cubical \(\omega\)-category, and let \(A\) be a thin cell in \(C_n\). We fix an integer \(i \leq n\). If there exists a thin cell \(B\) in \(C_n\) such that \(\partial^i_A B = \partial^i_- A\) and for all \(j \neq i\), \(\partial^j B = R_{i_j} \partial^j A\), then \(A\) is \(R_i\)-invertible, and \(B = R_i A\).

**Proof.** Since \(\partial^i_- B = \partial^i_+ A\) and \(A\) and \(B\) are \(i\)-composable. Let us look at the cell \(A \ast_i B\). It is a thin cell, and it has the following shell:

\[
\partial^i_j (A \ast_i B) = \begin{cases} 
\partial^i_i A = \partial^i_i \epsilon_i \partial^i_i A & j = i \text{ and } \alpha = - \\
\partial^i_i A = \partial^i_i \epsilon_i \partial^i_i A & j = i \text{ and } \alpha = + \\
\partial^j_i A \ast_{i_j} \partial^j_i B = \partial^j_i A \ast_{i_j} R_{i_j} \partial^j_i A = \partial^j_i \epsilon_{i_j} \partial^j_i A = \partial^j_i \epsilon_{i_j} \partial^j_i A & j \neq i 
\end{cases}
\]

Therefore, \(A \ast_i B\) and \(\epsilon_i \partial^i_+ A\) are two thin cells that have the same shell. By Theorem 4.1.2.5, they are equal. The same computation with \(B \ast_i A\) leads to the equality \(B \ast_i A = \epsilon_i \partial^i_+ A\). Finally, \(A\) is \(R_i\)-invertible, and \(R_i A = B\).
Lemma 4.2.1.4. Let $C$ be a cubical $\omega$-category, and fix $A, B \in C_n$ and $1 \leq k \leq n$.

- For any $i \leq n$, if $A, B$ are $R_k$-invertible and $i$-composable, then $A \ast_i B$ is $R_k$-invertible, and:
  
  $$R_k(A \ast_i B) = \begin{cases} R_k A \ast_i R_k B & i \neq k \\ R_k B \ast_k R_k A & i = k \end{cases} \quad (4.2.1)$$

- For any $i \leq n + 1$, $\epsilon_i A$ is $R_i$-invertible and $R_i \epsilon_i A = \epsilon_i A$. Moreover, if $A$ is $R_k$-invertible then $\epsilon_i A$ is also $R_{k^+}$ invertible, with
  
  $$R_{k^+} \epsilon_i A = \epsilon_i R_k A \quad (4.2.2)$$

- For any $i \neq k$ and $\alpha = \pm$, if $A$ is $R_k$-invertible, then $\Gamma_i^\alpha A$ is $R_{k^+}$ invertible, and $\Gamma_i^\alpha A$ is both $R_k$ and $R_{k^+ + 1}$-invertible, and:
  
  $$R_k \Gamma_i^\alpha A = \Gamma_i^\alpha R_k A \quad (4.2.3)$$

$$R_k \Gamma_i^\alpha A = \begin{cases} \epsilon_{k+1} R_k A \ast_{k+1} \Gamma_k^+ A & \alpha = - \\ \Gamma_k^- A \ast_k \epsilon_{k+1} R_k A & \alpha = + \end{cases}$$

$$R_{k+1} \Gamma_i^\alpha A = \begin{cases} \epsilon_k R_k A \ast_{k+1} \Gamma_k^+ A & \alpha = - \\ \Gamma_k^- A \ast_{k+1} \epsilon_k R_k A & \alpha = + \end{cases} \quad (4.2.4)$$

Proof. Suppose $A$ and $B$ are $k$-invertible, and let $i \leq n$. If $i \neq k$, then we have:

$$(R_k A \ast_i R_k B) \ast_k (A \ast_i B) = (R_k A \ast_k A) \ast_i (R_k B \ast_k B) = \epsilon_k \hat{\delta}_k^- A \ast_i \epsilon_k \hat{\delta}_k^+ B = \epsilon_k \hat{\delta}_k^+ (A \ast_i B)$$

$$(A \ast_i B) \ast_k (R_k A \ast_i R_k B) = (A \ast_k R_k A) \ast_i (B \ast_k R_k B) = \epsilon_k \hat{\delta}_k^- A \ast_i \epsilon_k \hat{\delta}_k^+ B = \epsilon_k \hat{\delta}_k^+ (A \ast_i B).$$

Thus $A \ast_i B$ is $R_k$-invertible and $R_k (A \ast_i B) = R_k A \ast_i R_k B$. Suppose now that $i = k$. Then we have:

$$R_k B \ast_k R_k A \ast_k A \ast_k B = \epsilon_k \hat{\delta}_k^- B = \epsilon_k \hat{\delta}_k^+ (A \ast_k B)$$

$$A \ast_k B \ast_k R_k B \ast_k R_k A = \epsilon_k \hat{\delta}_k^- A = \epsilon_k \hat{\delta}_k^+ (A \ast_k B).$$

So $A \ast_k B$ is $R_k$-invertible, and $R_k (A \ast_k B) = R_k B \ast_k R_k A$.

Suppose $i \neq k$. Then we have:

$$\Gamma_i^\alpha A \ast_k \Gamma_i^\alpha R_k A = \Gamma_i^\alpha (A \ast_k R_k A) = \Gamma_i^\alpha \epsilon_k \hat{\delta}_k^- A = \epsilon_k \Gamma_i^\alpha \hat{\delta}_k^- A = \epsilon_k \hat{\delta}_k^- \Gamma_i^\alpha A$$

$$\Gamma_i^\alpha R_k A \ast_k \Gamma_i^\alpha A = \Gamma_i^\alpha (R_k A \ast_k A) = \Gamma_i^\alpha \epsilon_k \hat{\delta}_k^+ A = \epsilon_k \Gamma_i^\alpha \hat{\delta}_k^+ A = \epsilon_k \hat{\delta}_k^+ \Gamma_i^\alpha A$$

Thus $\Gamma_i^\alpha A$ is $R_k$-invertible, and $R_k \Gamma_i^\alpha A = \Gamma_i^\alpha R_k A$.

Suppose now $i = k$, and $\alpha = -$. In order to show that $R_k \Gamma_i^- A = \epsilon_{k+1} R_k A \ast_{k+1} \Gamma_k^+ A$, we are going to use Lemma 4.2.1.3. Note first that both $\Gamma_i^- A$ and $\epsilon_{k+1} R_k A \ast_{k+1} \Gamma_k^+ A$ are thin, so we only need to check the hypothesis about the shell of $\epsilon_{k+1} R_k A \ast_{k+1} \Gamma_k^+ A$. Note that the hypotheses on directions $k$ and $k + 1$ are always satisfied:

$$\hat{\delta}_j^+ (\epsilon_{k+1} R_k A \ast_k \Gamma_k^+ A) = \begin{cases} \epsilon_k \hat{\delta}_k^- R_k A = \epsilon_k \hat{\delta}_k^+ A = \hat{\delta}_k^+ \Gamma_k A & j = k \text{ and } \alpha = - \\ \hat{\delta}_k^+ \Gamma_k^+ A = A = \Gamma_k \hat{\delta}_k^- A & j = k \text{ and } \alpha = + \\ R_k A \ast_k \hat{\delta}_{k+1}^+ \Gamma_k^+ A = R_k A \ast_k \epsilon_k \hat{\delta}_k^- A = R_k A = R_k \hat{\delta}_k^- \Gamma_k A & j = k + 1 \text{ and } \alpha = - \\ R_k A \ast_k \hat{\delta}_{k+1}^- \Gamma_k^+ A = R_k A \ast_k A = \epsilon_k \hat{\delta}_k^+ A = R_k \hat{\delta}_k^+ \Gamma_k A & j = k + 1 \text{ and } \alpha = + \end{cases}$$

As for the remaining directions, we reason by induction on $n$, the dimension of $A$. The case where $n = 1$ (and thus $k = 1$), there is no other direction to check and so $R_1 \Gamma_1^- = \epsilon_2 R_1 A \ast_2 \Gamma_1^+ A$. 
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Suppose now \( n > 1 \), and let \( j \leq n + 1 \), with \( j \neq k, k + 1 \). Then we have the following equalities (where the fourth one uses the induction hypothesis):

\[
\tilde{c}_j^a(\epsilon_{k+1}R_kA \star_k \Gamma_k A) = \tilde{c}_j^a\epsilon_{k+1}R_kA \star_{k_j} \tilde{c}_j^a \Gamma_k A
\]
\[
= \epsilon_{(k+1)}\tilde{c}_{jk+1}^a R_kA \star_{k_j} \Gamma_{jk} \tilde{c}_j^a A
\]
\[
= \epsilon_{k+1}\Gamma_{k_j} \tilde{c}_j^a \tilde{c}_j^a A
\]
\[
= \Gamma_{k_j} \Gamma_{jk} \tilde{c}_j^a A
\]

Thus, by Lemma 4.2.1.3, \( \Gamma_k^- A \) is \( R_k \)-invertible, and \( R_k\Gamma_k^- A = \epsilon_{k+1}R_kA \star_{k+1} \Gamma_k A \).

The proofs of the remaining three cases \( (i = k \text{ with } \alpha = +, \text{ and } i = k + 1 \text{ with } \alpha = \pm) \) are similar.

**Remark 4.2.1.5.** Note that Lemma 4.2.1.4 shows in particular that, if \( A \) is \( R_k \)-invertible, then \( R_k \Gamma_k^a A, R_k \Gamma_k^b A \) and \( R_k\Gamma_k^c A \) are thin. In particular, applying the Notation defined in 4.1.2.6, we get the equations:

\[
\begin{align*}
R_k \hspace{0.5cm} & \xrightarrow{\alpha} \hspace{0.5cm} \bar{\alpha} \\
R_{k+1} \hspace{0.5cm} & \xrightarrow{\alpha} \hspace{0.5cm} \bar{\alpha} \\
R_k \hspace{0.5cm} & \xrightarrow{\alpha} \hspace{0.5cm} \bar{\alpha} \\
R_{k+1} \hspace{0.5cm} & \xrightarrow{\alpha} \hspace{0.5cm} \bar{\alpha}
\end{align*}
\]

**Remark 4.2.1.6.** Let \( C \) be a cubical \( n \)-category and \( A \in (\square C)_{n+1} \). Recall from [43] that for all \( i \neq 1 \), \( \tilde{c}_i^a \psi_1 \ldots \psi_n A \in \text{Im} \epsilon_1 \). Therefore, by Lemma 4.2.1.2 \( \psi_1 \ldots \psi_n A \) is \( R_1 \)-invertible. So finally, any cell in \( \square C \) is invertible.

**Lemma 4.2.1.7.** Let \( C \) be a cubical \( \omega \)-category, and \( A \in C_n \). Suppose \( A \) is \( R_j \)-invertible for some \( j \leq n \). Then :

- The \( n \)-cell \( \psi_i A \) is \( R_j \)-invertible for any \( i \neq j - 1 \).
- The \( n \)-cell \( \psi_{j-1} A \) is \( R_{j-1} \)-invertible

**Proof.** Suppose first \( j \neq i, i + 1 \). Then we have \( \psi_i A \star_j \psi_j R_j A = \psi_i A \star_j R_j A = \psi_i \epsilon_j \tilde{c}_j^a \psi_i A = \epsilon_j \tilde{c}_j^a \psi_i A \), as well as \( \psi_i R_j A \star_j \psi_i A = \psi_i (R_j A \star_j A) = \psi_i \epsilon_j \tilde{c}_j^a \psi_i A \). Hence, \( \psi_i A \) is \( R_j \)-invertible, and \( R_j \psi_i A = \psi_i R_j A \).

Suppose now \( j = i \). Then \( \psi_i A \) is a composite of \( R_i \)-invertible cells. As a consequence it is \( R_i \)-invertible.

Suppose now \( j = i + 1 \). Let \( B \) be the following composite:

\[
\begin{array}{cccc}
\varnothing & \varnothing & \varnothing & \varnothing \\
\varnothing & \varnothing & \varnothing & \varnothing \\
\varnothing & \varnothing & \varnothing & \varnothing \\
\varnothing & \varnothing & \varnothing & \varnothing \\
\end{array}
\]

Let us show that \( B \) is the \( R_{j-1} \)-inverse of \( \psi_{j-1} A \):
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A similar computation shows that $B \cdot_{j-1} \psi_{j-1} A = \epsilon_{j-1} \delta_{j-1}^+ \psi_{j-1} A$ and thus $\psi_{j-1} A$ is $R_{j-1}$-invertible.

**Lemma 4.2.1.8.** Let $C$ be a cubical $\omega$-category, and $A \in C_n$ be an $n$-cell with an $R_j$-invertible shell for some $j \leq n$. Then:

- If $\psi_i A$ is $R_j$-invertible for some $i \neq j - 1$, then $A$ is $R_j$-invertible. Moreover, if $R_j \psi_i A$ is thin then so is $R_j A$.

- If $\psi_{j-1} A$ is $R_{j-1}$-invertible, then $A$ is $R_j$-invertible. Moreover, if $R_{j-1} \psi_{j-1} A$ is thin then so is $R_j A$.

**Proof.** Suppose $\psi_i A$ is $R_j$-invertible, with $i \neq j$. Recall that the following composite is equal to $A$

$$
\begin{array}{c}
\epsilon_{i+1} \delta_i^- A \\
\hline
\psi_i A \\
\hline
\Gamma_i^- \delta_{i+1}^+ A
\end{array}
\begin{array}{c}
\Gamma_i^+ \delta_{i+1}^+ A \\
\hline
\psi_i A \\
\hline
\epsilon_{i+1} \delta_i^- A
\end{array}
$$

Using the string notation for thin cells, this composite can be represented as follows:

$$
\begin{array}{ccc}
\psi_i A & \rightarrow & i+1 \\
\downarrow & & \\
\epsilon_{i+1} \delta_i^- A
\end{array}
$$

This notation is ambiguous, since it does not specify which factorisations of $\delta_i^\alpha \psi_i A$ are used. However, we use the convention that in any diagram of this form, the standard factorisations $\delta_i^- \psi_i A = \delta_i^- A \star \delta_i^+ A$ and $\delta_i^+ \psi_i A = \delta_{i+1}^- A \star \delta_i^+ A$ are used.

Since $A$ has an $R_j$-invertible shell, by Lemma 4.2.1.4, every cell in this composite is $R_j$-invertible, and $A$ is $R_j$-invertible. Moreover, if $R_j \psi_i A$ is thin, then the explicit formulas from Lemma 4.2.1.4 prove that $R_j A$ is thin.
Suppose now that $\psi_{j-1}A$ is $R_{j-1}$-invertible. We denote by $B$ the following composite:

\[
\begin{array}{ccc}
& & \vdash j-1 \\
\downarrow & & \\
R_{j-1}\psi_{j-1}A & \vdash j-1 & \\
\downarrow & & \\
A & \vdash j-1 & \\
\end{array}
\]

We are going to show that $B$ is the $R_j$-inverse of $A$. Notice that if $R_{j-1}\psi_{j-1}A$ is thin, then $B$ is thin, using Lemma 4.2.1.4. Let us evaluate the composite $A \cdot_j B$:

\[
\begin{array}{ccc}
& & \vdash j-1 \\
\downarrow & & \\
R_{j-1}\psi_{j-1}A & \vdash j-1 & \\
\downarrow & & \\
\psi_{j-1}A & \vdash j-1 & \\
\downarrow & & \\
\varepsilon_j\delta_j^{-1}A & \vdash j-1 & \\
\end{array}
= \begin{array}{ccc}
& & \vdash j-1 \\
\downarrow & & \\
R_{j-1}\psi_{j-1}A & \vdash j-1 & \\
\downarrow & & \\
\psi_{j-1}A & \vdash j-1 & \\
\downarrow & & \\
\varepsilon_j\delta_j^{-1}A & \vdash j-1 & \\
\end{array}
\]

The evaluation of $B \cdot_j A$ is similar.

4.2.2 Plain invertibility

**Definition 4.2.2.1.** We say that a cell $A \in C_n$ is invertible if $\psi_1 \ldots \psi_{n-1}A$ is $R_1$-invertible.

The rest of this Section is devoted to establishing the link between $R_i$-invertibility and (plain) invertibility. This is achieved in Proposition 4.2.2.2. In order to do this, we make use of the Lemmas 4.2.1.7 and 4.2.1.8, which relate the $R_i$-invertibility of a cell $A$ with that of $\psi_jA$.

**Proposition 4.2.2.2.** Let $C$ be a cubical $\omega$-category, $A \in C_n$ and $1 \leq j \leq n$. A cell $A \in C_n$ is $R_j$-invertible if and only if $A$ is invertible and has an $R_j$-invertible shell. Moreover, if $A$ is thin, then so is its $R_j$-inverse.

**Proof.** Suppose first that $A$ is $R_j$-invertible. Then its shell is $R_j$-invertible, and for all $i \geq j$, $\psi_i \ldots \psi_{n-1}A$ is $R_j$-invertible. Repeated applications of Lemma 4.2.1.4 show that $\psi_j \ldots \psi_{n-1}A$ is...
R_{j}-invertible. As a result (still by Lemma 4.2.3.4), \( \psi_{j-1} \ldots \psi_{n-1}A \) is \( R_{j-1} \)-invertible. Inductively we show that for any \( i \leq j \), \( \psi_{i} \ldots \psi_{n-1}A \) is \( R_{i} \)-invertible. Finally, we get that \( \psi_{1} \ldots \psi_{n-1}A \) is \( R_{1} \)-invertible, in other words that \( A \) is invertible.

Suppose now that \( A \) is invertible and has an \( R_{j} \)-invertible shell. By multiple applications of Lemma 4.2.1.7, we get that \( \psi_{k} \ldots \psi_{n-1}A \) has an \( R_{j} \)-invertible shell, for \( k \geq j \), and an \( R_{k} \)-invertible one for \( k \leq j \). Applying Lemma 4.2.1.8 multiple times, we get that for all \( k \leq j \), \( \psi_{k} \ldots \psi_{n-1}A \) is \( R_{k} \)-invertible, and finally that for all \( k \geq j \), \( \psi_{k} \ldots \psi_{n-1}A \) is \( R_{j} \)-invertible. In particular for \( k = n \), \( A \) is \( R_{j} \)-invertible.

Finally, if \( A \) is thin, then \( \psi_{1} \ldots \psi_{n-1}A \in \text{Im} \epsilon_{1} \) and so \( R_{1} \psi_{1} \ldots \psi_{n-1}A = \psi_{1} \ldots \psi_{n-1}A \) is thin. Multiple applications of Lemma 4.2.1.8 imply that \( R_{j}A \) is thin.\( \square \)

Finally, the following Lemma will be useful in Proposition 4.2.3.5:

**Lemma 4.2.2.3.** The composite of two invertible cells is also invertible.

**Proof.** Let \( 1 \leq i \leq n \), and let \( E_{i} \) be the set of all cells \( A \in C_{n} \) such that \( \psi_{1} \ldots \psi_{i-1}A \) is \( R_{1} \)-invertible. Note first that \( E_{i} \) contains all \( R_{i} \)-invertible cells by Lemma 4.2.1.7 and that \( E_{n} \) is the set of all invertible cells. We are going to show by induction on \( i \) that \( E_{i} \) is closed under composition, for \( 1 \leq i \leq n \).

For \( i = 1 \), \( E_{1} \) is the set of all \( R_{1} \)-invertible cells, which is closed under composition by Lemma 4.2.1.4. Suppose now \( i > 1 \). Take \( A, B \in E_{i} \). We have:

\[
\psi_{i-1}(A \ast j B) = \begin{cases} 
\psi_{i-1}A \ast j \psi_{i-1}B & j \neq i, i - 1 \\
(\psi_{i-1}A \ast i \epsilon_{i-1}^{-} \epsilon_{i}^{+} B) \ast i - 1 (\epsilon_{i-1}^{-} \epsilon_{i-1}^{+} A \ast i \psi_{i-1}B) & j = i - 1 \\
(\epsilon_{i-1}^{-} \epsilon_{i-1}^{+} A \ast i \psi_{i-1}B) \ast i - 1 (\psi_{i-1}A \ast i \epsilon_{i-1}^{-} \epsilon_{i-1}^{+} B) & j = i 
\end{cases}
\]

Note that:

- Since \( \psi_{1} \ldots \psi_{i-1}A \) and \( \psi_{1} \ldots \psi_{i-1}B \) are \( R_{1} \)-invertible, \( \psi_{i-1}A \) and \( \psi_{i-1}B \) are in \( E_{i-1} \).
- The cells \( \epsilon_{i-1}^{-} \epsilon_{i}^{+} A \) and \( \epsilon_{i-1}^{-} \epsilon_{i}^{+} B \) are \( R_{i-1} \)-invertible by Lemma 4.2.1.4, and therefore are in \( E_{i-1} \).

By induction hypothesis, \( E_{i-1} \) is closed under composition, and therefore \( \psi_{i-1}(A \ast j B) \) is in \( E_{i} \). So \( \psi_{1} \ldots \psi_{i-1}(A \ast j B) \) is \( R_{1} \)-invertible, and so \( A \ast j B \) is in \( E_{i} \), which is therefore close under composition.\( \square \)

### 4.2.3 \( T_{i} \)-invertibility

The notion of \( T_{i} \)-invertibility is closely related to that of \( R_{i} \)-invertibility, as we show in Lemma 4.2.3.3. Consequently, a number of results from the previous Section have analogues in terms of \( T_{i} \)-invertibility. In particular, the characterisation of \( T_{i} \)-invertibility in terms of invertibility given in Proposition 4.2.3.5 is the direct analogue of Proposition 4.2.2.2.

**Definition 4.2.3.1.** Let \( C \) be a cubical \( \omega \)-category, and \( i < n \) be integers. Let \( A, B \) be cells in \( C_{n} \) such that \( \partial_{i}^{\alpha} A = \partial_{i+1}^{\alpha} B \) and \( \partial_{i+1}^{\alpha} A = \partial_{i}^{\alpha} B \), for \( \alpha = \pm \). If the following two equations are verified, we say that \( A \) is \( T_{i} \)-invertible, and that \( B \) is the \( T_{i} \)-inverse of \( A \), and we denote \( B \) by \( T_{i}A \):

\[
\begin{array}{c}
\text{R} \\
\downarrow
\end{array}
\begin{array}{c}
A \\
\downarrow
\end{array}
\begin{array}{c}
\text{R} \\
\downarrow
\end{array}
\begin{array}{c}
B \\
\downarrow
\end{array}
\begin{array}{c}
\text{I} \\
\downarrow
\end{array}
\begin{array}{c}
\text{J} \\
\downarrow
\end{array}
\begin{array}{c}
\text{I} \\
\downarrow
\end{array}
\begin{array}{c}
\text{J} \\
\downarrow
\end{array}
\begin{array}{c}
\text{i} \\
\downarrow
\end{array}
\begin{array}{c}
\text{i+1} \\
\downarrow
\end{array}
\end{array}
\tag{4.2.5}
\]
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In particular, we say that $A \in C_{n+1}$ has a $T_i$-invertible shell if $\partial A$ is $T_i$-invertible in $\square_n C$.

**Remark 4.2.3.2.** Note that $T_i A$ is uniquely defined. Indeed, if $B$ and $C$ are both $T_i$-inverses of $A$, then evaluating the following square in two different ways shows that $B = C$:

$$
\begin{array}{ccc}
B & \rightarrow & C \\
\downarrow & & \downarrow \\
\downarrow & & \downarrow \\
\end{array}
$$

The relationship between $T_i$ and $R_i$-invertibility is given by the following Lemma.

**Lemma 4.2.3.3.** Let $C$ be a cubical $\omega$-category, and $A \in C_n$ be an $n$-cell, with $n \geq 2$. Then $A$ is $T_i$-invertible (with $i < n$) if and only if $\psi_i A$ is $R_i$-invertible, and we have the equalities:

$$
R_i \psi_i A = \psi_i T_i A \\
T_i A = R_i \psi_i A
$$

In particular, if $A$ is thin, then so is $T_i A$.

**Proof.** Suppose first that $A$ is $T_i$-invertible. Then the composite $\psi_i T_i A * \psi_i A$ is equal to the following:

$$
\begin{array}{ccc}
\uparrow & \rightarrow & \downarrow \\
\uparrow & & \downarrow \\
\downarrow & & \downarrow \\
\end{array}
$$

Using (4.2.5), we show that this composite is equal to $\epsilon_i \partial_i^+ \psi_i A$. We prove in the same way (using (4.2.6)), that $\psi_i A * \psi_i T_i A = \epsilon_i \partial_i^- \psi_i A$, which shows that $\psi_i T_i A$ is the $R_i$-inverse of $\psi_i A$.

Suppose now that $\psi_i A$ is $T_i$-invertible. Then we have:

$$
\begin{array}{ccc}
\uparrow & \rightarrow & \downarrow \\
\uparrow & & \downarrow \\
\downarrow & & \downarrow \\
\end{array}
$$

Finally, if $A$ is thin, then so is $\psi_i A$, and so is $R_i \psi_i A$ by Proposition 4.2.2.2. Equation (4.2.8) then shows that $T_i A$ is then thin.
Lemma 4.2.3.4. Let $C$ be a cubical $n$-category. Let $1 \leq i < n$ and $A \in □C$. Then $A$ is $T_j$-invertible if and only if for all $i \neq j, j + 1$, $A_i^\alpha$ is $T_j$-invertible, and:

$$\partial_i^\alpha T_j A = \begin{cases} T_j \partial_i^\alpha A & i \neq j, j + 1 \\ \partial_j^\alpha A & i = j, \\ \partial_j^\alpha A & i = j + 1, \end{cases} \quad (4.2.9)$$

In particular, if $C$ is a cubical $\omega$-category, and a cell $A \in C_n$ has a $T_1$-invertible shell, then $\partial_j^\alpha A$ is $T_j$-invertible for any $j \neq i, i + 1$.

Proof. Suppose first that $A \in □C$ is $T_j$-invertible, and let $i \neq j, j + 1$. Then we have:

$$\partial_i^\alpha T_j A = \begin{array}{|c|c|c|} \hline \partial_i^\alpha \epsilon_j \partial_j^{-1} A & \partial_i^\alpha \Gamma_j^+ \partial_j^+ A \\ \partial_i^\alpha R_j \psi_j A \\ \partial_i^\alpha \Gamma_j^- \partial_j^- A & \partial_j^+ \partial_j^{-1} A \\ \hline \end{array} \quad \xrightarrow{(j+1)_i} \quad \partial_j^\alpha A$$

For $i = j$, we have:

$$\partial_i^- T_i A = \partial_i^- \epsilon_i \partial_i^{-1}_+ A \star_i \partial_i^- \Gamma_i^+ \partial_i^+ A \quad \partial_i^+ T_i A = \partial_i^- \Gamma_i^- \partial_i^- A \star_i \partial_i^- \epsilon_i \partial_i^+ A \quad \partial_i^+ T_i A = \partial_i^- \Gamma_i^- \partial_i^- A \star_i \partial_i^+ \partial_i^{-1}_+ A \quad \partial_i^+ T_i A = \partial_i^- \Gamma_i^- \partial_i^- A \star_i \partial_i^+ \partial_i^{-1}_+ A$$

Finally, for $i = j + 1$:

$$\partial_{i+1}^- T_i A = \partial_{i+1}^- \epsilon_i \partial_{i+1}^{-1}_+ A \star_i \partial_{i+1}^- \Gamma_i^+ \partial_i^+ A \quad \partial_{i+1}^+ T_i A = \partial_{i+1}^- \Gamma_i^- \partial_i^- A \star_i \partial_{i+1}^+ \partial_i^{-1}_+ A \quad \partial_{i+1}^+ T_i A = \partial_{i+1}^- \Gamma_i^- \partial_i^- A \star_i \partial_{i+1}^+ \partial_i^{-1}_+ A$$

Reciprocally suppose that for all $i \neq j, j + 1$, $A_i^\alpha$ is $T_j$-invertible. Then let $B_i^\alpha = T_j A_i^\alpha$ if $i \neq j, j + 1$, $B_j^\alpha = A_j^\alpha$ and $B_{j+1}^\alpha = A_j^\alpha$. Then $B$ is an element of $□C$, and we verify that it is the $T_i$-inverse of $A$.

Proposition 4.2.3.5. Let $C$ be a cubical $\omega$-category, and $A \in C_n$, with $n \geq 2$. Then $A$ is $T_i$-invertible if and only if $A$ is invertible and has a $T_i$-invertible shell.

Proof. Suppose $A$ is $T_i$-invertible. Then $\psi_i A$ is $R_i$-invertible, and therefore it is invertible. Recall from [2] that $A$ is equal to the following composite:

$$\begin{array}{|c|c|} \hline \psi_i A \quad \stackrel{\partial_i^+}{\downarrow} \\ i+1 \end{array}$$
All the cells in this composite are invertible, and invertible cells are closed under composition (Lemma 4.2.2.3), therefore \( A \) is invertible. Moreover, since \( \psi_i A \) is \( R_i \)-invertible, it has an \( R_i \)-invertible shell. In particular, for \( j \neq i, i + 1 \), we have that \( \partial_j^\alpha A = \partial_i^\alpha \psi_i A = \psi_i \partial_j^\alpha A \) is \( R_i \)-invertible. By Lemma 4.2.3.3, \( \partial_j^\alpha A \) is \( T_j \)-invertible. So finally \( A \) has a \( T_j \)-invertible shell.

Suppose now that \( A \) is invertible and has a \( T_i \)-invertible shell. By application of Lemma 4.2.3.3 in \( \square \mathbb{C}_n \), \( \psi_i A \) is invertible and has an \( R_i \)-invertible shell. So \( \psi_i A \) is \( R_i \)-invertible, and \( A \) is \( T_i \)-invertible by Lemma 4.2.3.3.

**Proposition 4.2.3.6.** Let \( \mathbb{C} \) be a cubical \( \omega \)-category.

- Let \( A \in \mathbb{C}_n \). For all \( 1 \leq j \leq n + 1 \), \( \epsilon_j A \) is \( T_j \) and \( T_{j-1} \)-invertible and:
  \[
  T_j \epsilon_j A = \epsilon_{j+1} A \quad T_{j-1} \epsilon_j A = \epsilon_{j-1} A
  \]  
  Moreover, if \( A \) is \( T_i \)-invertible (for \( i \neq j - 1 \)), then \( \epsilon_j A \) is \( T_j \)-invertible, and:
  \[
  T_j \epsilon_j A = \epsilon_j T_i A
  \]

- Let \( A \in \mathbb{C}_n \). For all \( 1 \leq j \leq n \), \( \Gamma^\alpha_j A \) is \( T_j \)-invertible, and:
  \[
  T_j \Gamma^\alpha_j A = \Gamma^\alpha_j A
  \]
  Moreover, if \( A \) is \( T_i \)-invertible, then \( \Gamma^\alpha_j A \) is \( T_i \)-invertible, and:
  \[
  T_i \Gamma^\alpha_j A = \Gamma^\alpha_j T_i A
  \]
  Finally, if \( A \) is \( T_i \)-invertible, then \( \Gamma^\alpha_j A \) (resp. \( \Gamma^\alpha_j A \)) is \( T_i \)-invertible (resp. \( T_{i+1} \)-invertible) and \( \Gamma^\alpha_i T_i A \) (resp. \( \Gamma^\alpha_i T_i A \)) is \( T_{i+1} \)-invertible (resp. \( T_i \)-invertible), and:
  \[
  T_{i+1} \Gamma^\alpha_i T_i A = T_i \Gamma^\alpha_{i+1} A \quad T_i \Gamma^\alpha_{i+1} T_i A = T_{i+1} \Gamma^\alpha_i A
  \]

- Let \( A, B \in \mathbb{C}_n \). If \( A \) and \( B \) are \( T_i \)-invertible, then \( A \star_j B \) is \( T_i \)-invertible, and:
  \[
  T_i (A \star_j B) = \begin{cases} 
  (T_i A) \star_{i+1} (T_i B) & j = i, \\
  (T_i A) \star_i (T_i B) & j = i + 1, \\
  (T_i A) \star_j (T_i B) & \text{otherwise}.
  \end{cases}
  \]

**Proof.** For the first seven equations, notice that both sides of the equations are thin by Lemma 4.2.3.3. Therefore, by Theorem 4.1.2.5, it is enough to check that their shells are equal.

For the last one, we return to the definition of \( T_i \)-invertibility.
4.3 Relationship of cubical \((\omega, p)\)-categories with other structures

In Section 4.3.1, we collect the results of Section 4.2 to give a series of equivalent characterisation of the invertibility in a cubical \(\omega\)-category of all cells of dimension \(n\) (Proposition 4.3.1.2). From that we then deduce the equivalence between globular and cubical \((\omega, p)\)-categories (Theorem 4.3.1.3).

In Section 4.3.2, we generalise the adjunctions between globular \(\omega\)-groupoids and chain complexes and the one between globular \(\omega\)-categories and ADCs from [77]. To do so we introduce the notion of \((\omega, p)\)-ADCs, such that \((\omega, \omega)\)-ADCs are just ADCs, and \((\omega, 0)\)-ADCs coincide with augmented chain complexes.

### 4.3.1 Cubical and globular \((\omega, p)\)-categories

In this Section we start by defining the notion of cubical \((\omega, p)\)-categories. In Proposition 4.3.1.2, we give various equivalent characterisations of those using the result from Section 4.2. As a result, we show Theorem 4.3.1.3 that the equivalence between globular and cubical \(\omega\)-categories induces equivalences between globular and cubical \((\omega, p)\)-categories. Finally, in Corollary 4.3.1.4 we give a simple characterisation of the notions of cubical \((\omega, 0)\) and \((\omega, 1)\)-categories.

**Definition 4.3.1.1.** Let \(C\) be a cubical \(\omega\)-category, and \(p\) a natural number. We say that \(C\) is a **cubical \((\omega, p)\)-category** if any \(n\)-cell is invertible, for \(n > p\). We denote by \((\omega, p)\)-\(\text{CubCat}\) the full subcategory of \(\omega\)-\(\text{CubCat}\) spanned by cubical \((\omega, p)\)-categories.

**Proposition 4.3.1.2.** Let \(C\) be a cubical \(\omega\)-category, and fix \(n > 0\). The following five properties are equivalent:

1. Any \(n\)-cell in \(C_n\) is invertible.
2. For all \(1 \leq i \leq n\), any \(n\)-cell in \(C_n\) with an \(R_i\)-invertible shell is \(R_i\)-invertible.
3. Any \(n\)-cell in \(C_n\) with an \(R_1\)-invertible shell is \(R_1\)-invertible.
4. Any \(n\)-cell \(A \in C_n\) such that for all \(j \neq 1\), \(\partial^\alpha_j A \in \text{Im} \epsilon_1\) is \(R_1\)-invertible.
5. Any \(n\)-cell in \(\Phi_n(C_n)\) is \(R_1\)-invertible.

Moreover, if \(n > 1\), then all the previous properties are also equivalent to the following:

6. For all \(1 \leq i < n\), any \(n\)-cell in \(C_n\) with a \(T_i\)-invertible shell is \(T_i\)-invertible.
7. Any \(n\)-cell in \(C_n\) with a \(T_1\)-invertible shell is \(T_1\)-invertible.

**Proof.** (1) \(\Rightarrow\) (2) holds by Proposition 4.2.2.2, (2) \(\Rightarrow\) (3) is clear, and (3) \(\Rightarrow\) (4) holds because if \(A \in C_n\) satisfies \(\partial^\alpha_j A \in \text{Im} \epsilon_1\), then its shell is \(R_1\)-invertible. Also, (4) \(\Rightarrow\) (5) holds because for any \(A \in \Phi_n(C_n)\), \(\partial^\alpha_j A \in \text{Im} \epsilon_1\) for all \(j \neq 1\). Let us finally show that (5) \(\Rightarrow\) (1). From Lemmas 4.2.1.7 and 4.2.1.8, for any \(i < n\), a cell \(A \in C_n\) with an \(R_1\)-invertible shell is \(R_1\)-invertible if and only if \(\psi_i A\). Iterating this result, we get that for all \(A \in C_n\) \(\psi_1 \ldots \psi_{n-1} A\) is \(R_1\)-invertible if and only if \(\Phi \psi_1 \ldots \psi_{n-1} A\). Since \(\Phi \psi_i = \Phi\) for all \(i < n\), \(A\) is invertible if and only if \(\Phi A\) is \(R_1\)-invertible.

Suppose now \(n > 1\). Then (1) \(\Rightarrow\) (6) by Proposition 4.2.3.5, and clearly (6) \(\Rightarrow\) (7). Suppose now that any \(n\)-cell with a \(T_1\)-invertible shell is \(T_1\)-invertible, and let us show that (4) holds. Let \(A \in C_n\) such that \(\partial^\alpha_j A \in \text{Im} \epsilon_1\) for all \(j \neq 1\) is \(R_1\)-invertible. Then \(A\) has a \(T_1\)-invertible shell, and is therefore \(T_1\)-invertible by hypothesis. So \(A\) is invertible, and since it has an \(R_1\)-invertible shell, it is \(R_1\)-invertible.
Theorem 4.3.1.3. The functors $\lambda$ and $\gamma$ restrict to an equivalence of categories:

$$
\begin{array}{ccc}
(\omega, p)\text{-}\mathbf{Cat} & \cong & (\omega, p)\text{-}\mathbf{CubCat} \\
\lambda \downarrow & & \downarrow \gamma \\
\end{array}
$$

Proof. Let $C$ be a cubical $(\omega, p)$-category. The globular $\omega$-category $\gamma C$ is a globular $(\omega, p)$-category if and only if, for all $n > p$, every cell in $\Phi_n(C_n)$ is $R_1$-invertible. By Proposition 4.3.1.2, this is equivalent to $C$ being a cubical $(\omega, p)$-category. Since $(\omega, p)\text{-}\mathbf{Cat}$ and $(\omega, p)\text{-}\mathbf{CubCat}$ are replete full sub-categories respectively of $\omega\text{-}\mathbf{Cat}$ and $\omega\text{-}\mathbf{CubCat}$, this proves the result.

Corollary 4.3.1.4. Let $C$ be a cubical $\omega$-category. Then:

- $C$ is a cubical $\omega$-groupoid if and only if every $n$-cell of $C$ is $R_i$-invertible for all $1 \leq i \leq n$.
- $C$ is a cubical $(\omega, 1)$-category if and only if every $n$-cell is $T_i$-invertible, for all $1 \leq i < n$.

Proof. If every $n$-cell of $C_n$ is $R_i$-invertible then in particular every cell of $C_n$ is invertible, and so $C$ is a cubical $\omega$-groupoid. Reciprocally, if $C$ is a cubical $\omega$-groupoid, we prove by induction on $n$ that every cell is $R_i$-invertible. For $n = 1$, every 1-cell has an $R_1$-invertible shell, and so every cell is $R_1$-invertible. Suppose now the property true for all $n$-cells. Then any cell $A \in C_{n+1}$ necessarily has a $R_i$-invertible shell by Lemma 4.2.1.2, and so the property holds for all $(n + 1)$-cells.

The proof of the second point is similar, using the fact that any 2-cell in a cubical $\omega$-category has a $T_1$-invertible shell.

4.3.2 Augmented directed complexes and $(\omega, p)$-categories

From [2] and [77], we have the following functors, where $\mathbf{ADC}$ is the category of augmented directed complexes.

$$
\begin{array}{ccc}
\mathbf{ADC} & \cong & \omega\text{-}\mathbf{Cat} \\
\downarrow \gamma & & \downarrow \lambda \\
N^G & \cong & \omega\text{-}\mathbf{CubCat}
\end{array}
$$

In this section we define cubical analogues to $N^G$ and $Z^G$, and show that they induce an adjunction between $\mathbf{ADC}$ and $\omega\text{-}\mathbf{CubCat}$. Finally, we show that all these functors can be restricted to the case of $(\omega, p)$-categories, with a suitable notion of $(\omega, p)$-$\mathbf{ADC}$.

Definition 4.3.2.1. An augmented chain complex $K$ is a sequence of abelian groups $K_n$ (for $n \geq 0$) together with applications $d : K_{n+1} \to K_n$ for every $n \geq 0$ and an application $e : K_0 \to \mathbb{Z}$ satisfying the equations:

$$
d \circ d = 0 \quad e \circ d = 0
$$

A morphism of augmented chain complexes from $(K, d, e) \to (L, d, e)$ is a family of morphisms $f_n : K_n \to L_n$ satisfying:

$$
d \circ f_{n+1} = f_n \circ d \quad e = e \circ f_0.
$$
**Definition 4.3.2.2.** An augmented directed chain complex (or ADC for short) is an augmented chain complex $K$ equipped with a submonoid $K^*_n$ of $K_n$ for any $n \geq 0$.

A morphism of ADCs $K \to L$ is a morphism of augmented chain complexes $f$ satisfying $f(K^*_n) \subseteq L^*_n$. We denote by $\text{ADC}$ the category of augmented directed chain complexes.

The following is a reformulation of Steiner [77]:

**Proposition 4.3.2.3.** Let us fix $n \geq 0$, and let $K$ the following ADC:

\[
K_k = \begin{cases} 
\mathbb{Z}[s_k, t_k] & k < n \\
\mathbb{Z}[x] & k = n \\
0 & k > n 
\end{cases}
\]

\[
K^*_k = \begin{cases} 
\mathbb{N}[s_k, t_k] & k < n \\
\mathbb{N}[x] & k = n \\
0 & k > n 
\end{cases}
\]

\[
d[x] = t_{n-1} - s_n \quad \quad d[x_{k+1}] = d[t_{k+1}] = t_k - s_k 
\]

We denote this ADC by $n\cdot\text{ADC}$. Equipped with morphisms $\hat{s}, \hat{t} : (n+1)\cdot\text{ADC} \to n\cdot\text{ADC}$, $\hat{1} : n\cdot\text{ADC} \to (n+1)\cdot\text{ADC}$ and $\hat{s}_i : n\cdot\text{ADC} \to n\cdot\text{ADC}$ those form a co globular $\omega$-category object in $\text{ADC}$, and therefore they induce a functor $N^G : \text{ADC} \to \omega\text{-Cat}$ defined by $(N^GK)_n = \text{ADC}(n\cdot\text{ADC}, K)$.

The category $\text{ADC}$ is equipped with a tensor product defined as follows [77]:

**Definition 4.3.2.4.** Let $K$ and $L$ be ADCs. We define an object $K \otimes L$ in $\text{ADC}$ as follows:

- For all $n \geq 0$, $(K \otimes L)_n = \bigoplus_{i+j=n} K_i \otimes L_j$.
- For all $n \geq 0$, $(K \otimes L)^*_n$ is the sub-monoid of $(K \otimes L)_n$ generated by the elements of the form $x \otimes y$, with $x \in K_i^*$ and $y \in L_{-i}^*$.
- For all $x \in K_i$ and $y \in L_{-i}$, $d[x \otimes y] = d[x] \otimes y + (-1)^i x \otimes d[y]$.
- For all $x \in K_0$ and $y \in L_0$, $e[x \otimes y] = e[x] e[y]$.

**Proposition 4.3.2.5.** Let $C$ be a globular $\omega$-category. Following Steiner [77], we define an ADC $K = Z^G_C$ as follows:

- For all $n \in \mathbb{N}$, $K_n$ is the quotient of the group $\mathbb{Z}[C_n]$ by the relation $[A \bullet_k B] = [A] + [B]$.
- For all $n \in \mathbb{N}$, $K^*_n$ is the image of $\mathbb{N}[C_n]$ in $K_n$.
- For all $A \in C_n$, $d[A] = [s(A)] - [t(A)]$.
- For all $A \in C_0$, $e[A] = 1$.

**Proposition 4.3.2.6** ([77], Theorem 2.11). The functor $Z^G$ is left-adjoint to the functor $N^G$.

\[
\begin{array}{ccc}
\text{ADC} & \xrightarrow{Z^G} & \omega\text{-Cat} \\
\downarrow & & \downarrow \omega\text{-Cat} \\
N^G & & Z^G
\end{array}
\]

**Definition 4.3.2.7.** Let $n\cdot\text{ADC}$ be the augmented directed complex $Z^G(n\cdot\text{ADC})$. The applications $\hat{e}^\alpha, \hat{e}, \hat{\Gamma}^\alpha$ and $\hat{s}_i$ still induce a structure of co-cubical $\omega$-category object in $\text{ADC}$ on the family $n\cdot\text{ADC}$. Consequently, for any $K \in \text{ADC}$ the family of sets $\text{ADC}(n\cdot\text{ADC}, K)$ is equipped with a structure of cubical $\omega$-category. This defines a functor $N^C : \text{ADC} \to \omega\text{-CubCat}$.

Let $C$ be a cubical $\omega$-category. We define an ADC $K = Z^C_C$ as follows:
For all \( n \in \mathbb{N} \), \( K_n \) is the quotient of \( \mathbb{Z}[C_n] \) by the relations \([A \ast_k B] = [A] + [B]\) and \([\Gamma_1^0 A] = 0\).

For all \( n \in \mathbb{N} \), \( K_n^* \) is the image of \( \mathbb{N}[C_n] \) in \( K_n \).

For all \( A \in C_n \),
\[
d[A] = \sum_{1 \leq \alpha \leq n} \alpha(-1)^{i}[\partial^\alpha A]
\]

For all \( A \in C_0 \), \( e[A] = 1 \).

**Proposition 4.3.2.8.** There are isomorphisms of functors:
\[ Z^C \cong Z^G \circ \gamma \quad N^C \cong \lambda \circ N^G \]

As a result, we have the following diagram of equivalence and adjunctions between \( \omega \cdot \text{Cat} \), \( \omega \cdot \text{CubCat} \) and ADC, where both triangles involving \( Z^C \) and \( Z^G \) and both triangles involving \( N^C \) and \( N^G \) commute up to isomorphism:

\[
\begin{align*}
\omega \cdot \text{Cat} & \overset{\cong}{\longleftarrow} \omega \cdot \text{CubCat} \\
\lambda & \overset{\gamma}{\longleftarrow} \gamma \overset{\lambda}{\longrightarrow} \\
Z^G & \overset{N^G}{\longleftarrow} \overset{N^C}{\longrightarrow} Z^C
\end{align*}
\]

**Proof.** Let \( K \) be an ADC. We have for all \( n \geq 0 \), using the adjunction between \( N^G \) and \( Z^G \):
\[
\lambda \circ N^G(K)_n = \omega \cdot \text{Cat}(n - \mathbb{1}, \nabla^G, N^G K)
\]
\[
\cong \text{ADC}(\nabla^G(n - \mathbb{1}), K)
\]
\[
= \text{ADC}(n - \mathbb{1}^{\text{ADC}}, K)
\]
\[
= (N^C K)_n
\]

Moreover, because these equalities are functorial, they preserve the cubical \( \omega \)-category structures on the families \( \lambda \circ N^G(K)_n \) and \( (N^C K)_n \). So finally we have the isomorphism \( N^C \cong \lambda \circ N^G \).

Let now \( C \) be a cubical \( \omega \)-category. For all \( n \geq 0 \), the group \( Z^G(\gamma(C))_n \) is the free abelian group generated by elements \([A] \), \( A \in \text{Im} \Phi_n \), subject to the relations \([A \ast_i B] = [A] + [B]\), for all \( A, B \in \text{Im} \Phi_n \). Let us show that for all \( n \geq 0 \), \( Z^G(\gamma(C))_n \) and \( Z^C(C)_n \) are isomorphic.

First, the inclusion \( \text{Im} \Phi_n \rightarrow C_n \) gives rise to an application \( Z[\text{Im} \Phi_n] \rightarrow Z^C(C)_n \). Moreover, this application respects the relations defining \( Z^G(\gamma(C))_n \), so it induces a morphism \( \iota : Z^G(\gamma(C))_n \rightarrow Z^C(C)_n \).

For all \( A \in C_n \), we have in \( Z^C(C)_n \):
\[
[\psi_i A] = [\Gamma^+_{i+1} A] + [A] + [\Gamma^-_{i+1} A] = [A]
\]
By iterating this formula, we get that for all \( A \in C_n \), \([\Phi_n(A)] = [A]\). Hence, \( \iota \) is surjective. Let us now show that it is injective. Using the relation \([\Phi_n(A)] = [A] \), we get that \( Z^C(C)_n \) is isomorphic to the free group generated by \([\text{Im} \Phi_n(A) \ast_i B] = [\Phi_n(A)] + [\Phi_n(B)] \) for all \( A, B \in C_n \) and \([\Phi_n(\Gamma^0 A)] = 0 \), for all \( A \in C_{n-1} \). Let us prove that these equalities already hold in \( Z^G(\gamma(C))_n \).
Let $x$ be a thin cell in $\mathbb{C}_n$. Then $\Phi_n(x)$ is in the image of $\epsilon_1$, and $\Phi_n(x) \bullet 1 \Phi_n(x) = \Phi_n(x)$, and so in $Z^G(\gamma(C))_n$: $2 \cdot [\Phi_n(x)] = [\Phi_n(x)]$, and finally $[\Phi_n(x)] = 0$. In particular $[\Phi_n(\Gamma^0_1 A)] = 0$ in $Z^G(\gamma(C))_n$. Let now $A$ and $B$ be $i$-composable $n$-cells. Following Proposition 6.8 from [2], $\Phi_n(A \bullet B)$ is a composite of cells of the form $\epsilon_1^{n-m} \Phi_n DA$ and $\epsilon_1^{n-m} \Phi_m DB$, where $0 \leq m \leq n$ is an integer, and $D$ is a composite of length $m$ of faces operations. Using the fact that $\epsilon_1^{n-m} \Phi_m = \Phi_n \epsilon_1^{n-m}$, we get that $\Phi_n(A \bullet B)$ is a composite of cells $\Phi_n(x)$, where $x$ is thin, with the cells $\Phi_n(A)$ and $\Phi_n(B)$. So in $Z^G(\gamma(C))_n$, $[\Phi_n(A \bullet B)] = k_1[\Phi_n(A)] + k_2[\Phi_n(B)]$ for some integers $k_1$ and $k_2$. Moreover, following Section 6 of [2], we verify that the cells $\Phi_n(A)$ and $\Phi_n(B)$ appear exactly once in this composition. As a result $[\Phi_n(A \bullet B)] = [\Phi_n(A)] + [\Phi_n(B)]$ in $Z^G(\gamma(C))_n$.

So $Z^G(\gamma(C))_n$ and $Z^C(C)_n$ are isomorphic.

Let us denote respectively by $d^G$ and $d^C$ the boundary applications in $Z^G(\gamma(C))$ and $Z^C(C)_n$. For $A \in \text{Im}(\Phi_n)$, we have $d^G[A] = [\partial_i^- A] - [\partial_i^+ A]$, and $d^C[A] = \sum_{\alpha = \pm} [\partial_i^\alpha A]$.

Since $A$ is in $\text{Im}(\Phi_n)$, for all $i \neq 1$, $\partial_i^\alpha A$ is thin. So $[\partial_i^\alpha A] = 0$, and $d^C[A] = [\partial_i^- A] - [\partial_i^+ A] = d^G[A]$. So $d$ induces an isomorphism of chain complexes between $Z^G(\gamma(C))$ and $Z^C(C)$. Finally, $Z^G(\gamma(C))_n$ and $Z^C(C)_n$ are the submonoids respectively generated by $\text{Im}(\Phi_n)$ and $\mathbb{C}_n$ and $(A) = [\Phi_n(A)]$ in $Z^C(C)_n$, so $Z^G(\gamma(C))$ and $Z^C(C)$ are isomorphic as ADCs.

**Definition 4.3.2.9.** Let $K$ be an ADC. We say that a cell $A \in K^*_n$ is invertible if $-A$ is in $K^*_n$.

We say that $K$ is an $(\omega, p)$-ADC if for any $n > p$, $K_n = K^*_n$. We denote by $(\omega, p)$-ADC the category of $(\omega, p)$-ADCs.

**Proposition 4.3.2.10.** Let $C$ be a globular $\omega$-category, and $A \in \mathbb{C}_n$. If $A$ is invertible, then so is $[A]$ in $Z^G(C)$, and $[A^{-1}] = -[A]$. In particular if $C$ is an $(\omega, p)$-category, then $Z^G(C)$ is an $(\omega, p)$-ADC.

Let $K$ be an ADC, and $A \in \text{ADC}(n \bullet_{ADC} K)$. If $A([x]) \in K^*_n$ is invertible then so is $A$ in $N^G(K)$, and the inverse of $A$ is given by:

$$B[x] = -A[x] \begin{cases} B[s_{n-1}] = A[t_{n-1}] & \text{if } i < n - 1 \\ B[t_{n-1}] = A[s_{n-1}] & \text{if } i < n - 1 \end{cases}$$

In particular if $K$ is an $(\omega, p)$-ADC then $N^G K$ is a globular $(\omega, p)$-category.

**Proof.** Let $C$ be an $\omega$-category, and $A \in \mathbb{C}_n$. If $A$ is invertible, then there exists $B$ such that $A \bullet_n B = 1_{s(A)}$. Notice first that $[1_{s(A)}] + [1_{s(A)}] = [1_{s(A)} \bullet_n 1_{s(A)}] = [1_{s(A)}]$, and therefore $[1_{s(A)}] = 0$. So finally $[A] + [B] = [A \bullet_n B] = 0$. Since both $[A]$ and $[B]$ are in $Z^G(C)^*_n$, $[A]$ is invertible. If $C$ is an $(\omega, p)$-category, then for all $n > p$, $(Z^G(C)^*_n$ is generated by invertible cells. Since invertible cells are closed under addition, $(Z^G(C)^*_n$ is actually a group. Moreover, it has the same generators as $(Z^G(C)^*_n$, so the two groups are actually equal, making $Z^G(C)$ an $(\omega, p)$-ADC.

Let now $K$ be an ADC, and $A \in \text{ADC}(n \bullet_{ADC} K)$ such that $A[x]$ is invertible. Define $B$ as the following morphism from $n \bullet_{ADC} K$ to $K$:

$$B[x] = -A[x] \begin{cases} B[s_{n-1}] = A[t_{n-1}] & \text{if } i < n - 1 \\ B[t_{n-1}] = A[s_{n-1}] & \text{if } i < n - 1 \end{cases}$$

Note that since $A[x]$ is invertible, $-A[x]$ is in $K^*_n$, and so $B$ is indeed a morphism of ADC. Moreover, $A$ and $B$ are $(n - 1)$-composable, and $A \bullet_{n-1} B$ is given by:

$$(A \bullet_{n-1} B)[x] = A[x] - A[x] = 0 \begin{cases} (A \bullet_{n-1} B)[s_{n-1}] = A[s_{n-1}] & \text{if } i < n - 1 \\ (A \bullet_{n-1} B)[t_{n-1}] = A[s_{n-1}] & \text{if } i < n - 1 \end{cases}$$
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So $A \bullet_{n-1} B = 1_{s(A)}$, and symmetrically $B \bullet_{n-1} A = 1_{t(A)}$. The cell $A$ is thus invertible. In particular if $K$ is an $(\omega, p)$-ADC, then for all $n > p$ and all $A \in \text{ADC}(n \bullet \text{ADC}, K)$, $A[x]$ is invertible and $A$ is invertible. So every cell in $(N^G K)_n$ is invertible, and finally $N^G K$ is an $(\omega, p)$-category.

Recall from [77] that $n \bullet^{\text{ADC}}_k$ is the free abelian group over the set $n \bullet^{\text{Set}}_k$ of sequences $s : \{1, \ldots, n\} \to \{(-), (\theta), (+)\}$ such that $|s^{-1}(\theta)| = k$. For any such $s$, and any $1 \leq i \leq n$ such that $s(i) \neq (\theta)$, we denote by $R_i s$ the sequence obtained by replacing $s(i)$ by $-s(i)$ in $s$. The following Proposition is the cubical analogue of the previous one.

**Proposition 4.3.2.11.** Let $C$ be a cubical $\omega$-category, and $A \in C_n$. If $A$ is $R_i$-invertible or $T_i$-invertible, then $[A]$ is invertible. In particular if $C$ is a cubical $(\omega, p)$-category, then $Z^C C$ is an $(\omega, p)$-ADC.

Let $K$ be an ADC, and let $A \in \text{ADC}(n \bullet^{\text{ADC}}_k, K)$:

- If for any $0 \leq k \leq n$, and any sequence $s \in n \bullet^{\text{Set}}_k$ such that $s(i) = (\theta)$, $A[s]$ is invertible in $K$ then $A$ is $R_i$-invertible, and $R_i A$ is given by:

$$R_i A[s] = \begin{cases} -A[s] & s(i) = (\theta) \\ A[R_i s] & s(i) \neq (\theta) \end{cases}$$

- If for any $0 \leq k \leq n$, and any sequence $s \in n \bullet^{\text{Set}}_k$ such that $s(i) = s(i + 1) = (\theta)$, $A[s]$ is invertible, then $A$ is $T_i$-invertible, and $T_i A$ is given by:

$$T_i A[s] = \begin{cases} -A[s] & s(i) = s(i + 1) = (\theta) \\ A[s \circ \tau_i] & \text{otherwise} \end{cases}$$

In particular, if $K$ is an $(\omega, p)$-ADC, then $N^C K$ is a cubical $(\omega, p)$-category.

**Proof.** The proof is similar to that of the previous Proposition.

**Theorem 4.3.2.12.** For all $p \in \mathbb{N} \cup \{\omega\}$, the categories $(\omega, p)$-$\textbf{Cat}$, $(\omega, p)$-$\textbf{CubCat}$ and $(\omega, p)$-ADC are related by the following diagram of equivalence and adjunctions, where both triangles involving $Z^C$ and $Z^G$ and both triangles involving $N^C$ and $N^G$ commute up to isomorphism:

$$\begin{array}{ccc}
(\omega, p)$-$\textbf{Cat}$ & \xrightarrow{\cong} & (\omega, p)$-$\textbf{CubCat} \\
\downarrow{\cong} & & \downarrow{\cong} \\
Z^G & & Z^C \\
\downarrow{\cong} & & \downarrow{\cong} \\
(\omega, p)$-$\text{ADC} & & Z^C
\end{array}$$

**Proof.** We have already proven that the equivalence between $\omega$-$\textbf{Cat}$ and $\omega$-$\textbf{CubCat}$ could be restricted to $(\omega, p)$-categories in Theorem 4.3.1.3, and by Propositions 4.3.2.10 and 4.3.2.11, so can the two adjunctions. Lastly, the commutations up to isomorphisms come from Proposition 4.3.2.8.
Remark 4.3.2.13. In the case where $p = 0$, one would expect the previous Theorem to recover the usual adjunction between chain complexes and groupoids. However, the category of $(\omega, 0)$-ADCs is not the category of chain complexes, but that of chain complexes $K$ equipped with a distinguished sub-monoid of $K_0$.

In order to recover the adjunction between groupoids and chain complexes, one could use a variant of the notion of ADC that does not specify a distinguished sub-monoid of $K_0$. Then an $(\omega, 0)$-ADC is indeed just a chain complex. One can check that, mutatis mutandis, the results of this Section, and in particular Theorem 4.3.2.12, still hold using this alternative definition.
Proposition 4.4.1.2. Let \( u \) be a partial application on \( C \). For any \( n \), we say that \( u \) is \( \sigma \)-invertible if and only if \( T_i \cdot u \) is \( \sigma \)-invertible, for all \( i \). For any \( n \), we say that \( u \) is \( \sigma \)-invertible if and only if \( T_i \cdot u \) is \( \sigma \)-invertible, for all \( i \). We then show how the notion of \( \sigma \)-invertibility induces a notion of \( \sigma \)-invertibility, for \( \sigma \in S_n \). We start by defining a notion of \( \sigma \)-invertibility, where \( \sigma \) is a permutation on \( \{1, \ldots, n\} \) and \( T_i \) is defined on \( \{1, \ldots, n\} \). We then show how the notion of \( \sigma \)-invertibility induces a notion of \( \sigma \)-invertibility, for \( \sigma \in S_n \). The difficulty lies in the fact that, even if two words \( u \) and \( v \) over \( T_i \) correspond to the same permutations, the notions of \( u \) and \( v \)-invertibility do not necessarily coincide. We circumvent this difficulty by using a classical result about the symmetric group (see Theorem 4.4.1.12), which makes use of the notion of representative of minimal length of permutation.

Finally, in Proposition 4.4.1.14 we extend the results concerning \( u \)-invertibility to \( \sigma \)-invertibility, with \( \sigma \in S_n \).

**Definition 4.4.1.1.** Let \( n \in \mathbb{N} \). We write \( T_n \) the free monoid on \( n - 1 \) elements. We denote its generators by \( T_1, \ldots, T_{n-1} \), and by \( l: T_n \to \mathbb{N} \) the morphism of monoids that sends every \( T_i \) on 1. For \( u \in T_n \), we call \( l(u) \) the length of \( u \).

Recall that \( S_n \) is a quotient of \( T_n \) using the relations:

\[
T_i T_1 = 1 \quad \text{(4.4.1)}
\]

\[
T_i T_{i+1} T_i = T_{i+1} T_i T_{i+1} \quad \text{(4.4.2)}
\]

\[
T_j T_i = T_i T_j \quad |i - j| \geq 2 \quad \text{(4.4.3)}
\]

We denote by \( \bar{u} \) the image of an element \( u \in T_n \) in \( S_n \), and \( \tau_i = \overline{T_i} \). Using this projection, one defines a right-action of \( T_n \) on \( \{1, \ldots, n\} \) by setting \( k \cdot u := k \cdot \bar{u} \).

Let \( C \) be a cubical \( \omega \)-category. For every \( u \in T_n \), we define a notion of \( u \)-invertible cell and a partial application \( u \cdot - : C_n \to C_n \) defined on \( u \)-invertible cells as follows:

- Any \( n \)-cell of \( C_n \) is \( 1 \)-invertible, and \( 1 \cdot A = A \).

- For any \( u \in T_n \) and \( 1 \leq i < n \), a cell \( A \in C_n \) is said to be \((T_i \cdot u)\)-invertible if \( A \) is \( u \)-invertible and \( u \cdot A \) is \( T_i \)-invertible. Moreover, we set: \((T_i \cdot u) \cdot A := T_i(u \cdot A)\).

In particular, we say that \( A \) has a \( u \)-invertible shell if \( \partial A \) is \( u \)-invertible in \( C_n \).

**Proposition 4.4.1.2.** Let \( C \) be a cubical \( \omega \)-category, and \( A \) be an \( n \)-cell in \( C \), with \( n \geq 2 \). Let \( u \in T_n \). Suppose \( u \neq 1 \). Then \( A \) is \( u \)-invertible if and only if \( A \) is invertible and has a \( u \)-invertible shell.
Proof. We reason by induction on the length of \( u \). If \( u \) is of length 1, there exists \( 1 \leq i < n \) such that \( u = T_i \), and the result to prove becomes: \( A \) is \( T_i \)-invertible if and only if \( A \) is \( u \)-invertible and has a \( T_i \)-invertible shell, which is exactly Proposition 4.2.3.5.

Otherwise, write \( u = T_i \cdot v \), with \( v \neq 1 \). Suppose \( A \) is \( u \)-invertible. Then by definition \( A \) is \( v \)-invertible, and \( v \cdot A \) is \( T_i \)-invertible. By induction \( A \) is therefore invertible, and has a \( v \)-invertible shell. Moreover, \( v \cdot A \) is \( T_i \)-invertible, and hence has a \( T_i \)-invertible shell by Proposition 4.2.3.5. Since \( \partial(v \cdot A) = v \cdot \partial A \), \( \partial A \) is \( v \)-invertible, and \( v \cdot A \) is \( T_i \)-invertible. Therefore, \( \partial A \) is \( u \)-invertible.

Reciprocally, suppose \( A \) is invertible, and has a \((T_i \cdot v)\)-invertible shell. Then \( A \) has a \( v \)-invertible shell, and \( v \cdot \partial A \) is \( T_i \)-invertible. Since \( A \) is also invertible, by induction \( A \) is \( v \)-invertible, and since \( \partial(v \cdot A) = v \cdot \partial A \), the cell \( v \cdot A \) has a \( T_i \)-invertible shell. Moreover, it is invertible, and so by Proposition 4.2.3.5, \( v \cdot A \) is \( T_i \)-invertible, which means that \( A \) is \( u \)-invertible.

Definition 4.4.1.3. For \( 1 \leq i \leq n \), we define applications \( \partial_i : T_n \to T_{n-1} \) as follows:

\[
\partial_i \begin{cases} 
1 & \text{if } i = 1, j + 1 \\
T_j & \text{if } i \neq j, j + 1
\end{cases}
\]

\( \partial_i(u \cdot v) = \partial_i u \cdot \partial_i u v. \)

Note in particular that the applications \( \partial_i \) are not morphisms of monoids.

Lemma 4.4.1.4. Let \( u \in T_n \). For all \( 1 \leq i \leq n \), and \( 1 \leq k \leq n \), we have:

\[
k \cdot \partial_i u = (k^i \cdot u)_{i-u}
\]

Proof. Note first the formula holds when \( u \) is 1 or a \( T_j \). Finally, suppose the property holds for \( u \) and \( v \). Then we have:

\[
k \cdot \partial_i (u \cdot v) = k \cdot \partial_i u \cdot \partial_i u v = (k^i \cdot u)_{i-u} \cdot \partial_i u v \\
= ((k^i \cdot u)_{i-u} \cdot v)_{i-u} v = (k^i \cdot u \cdot v)_{i-u} v
\]

Lemma 4.4.1.5. Let \( C \) be a cubical \( n \)-category, \( A \in (\square C)_{n+1} \) and \( u \in T_{n+1} \). The cell \( A \) is \( u \)-invertible if and only if for all \( j \leq n + 1 \), \( A^j_{/u} \) is \( \partial_j u \)-invertible, and:

\[
\partial_j^u (u \cdot A) = \partial_j u \cdot \partial_j^u A
\]

In particular, if \( C \) is a cubical \( \omega \)-category, then \( A \in C_{n+1} \) has a \( u \)-invertible shell if and only if for all \( j \leq n + 1 \), \( \partial_j^u A \) is \( \partial_j u \)-invertible.

Proof. We reason by induction on the length of \( u \). If \( u \) is of length 0, then \( u = 1 \) and for all \( j \), \( \partial_j u = 1 \). Therefore, both conditions are empty, and \( (1 \cdot A)^j = A^j_1 \).

Otherwise, write \( u = T_i \cdot v \). Suppose that \( A \) is \( u \)-invertible. Then \( A \) is \( v \)-invertible, and \( v \cdot A \) is \( T_i \)-invertible. Fix \( j \) and \( \alpha \). Then \( \partial_j u = T_i_j \cdot \partial_j T_i v \). Let us show that \( A^j_{/u} \) is \( \partial_j u \)-invertible.

We distinguish two cases:

- If \( j = i \) (resp. \( j = i + 1 \)), then \( \partial_j u = \partial_{i+1} v \) (resp. \( \partial_j v \)), and \( j \cdot u = (i + 1) \cdot v \) (resp. \( i \cdot v \)). By induction, \( A^j_{/i+1} v \) (resp. \( A^j_{/i} v \)) is \( \partial_{i+1} v \)-invertible (resp. \( \partial_i v \)-invertible).

- Otherwise, then \( \partial_j u = T_i \cdot \partial_j v \) and \( j \cdot u = j \cdot v \). By induction hypothesis, \( A^j_{/j} v \) is \( \partial_j v \)-invertible. Let us show that \( \partial_j v \cdot A^j_{/j} v \) is \( T_i \)-invertible. First since \( A \) is \( T_i \)-invertible, \( v \cdot A \) is \( T_i \)-invertible, and so by Lemma 4.2.3.4, \( \partial_j^u (v \cdot A) \) is \( T_i \)-invertible. Finally, by induction, \( \partial_j^u (v \cdot A) = \partial_j v \cdot A^j_{/j} v \).
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Finally, using the induction property on $v$, we get:

$$(u \cdot A)_j^o = (T_i \cdot v \cdot A)_j^o = \begin{cases} (v \cdot A)_i^{i+1} = \partial^{i+1}_j \cdot v \cdot A_{i+1,v} = \partial^{i+1}_j v \cdot A_{i+1,v} & j = i \\ (v \cdot A)_i^{i+1} = \partial^i_j \cdot v = \partial^i_j v \cdot A_{i+v} = \partial^i_j v \cdot A_{i+v} & j = i + 1 \end{cases}$$

Suppose now that for all $j$, $A_{j,v}^o$ is $\partial_j v$-invertible. Let us show that $A$ is $u$-invertible. First, let us prove that $A$ is $v$-invertible. Indeed, let $j \leq n$, and let us show that $A_{j,v}$ is $\partial_j v$-invertible.

- If $j \neq i$, $i + 1$, we have that $A_{j,v}^o$ is $\partial_j v$-invertible. Since $\partial_j u = T_i \cdot \partial_j v$, and $j \cdot u = j \cdot v$, this means that $A_{j,v}^o$ is $\partial_j v$-invertible and $\partial_j v \cdot A_{j,v}^o$ is $T_i \cdot \partial_j v$-invertible.

- If $j = i$ (resp. $j = i + 1$) then $\partial_i u = \partial_i v$ (resp. $\partial_i u = \partial_i v = (i + 1)v$) and $(i + 1)v = i \cdot v$ (resp. $i \cdot u = (i + 1)v$). So $A_{j,v}^o$ is $\partial_j v$-invertible.

Finally, by induction, $A$ is $v$-invertible. Let us show that $v \cdot A$ is $T_i$-invertible. Indeed, for $j \neq i, i + 1$, $(v \cdot A)_j^o = \partial_j v \cdot A_{j,v}^o$ is $T_i \cdot v$-invertible, and so $v \cdot A$ is $T_i$-invertible by Lemma 4.2.3.4.

**Lemma 4.4.1.6.** Let $C$ be a cubical $\omega$-category.

- If $A$ is $T_i T_i$-invertible, then:
  $$T_i T_i \cdot A = A \quad (4.4.4)$$

- A cell $A \in C_n$ is $T_i T_i T_i$-invertible if and only if it is $T_i T_i T_i T_i$-invertible, and
  $$T_i T_i T_i T_i \cdot A = T_i T_i T_i T_i \cdot A \quad (4.4.5)$$

- Let $i, j < n$ such that $|i - j| \geq 2$. A cell $A \in C_n$ is $T_i T_i$-invertible if and only if it is $T_i T_i$-invertible, and
  $$T_i T_i \cdot A = T_i T_i \cdot A \quad (4.4.6)$$

**Proof.** For the first one, notice that the axioms (4.2.5) and (4.2.6) are each other’s symmetric, meaning that if $B$ is the $T_i$-inverse of $A$, then $A$ is the $T_i$-inverse of $A$. This means in particular that $T_i T_i \cdot A = A$.

For the second one, a cell $A \in C_n$ is $T_i T_i T_i T_i$-invertible if and only if it is invertible and $\partial A$ is $T_i T_i T_i T_i$-invertible, that is for all $j \leq n$, $\partial_j (T_i T_i T_i T_i \cdot A)$ is $\partial_j (T_i T_i T_i T_i \cdot A)$-invertible. Notice that:

$$\partial_j (T_i T_i T_i T_i) = \begin{cases} T_j T_i T_j T_i T_i & j \neq i, i + 1, i + 2 \\ T_i & j = i, i + 1, i + 2 \end{cases} \quad \partial_j (T_i T_i T_i T_i) = \begin{cases} T_i T_i T_j T_i T_i & j \neq i, i + 1, i + 2 \\ \Gamma_i & j = i, i + 1, i + 2 \end{cases}$$

Therefore, by induction on $n$, a cell is $T_i T_i T_i T_i$-invertible if and only if it is $T_i T_i T_i T_i$-invertible. Let $A$ be such a cell. Let us show that $T_i T_i T_i T_i \cdot A$ is the $T_i$-inverse of $T_i T_i T_i T_i \cdot A$. Indeed, we have:

$$\begin{array}{c|c|c} \Gamma_i^{i+1}(T_i \cdot \partial_i^+ A) & T_i T_i T_i T_i \cdot A & A \\
\hline T_i T_i T_i T_i \cdot A & \Gamma_i^{i+1}(T_i \cdot \partial_i^+ A) & T_i T_i T_i T_i \cdot A \\
\end{array} \quad \downarrow \quad \Gamma_i^{i+1} \partial_i^+ A \quad \downarrow \Gamma_i^{i+1} \partial_i^+ A \quad \Gamma_i^{i+1} \partial_i^+ A \quad \Gamma_i^{i+1} \partial_i^+ A $$

The other axioms are verified in the same fashion. \hfill \Box
Remark 4.4.1.7. The first point of the previous Lemma is the main reason why the notion of $u$-invertibility relies on the monoid $T_n$ and not $S_n$. Indeed for $\mathbf{C}$ a cubical $\omega$-category, any cell is 1-invertible while the only cells $T_i T_j$-invertible are the $T_i$-invertible ones.

**Definition 4.4.1.8.** A symmetric cubical $\omega$-category $\mathbf{C}$ is a cubical $\omega$-category $\mathbf{C}$ equipped with total applications $T_i : C_n \rightarrow C_n$, for $1 \leq i \leq n-1$, satisfying the equalities (4.2.9) to (4.2.14) and (4.4.4) to (4.4.6).

Remark 4.4.1.9. Note that a symmetric cubical $\omega$-category is close but not the same as the notion of symmetric cubical category defined by Grandis in [34]. A symmetric cubical category in the sense of Grandis would be a symmetric cubical $\omega$-category (in the sense of 4.4.1.8, but without connections) object in the category $\mathbf{Cat}$.

**Proposition 4.4.1.10.** Let $\mathbf{C}$ be a cubical $(\omega,1)$-category. The applications $A \mapsto T_i A$ induce a structure of symmetric cubical category on $\mathbf{C}$.

**Proof.** Any cell is $T_i$-invertible in a cubical $(\omega,1)$-category by Corollary 4.3.1.4 and so the applications are indeed total. Moreover and the equations they verify are a consequence of Proposition 4.2.3.6 and Lemma 4.4.1.6.

We now make explicit the (partial) action of the symmetric groups on the $n$-cells of a cubical category. To do so, we rely on Theorem 4.4.1.12, a classical result about the symmetric group.

**Definition 4.4.1.11.** For $u \in S_n$, we define the length of $u$ as the integer $l(u) = \min\{|l(v)| : v \in T_n \text{ and } v = u\}$. A representative of minimal length of $u$ in $T_n$ is an element $v \in T_n$ such that $\bar{v} = \bar{u}$ and $l(v) = l(u)$.

**Theorem 4.4.1.12.** Let $u,v \in T_n$. If $u$ and $v$ are two representative of minimal length of a same permutation $\sigma$, then $u \equiv v$, where $\equiv$ is the congruence on $T_n$ generated by (4.4.2) and (4.4.3).

**Definition 4.4.1.13.** Let $\mathbf{C}$ be a cubical $\omega$-category. For every $A \in C_n$ and $\sigma \in S_n$, we say that $A$ is $\sigma$-invertible if there exists a representative of minimal length $u$ of $\sigma$ such that $A$ is $u$-invertible, and we define $\sigma \cdot A := u \cdot A$. By Lemma 4.4.1.6 and Theorem 4.4.1.12, this is independent from the choice of a minimal representative of $\sigma$.

**Proposition 4.4.1.14.** The composites of the applications $\partial_i : T_n \rightarrow T_{n-1}$ with the projection $T_{n-1} \rightarrow S_{n-1}$ are compatible with the relations (4.4.1) to (4.4.3). Hence, they induce applications $\partial_i : S_n \rightarrow S_{n-1}$, satisfying:

$$\partial_i 1 = 1 \quad \partial_i \tau_j = \begin{cases} 1 & i = j, j + 1 \\ \tau_{j+i} & i \neq j, j + 1 \end{cases} \quad \partial_i(\sigma \cdot \tau) = \partial_i \sigma \cdot \partial_i \sigma \tau.$$

Specifically, for $1 \leq i \leq n$ and $\sigma \in S_n$, $\partial_i \sigma$ is the (necessarily unique) permutation satisfying for all $1 \leq j \leq n - 1$:

$$j \cdot \partial_i \sigma = (j^i \cdot \sigma)_{i=1}$$  (4.4.8)

Let $\mathbf{C}$ be a cubical $n$-category, and $\sigma \in S_n$. A cell $A \in (\square \mathbf{C})_{n+1}$ is $\sigma$-invertible if and only if for all $j \leq n$, $A_{j\sigma}^\alpha$ is $\partial_j \sigma$-invertible, and:

$$\partial_j^\alpha(\sigma \cdot A) = \partial_j \sigma \cdot \partial_j^\alpha A$$  (4.4.9)

Finally, let $\sigma \in S_n$. If $\sigma \neq 1$, then a cell $A \in C_n$ is $\sigma$-invertible if and only if $A$ is invertible and $\partial A$ is $\sigma$-invertible.
Proof. For the first point we simply verify the equalities as needed (note in particular that the compatibility of \( \hat{c}_i \) with Equation (4.4.2) is a consequence of Equation (4.4.7)).

The rest of the results is a consequence of Proposition 4.4.1.2, together with Lemma 4.4.1.4 and 4.4.1.5.

Remark 4.4.1.15. The operations \( \hat{c}_i \) applied to a permutation \( \sigma \) correspond to deleting the \( i \)-th string in the string diagram representation of \( \sigma \). For example, by definition we have:

\[
\begin{align*}
\hat{c}_1(\tau_1 \tau_2) &= (\hat{c}_1 \tau_1) \cdot (\hat{c}_2 \tau_2) = 1 \\
\hat{c}_2(\tau_1 \tau_2) &= (\hat{c}_2 \tau_1) \cdot (\hat{c}_1 \tau_2) = \tau_1 \\
\hat{c}_3(\tau_1 \tau_2) &= (\hat{c}_3 \tau_1) \cdot (\hat{c}_3 \tau_2) = \tau_1 \\
\end{align*}
\]

Which can be diagrammatically represented as:

\[
\begin{align*}
\hat{c}_1(\sigma) &= \mid \mid \\
\hat{c}_2(\sigma) &= \times \\
\hat{c}_3(\sigma) &= \times
\end{align*}
\]

More generally, the relation \( \hat{c}_i(\sigma \cdot \tau) = \hat{c}_i \sigma \cdot \hat{c}_i \sigma \tau \) corresponds to the diagram:

Finally, Equation (4.4.9) corresponds to the diagram:

Lemma 4.4.1.16. Let \( C \) be a cubical \( \omega \)-category, and \( A \in C_n \). If \( \epsilon_i A \) is \( \sigma \)-invertible, then \( A \) is \( \hat{c}_{i-\sigma} \sigma \)-invertible and:

\[
\sigma \cdot \epsilon_i A = \epsilon_{i-\sigma} (\hat{c}_{i-\sigma} \sigma \cdot A)
\]

If \( \Gamma_i^\alpha A \) is \( \sigma \)-invertible then \( A \) is also \( \hat{c}_{i-\sigma} \sigma \)-invertible and if \( (i+1) \cdot \sigma^{-} = i \cdot \sigma^{-} + 1 \) we have:

\[
\sigma \cdot \Gamma_i^\alpha A = \Gamma_{i-\sigma}^\alpha (\hat{c}_{i-\sigma} \sigma \cdot A)
\]

Proof. If \( \epsilon_i A \) is \( \sigma \)-invertible, then \( A = \hat{c}_i \epsilon_i A \) is \( \hat{c}_{i-\sigma} \sigma \) by Proposition 4.4.1.14.

To show the equality, we reason by induction on \( n \). If \( n = 0 \) then \( \sigma = 1 \) and the result is verified. Otherwise, suppose \( n > 0 \). By Lemma 4.2.3.3, both sides of the equation are thin, and so they are equal if and only if their shells are equal. Note first that for \( j = i \cdot \sigma^{-} \):

\[
\hat{c}_j \sigma \cdot \epsilon_i A = \hat{c}_j \sigma \cdot \hat{c}_j^\alpha \epsilon_i A = \hat{c}_j \sigma \cdot \epsilon_i \hat{c}_j^\alpha \hat{c}_j^\alpha \sigma \cdot A
\]

Now for \( j \neq i \cdot \sigma^{-} \):

\[
\hat{c}_j \sigma \cdot \epsilon_i A = \hat{c}_j \sigma \cdot \hat{c}_j^\alpha \epsilon_i A = \hat{c}_j \sigma \cdot \epsilon_i \hat{c}_j^\alpha \hat{c}_j^\alpha \sigma \cdot A
\]

Note that \( \hat{c}_j (\sigma \cdot \sigma^{-}) = \hat{c}_j \sigma \cdot \hat{c}_j \sigma^{-} \cdot \sigma^{-} = 1 \), so \( (\hat{c}_j \sigma)^{-} = \hat{c}_j \sigma^{-} \). So by proposition 4.4.1.14:

\[
i_{i \cdot \sigma^{-}} (\hat{c}_j \sigma)^{-} = (j \cdot \sigma)^{-}_{i \cdot \sigma^{-}} (i \cdot \sigma^{-}) = (i \cdot \sigma^{-}) _j
\]

So by induction hypothesis, we have \( \hat{c}_j^\alpha \sigma \cdot \epsilon_i A = \epsilon_{i \cdot \sigma^{-}} (\hat{c}_{i \cdot \sigma^{-}} \sigma \cdot (\hat{c}_{i \cdot \sigma^{-}} \sigma \cdot A)) \). On the other hand, note that \( j \cdot \sigma^{-} \cdot \hat{c}_{i \cdot \sigma^{-}} \sigma = (j \cdot \sigma^{-} \cdot \sigma)_{i \cdot \sigma^{-}} = \sigma \cdot \hat{c}_{i \cdot \sigma^{-}} \sigma \cdot A \). Applying this we get:

\[
\hat{c}_j^\alpha \sigma \cdot \epsilon_{i \cdot \sigma^{-}} (\hat{c}_{i \cdot \sigma^{-}} \sigma \cdot A) = \epsilon_{i \cdot \sigma^{-}} (\hat{c}_{i \cdot \sigma^{-}} \sigma \cdot (\hat{c}_{i \cdot \sigma^{-}} \sigma \cdot A)) = \epsilon_{(i \cdot \sigma^{-})} (\hat{c}_{j \cdot \sigma^{-}} \sigma \cdot \hat{c}_{i \cdot \sigma^{-}} \sigma \cdot A).
\]
Finally, it remains to show that $\partial_{j,-\sigma} \partial_{i,\sigma} = \partial_{(i,\sigma^-)} \partial_{j,\sigma}$. More generally, let us show that for any $i \neq j$, $\partial_i \partial_j \sigma = \partial_j \partial_i \sigma$. Indeed, for any $k$:

$$\partial_i \partial_j \sigma \cdot k = (((k^i)^j \sigma)_{ij})_j = (k^i \sigma)_{i,j}$$

(4.4.10)

And this formula is symmetric in $i$ and $j$ by Lemma 4.1.1.13.

We now move on to the second equality. Once again if $\Gamma_i^\alpha A$ is $\sigma$-invertible, then $A = \partial_i^\alpha \Gamma_i^\alpha A$ is $\partial_i - \sigma$-invertible by Proposition 4.4.1.14. We show the equality by induction on $n$. If $n = 1$, then the only permutation $\sigma$ satisfying $(i + 1) \cdot \sigma^- = i \cdot \sigma^- + 1$ is the identity, and the result is verified. Suppose now $n \geq 1$, and let $\sigma \in S_n$ such that $(i + 1) \cdot \sigma^- = i \cdot \sigma^- + 1$. As previously, Lemma 4.2.3.3 show that both sides of the equation are thin, and so they are equal if and only if their shells are equal. Let us calculate their faces. Let $1 \leq j \leq n$ and $\beta = \pm$. We start by treating the case where $j = i \cdot \sigma^-$. For $\beta = \alpha$ we have:

$$\partial_j^\alpha (\sigma \cdot \Gamma_i^\alpha A) = \partial_j \sigma \cdot \partial_i^\alpha \Gamma_i^\alpha A = \partial_j \sigma \cdot \partial_i^\alpha \Gamma_i^\alpha A$$

Now for $\beta = -\alpha$. Note first that $j \cdot \partial_j \sigma = (j^i \cdot \sigma)_i = ((j + 1) \cdot \sigma)_i = (i + 1)_i = i$ (we here use the hypothesis on $\sigma$). Therefore, $i \cdot (\partial_j \sigma)^- = j$, and:

$$\partial_j^{-\alpha} (\sigma \cdot \Gamma_i^\alpha A) = \partial_j \sigma \cdot \partial_i^{-\alpha} \Gamma_i^\alpha A$$

$$= \epsilon_j (\partial_j \partial_i \sigma \cdot \partial_i^{-\alpha} \Gamma_i^\alpha A)$$

Finally, it remains to show that $\partial_j \partial_i \sigma = \partial_i \partial_j \sigma$. Indeed, for any $k$:

$$\partial_i \partial_j \sigma \cdot k = (((k^i)^j \sigma)_{ij})_j = (k^i \sigma)_{i,j}$$

(4.4.10)

And this formula is symmetric in $i$ and $j$ by Lemma 4.1.1.13.

We now move on to the second equality. Once again if $\Gamma_i^\alpha A$ is $\sigma$-invertible, then $A = \partial_i^\alpha \Gamma_i^\alpha A$ is $\partial_i - \sigma$-invertible by Proposition 4.4.1.14. We show the equality by induction on $n$. If $n = 1$, then the only permutation $\sigma$ satisfying $(i + 1) \cdot \sigma^- = i \cdot \sigma^- + 1$ is the identity, and the result is verified. Suppose now $n \geq 1$, and let $\sigma \in S_n$ such that $(i + 1) \cdot \sigma^- = i \cdot \sigma^- + 1$. As previously, Lemma 4.2.3.3 show that both sides of the equation are thin, and so they are equal if and only if their shells are equal. Let us calculate their faces. Let $1 \leq j \leq n$ and $\beta = \pm$. We start by treating the case where $j = i \cdot \sigma^-$. For $\beta = \alpha$ we have:

$$\partial_j^\alpha (\sigma \cdot \Gamma_i^\alpha A) = \partial_j \sigma \cdot \partial_i^\alpha \Gamma_i^\alpha A$$

$$= \partial_j \sigma \cdot \partial_i^\alpha \Gamma_i^\alpha A$$

Now for $\beta = -\alpha$. Note first that $j \cdot \partial_j \sigma = (j^i \cdot \sigma)_i = ((j + 1) \cdot \sigma)_i = (i + 1)_i = i$ (we here use the hypothesis on $\sigma$). Therefore, $i \cdot (\partial_j \sigma)^- = j$, and:

$$\partial_j^{-\alpha} (\sigma \cdot \Gamma_i^\alpha A) = \partial_j \sigma \cdot \partial_i^{-\alpha} \Gamma_i^\alpha A$$

$$= \epsilon_j (\partial_j \partial_i \sigma \cdot \partial_i^{-\alpha} \Gamma_i^\alpha A)$$

The case where $j = i \cdot \sigma^- + 1$ is similar. We now study the general case where $\beta = \pm$ and $j \neq i \cdot \sigma^-, i \cdot \sigma^- + 1$:

$$\partial_j^\beta (\sigma \cdot \Gamma_i^\alpha A) = \partial_j \sigma \cdot \partial_i^\beta \Gamma_i^\alpha A$$

$$= \partial_j \sigma \cdot \partial_i^\beta \Gamma_i^\alpha A$$

$$\partial_j^\beta \Gamma_i^\alpha \partial_i^- (\partial_i^- \sigma) \cdot A = \Gamma_i^\alpha (\partial_i^- \sigma) \partial_j^\beta \partial_i^- \sigma \cdot A$$

$$= \Gamma_i^\alpha (\partial_i^- \sigma) \partial_j^\beta \partial_i^- \sigma \cdot A$$

To conclude using the induction hypothesis, we need to show that $j_{i,\sigma^-} \cdot \partial_i^- \sigma = (j \cdot \sigma)_i$ and that $i_{\sigma^-} \cdot (\partial_j \sigma)^- = (i \cdot \sigma^-)_j$. And indeed we have:

$$j_{i,\sigma^-} \cdot \partial_i^- \sigma = (j^i_{\sigma^-} \cdot \sigma)_{i,\sigma^-} = (j \cdot \sigma)_i$$

$$i \cdot \sigma^-)_j \cdot \partial_j \sigma = ((i \cdot \sigma^-)^j \cdot \sigma)_{j,\sigma} = i_{\sigma^-}$$

**Remark 4.4.1.17.** Diagrammatically, the equations from Lemma 4.4.1.16 correspond to the following diagrams:
Remark 4.4.1.18. In this Section, we restricted ourselves to the $T_i$-inverses. However, all results previous can be adapted to also consider the $R_i$-inverses. The action of the symmetric groups are then extended into an action of the Hyperoctahedral groups $BC_n$, which are the full groups of permutations of the hypercubes. A presentation of the group $BC_n$ is given by the generators $R_i$ (for $1 \leq i \leq n$) and $T_i$ (for $1 \leq i < n$), subject to the relations:

\[
T_i T_i = 1 \quad T_i T_{i+1} T_i = T_{i+1} T_i T_{i+1} \quad T_j T_i = T_j T_i \quad |i - j| \geq 2 \\
R_i R_i = 1 \quad R_i R_j = R_j R_i \quad i \neq j \\
T_i R_i = R_{i+1} T_i \quad T_i R_{i+1} = R_i T_i \quad T_i R_j = R_j T_i \quad j \neq i, i + 1
\]

In particular the groups $BC_n$ are Coxeter groups and they hence verify an analogue to Theorem 4.4.1.12, often called Matsumoto’s Theorem [64].

4.4.2 Transfors between cubical $\omega$-categories

Let $\mathcal{C}$ and $\mathcal{D}$ be two categories, and $F, G : \mathcal{C} \to \mathcal{D}$ be functors. Recall that a natural transformation $\eta$ from $F$ to $G$ is given by an application $\eta : \mathcal{C}_0 \to \mathcal{D}_1$ such that, for all $x \in \mathcal{C}_0$, $s(\eta_x) = F(x)$, $t(\eta_x) = G(x)$, and for all $f : x \to y \in \mathcal{C}_1$ the following diagram commutes:

\[
\begin{array}{ccc}
F(x) & \xrightarrow{F(f)} & F(y) \\
\downarrow{\eta_x} & & \downarrow{\eta_y} \\
G(x) & \xrightarrow{G(f)} & G(y)
\end{array}
\] (4.4.11)

Natural transformations compose, and so for any categories $\mathcal{C}$ and $\mathcal{D}$ there is a category $\mathbf{Cat}(\mathcal{C}, \mathcal{D})$.

If $\mathcal{C}$ and $\mathcal{D}$ are two globular $2$-categories, and $F, G : \mathcal{C} \to \mathcal{D}$ are two functors, then there are multiple ways to extend the notion of natural transformation. A **lax natural transformation** from $F$ to $G$ consists in applications $\eta : \mathcal{C}_0 \to \mathcal{D}_1$ and $\eta : \mathcal{C}_1 \to \mathcal{D}_2$, satisfying some compatibility conditions. In particular, for $f : x \to y \in \mathcal{C}_1$, the $2$-cell $\eta_f \in \mathcal{D}_2$ is required to have the following source and target:

\[
\begin{array}{ccc}
F(x) & \xrightarrow{F(f)} & F(y) \\
\downarrow{\eta_x} & \searrow{\eta_f} & \downarrow{\eta_y} \\
G(x) & \xrightarrow{G(f)} & G(y)
\end{array}
\]

An **oplax natural transformation** requires the $2$-cell $\eta_f$ to be in the opposite direction. This leads to two different notions of the $2$-category of functors between $\mathcal{C}$ and $\mathcal{D}$, where objects are functors from $\mathcal{C}$ to $\mathcal{D}$, $1$-cells are lax (resp. oplax) natural transformations, and $2$-cells are modifications. Modifications consist of an application $\mathcal{C}_0 \to \mathcal{D}_2$ satisfying some compatibility conditions. Notice that, if $\eta$ is a lax natural transformation and $\eta_f$ is invertible for all $f \in \mathcal{C}_1$, then replacing $\eta_f$ by its inverse yields an oplax natural transformation (and reciprocally when reversing the role of lax and oplax natural transformation). Such natural transformations are called **pseudo**.

More generally, if $\mathcal{C}$ and $\mathcal{D}$ are $\omega$-categories, then for any $k \geq 0$ there are notions of lax and oplax $k$-transfers between them (following terminology by Crans [25]), consisting of applications
\( C_n \to D_{n+k} \), for all \( n \geq 0 \). In particular, 0-transfers correspond to functors, and lax (resp. oplax) 1-transfers to lax (resp. oplax) natural transformations.

Similar constructions can be made in cubical \( \omega \)-categories, and are recalled in Definition 4.4.2.1. This definition uses the notion of Crans-Grey tensor product between cubical \( \omega \)-categories. One benefit of working in cubical categories is that this tensor product has a very natural expression in this setting, and so we are able to make explicit the conditions that transfers between cubical \( \omega \)-categories have to satisfy. Next we define the two notion of pseudo transfer: one for lax and one for oplax transfer, using the notion of \( \sigma \)-invertibility defined in Section 4.4.1. In Proposition 4.4.2.4, we give an alternative characterisation of pseudo transfers. Lastly we prove that the notions of pseudo lax and oplax transfers coincide in Proposition 4.4.2.6.

**Definition 4.4.2.1.** We exhibited in Section 4.1 a structure of cubical \( \omega \)-category object in \( \omega \cdot \text{Cat}^{\text{op}} \) on the family \( n \cdot \text{■}^G \). Applying the functor \( \lambda \), we obtain a structure of cubical \( \omega \)-category object in \( \omega \cdot \text{CubCat}^{\text{op}} \) of the family \( n \cdot \text{■}^G := \lambda(n \cdot \text{■}^G) \).

Consequently, if \( C \) and \( D \) are cubical \( \omega \)-categories, then both the families (of sets) \( \text{Lax}(C, D)_n = \omega \cdot \text{CubCat}(n \cdot \text{■} \otimes C, D) \) and \( \text{OpLax}(C, D)_n = \omega \cdot \text{CubCat}(C \otimes n \cdot \text{■}^G, D) \) come equipped with cubical \( \omega \)-category structures (where we denote by \( \otimes \) the monoidal product on \( \omega \cdot \text{CubCat} \) as defined in [2]).

We call an element \( F \in \text{Lax}(C, D)_n \) (resp. \( F \in \text{OpLax}(C, D)_n \)) a lax \( n \)-transfer (resp. an oplax \( n \)-transfer) from \( C \) to \( D \). Unfolding the definition of the monoidal product on \( \omega \cdot \text{CubCat} \) as defined in [2], Section 10, a lax \( p \)-transfer (resp. oplax \( p \)-transfer) is a family of applications \( F_n : C_n \to D_{n+p} \) satisfying the equations (4.4.12) to (4.4.15) (resp. (4.4.16) to (4.4.19)).

\[
\begin{align*}
\tilde{c}_{p+i} F_n(A) &= F_{n-1}(\tilde{c}_i A) \quad (4.4.12) \\
F_n(\epsilon_i A) &= \epsilon_{p+i} F_{n-1}(A) \quad (4.4.13) \\
F_n(\Gamma_i^A) &= \Gamma_{p+i}^n F_{n-1}(A) \quad (4.4.14) \\
F_n(A \star_i B) &= F_n(A) \star_{p+i} F_n(B) \quad (4.4.15)
\end{align*}
\]

Moreover, the cubical \( \omega \)-category structure on \( \text{Lax}(C, D) \) (resp. on \( \text{OpLax}(C, D) \)) is given by the equations (4.4.20) to (4.4.23) (resp. (4.4.24) to (4.4.27)).

\[
\begin{align*}
(\tilde{c}_i F)n(A) &= \tilde{c}_i^n (F_n(A)) \quad (4.4.20) \\
(\epsilon_i F)n(A) &= \epsilon_i^n (F_n(A)) \quad (4.4.21) \\
(\Gamma_i^n F)n(A) &= \Gamma_i^n (F_n(A)) \quad (4.4.22) \\
(F \star_i G)n(A) &= F_n(A) \star_i G_n(A) \quad (4.4.23)
\end{align*}
\]

The following Proposition is a consequence of [2], Section 10.

**Proposition 4.4.2.2.** Let \( C \) be a cubical \( \omega \)-category. The functors \( (\_ \otimes C) \) and \( (C \otimes \_ ) \) are respectively left-adjoint to the functors \( \text{Lax}(C, \_ ) \) and \( \text{OpLax}(C, \_ ) \). This implies that \( \omega \cdot \text{CubCat} \) is a biclosed monoidal category.
Definition 4.4.2.3. Let \( n, m \geq 0 \) be integers. We denote by \( \rho_{n,m} \in S_{n+m} \) the following permutations:

\[
i \cdot \rho_{n,m} := \begin{cases} 
  i + n & i \leq n \\
  i - n & i > n 
\end{cases}
\]

Let \( \mathbf{C} \) and \( \mathbf{D} \) be cubical \( \omega \)-categories. We say that a lax \( p \)-transfor \( F : \mathbf{C} \to \mathbf{D} \) is pseudo if for all \( A \in \mathbf{C}_n \), \( F(A) \) is \( \rho_{n,p} \)-invertible. We say that an oplax \( p \)-transfor \( F : \mathbf{C} \to \mathbf{D} \) is pseudo if for all \( A \in \mathbf{C}_n \), \( F(A) \) is \( \rho_{n,p} \)-invertible.

Proposition 4.4.2.4. Let \( \mathbf{C} \) and \( \mathbf{D} \) be cubical \( \omega \)-categories, and \( F : \mathbf{C} \to \mathbf{D} \) a lax \( p \)-transfor (resp. an oplax \( p \)-transfor). Then \( F \) is pseudo if and only if:

- Either \( p = 0 \),
- Or \( p > 0 \), for all \( n > 0 \) and all \( A \in \mathbf{C}_n \), \( F(A) \) is invertible, and for all \( 1 \leq i \leq p \), \( \partial_i^n F \) is pseudo.

Moreover, if \( F \) is pseudo, then so are \( \Gamma_i^n F \) (\( 1 \leq i \leq p \)), \( \epsilon_i F \) (\( 1 \leq i \leq p + 1 \)) and, if \( G \) is a pseudo lax \( p \)-transfor (resp. pseudo oplax \( p \)-transfor) then \( F \star_i G \) (if defined) is also pseudo, for \( 1 \leq i \leq p \).

Proof. Let us prove the result for pseudo lax \( p \)-transfors, the case of pseudo oplax \( p \)-transfors being similar. If \( p = 0 \), then for all \( n \), \( \rho_{n,p} = 1 \). Since any cell in \( \mathbf{D} \) is 1-invertible, any lax 0-transfor is pseudo.

Suppose now \( p > 0 \). Let \( F \in \textbf{Lax}(\mathbf{C}, \mathbf{D})_p \), and suppose \( F \) is pseudo. Let \( n > 0 \) and \( A \in \mathbf{C}_n \). Then \( \rho_{n,p} \neq 1 \), and by Proposition 4.4.1.14, \( F_n(A) \) is invertible. Moreover, for \( 1 \leq i \leq p \), \( (\partial_i^n F)_n(A) = \partial_i^n (\rho_{i+p} p, \rho_{n,p})(F_n(A)) \) is \( \partial_{i+p} \rho_{n,p} \)-invertible. Since \( \partial_{i+p} \rho_{n,p} = \rho_{n,p-1} \), we just proved that for all \( A \in \mathbf{C}_n \), \( (\partial_i^n F)_n(A) \) is \( \rho_{n,p-1} \)-invertible. So \( \partial_i^n F \) is pseudo.

Reciprocally, suppose that for all \( n > 0 \), \( F_n(A) \) is invertible, and for all \( 1 \leq i \leq p \), \( \partial_i^n F \) is pseudo. We reason by induction on \( n \) to show that for all \( A \in \mathbf{C}_n \), \( F_n(A) \) is \( \rho_{n,p} \)-invertible. If \( n = 0 \), \( \rho_{n,p} = 1 \) and \( F_n(A) \) is \( \rho_{n,p} \)-invertible. If \( n \geq 1 \), then \( F(A) \) is invertible and for all \( 1 \leq i \leq p \), \( \partial_i^{n+1} (\rho_{n,p})(F_n(A)) = (\partial_i^n F)(A) \) is \( \rho_{n,p-1} \)-invertible. And for all \( 1 \leq i \leq n \), \( \partial_i^{n+1} (F_n(A)) = F_{n-1} (\partial_i^n A) \) is \( \rho_{n-1,p} \)-invertible by induction. In conclusion, \( F_n(A) \) is invertible, and for all \( 1 \leq i \leq p + n \), \( \partial_i^n F_n(A) \) is \( \epsilon_i \rho_{n,p} \)-invertible. By Proposition 4.4.1.14, \( F_n(A) \) is \( \rho_{n,p} \)-invertible.

We reason by induction on \( p \) to show that, for any pseudo lax \( p \)-transfor, \( F, \epsilon_i F \) and \( \Gamma_i^n F \) are pseudo. Let \( A \in \mathbf{C}_n \). By equations (4.4.13) and (4.4.14), \( (\epsilon_i F)(A) \) and \( (\Gamma_i^n F)(A) \) are thin cells, and so in particular are invertible. Moreover, the cubical \( \omega \)-category structure on \( \textbf{Lax}(\mathbf{C}, \mathbf{D}) \) show that for all \( j \), we have:

\[
\partial_i^n \epsilon_j F = \begin{cases} 
  \epsilon_j \partial_i^n F & i \neq j \\
  \partial_i^n F & i = j 
\end{cases} \quad \partial_i^n \Gamma_j^\beta F = \begin{cases} 
  \Gamma_j^\beta \partial_i^n F & i \neq j, j + 1 \\
  F & i = j, j + 1 \text{ and } \alpha = \beta \\
  \epsilon_j \partial_i^n F & i = j, j + 1 \text{ and } \alpha = -\beta 
\end{cases}
\]

Using what we proved previously, \( \partial_i^k F \) is pseudo for all \( k \), so by induction, \( \partial_i^n \epsilon_i F \) and \( \partial_i^n \Gamma_i^n F \) are always pseudo. Applying the criterion that we proved previously for a \( p \)-transfor to be pseudo, \( \epsilon_i F \) and \( \Gamma_i^n F \) are pseudo.

Finally, we reason by induction on \( p \) to show that for any two pseudo lax \( p \)-transfors \( F \) and \( G \), \( F \star_i G \) is pseudo (if it is defined). Since any lax 0-transfor is pseudo, it is true if \( p = 0 \). Take now \( p > 0 \), and \( A \in \mathbf{C}_n \), for some \( n > 0 \). Then \( F(A) \) and \( G(A) \) are invertible, and so
is \((F \star_i G)_n(A) = F_n(A) \star_i G_n(A)\) by Lemma 4.2.2.3. Moreover, using the cubical \(\omega\)-category structure on \(\text{Lax}(C, D)\), we have:

\[
\partial_i^n(F \star_j G) = \begin{cases} 
\partial_i^n F \star_j^n G & i \neq j \\
\partial_i^n F & i = j \text{ and } \alpha = - \\
\partial_i^n G & i = j \text{ and } \alpha = + 
\end{cases}
\]

So by the induction hypothesis, \(\partial_j^n(F \star_i G)\) is pseudo for all \(j\). Therefore, \(F \star_i G\) is pseudo. 

**Definition 4.4.2.5.** Let \(C\) and \(D\) be cubical \(\omega\)-categories. We denote by \(\text{PsLax}(C, D)\) (resp. \(\text{PsOpLax}(C, D)\)) the pseudo lax transfors (resp. the pseudo oplax transfors) from \(C\) to \(D\). By Proposition 4.4.2.4, \(\text{PsLax}(C, D)\) and \(\text{PsOpLax}(C, D)\) are cubical \(\omega\)-categories.

**Proposition 4.4.2.6.** For all cubical \(\omega\)-categories \(C\) and \(D\), the cubical \(\omega\)-categories \(\text{PsLax}(C, D)\) and \(\text{PsOpLax}(C, D)\) are isomorphic.

**Proof.** Let \(F \in \text{PsLax}(C, D)\), and define applications \(G_n : C_n \to D_{n+p}\) as: \(G_n(A) = \rho_{n,p} \cdot F_n(A)\). Let us show that \(G\) is an oplax \(p\)-transfor (using formulas from Lemma 4.4.1.16):

\[
\partial_i^n G_n(A) = \partial_i^n (\rho_{n,p} \cdot F_n(A)) = \partial_i^n \rho_{n,p} \cdot \partial_i^n F_n(A) = \partial_{n-1} \partial_i F_n(A) + \partial_n \partial_i F_n(A) = G_{n-1}(\partial_i^n (A))
\]

\[
G_n(\epsilon_i A) = \rho_{n,p} \cdot F_n(\epsilon_i A) = \rho_{n,p} \cdot \epsilon_{p+1} F_{n-1}(A)
\]

\[
G_n(\epsilon_i \Gamma^n A) = \rho_{n,p} \cdot F_n(\epsilon_i \Gamma^n A) = \rho_{n,p} \cdot \epsilon_{p+1} F_{n-1}(A)
\]

\[
G_n(A \star_i B) = \rho_{n,p} \cdot F_n(A \star_i B) = \rho_{n,p} \cdot (F_n(A) \star_{p+i} F_n(B)) = (\rho_{n,p} \cdot F_n(A)) \star_{p+i} (\rho_{n,p} \cdot F_n(B)) = G_n(A) \star_i G_n(B)
\]

We denote by \(P(F)\) this oplax \(p\)-transfor. Moreover, for \(A \in C_n\) \(P(F)(A) = \rho_{n,p} \cdot F(A)\) is \(\rho_{p,n}\)-invertible (with \(\rho_{p,n}\)-inverse \(A\)). So \(P(F)\) is actually pseudo. Let us show that \(P\) is functorial. Let \(F \in \text{PsLax}(C, D)\):

\[
(P(F))_n(A) = \partial_{n+1}((F)(A)) = \partial_{n+1}(\rho_{n,p} \cdot F(A))
\]

\[
= \partial_{n+1} \rho_{n,p} \cdot \partial_{n+1} F(A)
\]

\[
= \rho_{n,p-1} \partial_{n+1} F(A) = P(\partial_{n+1} F)(A)
\]

\[
(P(\Gamma^n F))_n(A) = \rho_{n,p} \cdot (\Gamma^n F)_n(A) = \rho_{n,p} \cdot \Gamma^n F(A)
\]

\[
= \Gamma^n \rho_{n,p} \cdot \partial_{n+1} F(A)
\]

\[
= \Gamma^n(\partial_{n+1} \rho_{n,p} \cdot F(A)) = \Gamma^n(\partial_{n+1} F(A)) = (\Gamma^n P(F))(A)
\]
\[(P(\epsilon_i F))_n(A) = \rho_{n,p} \cdot ((\epsilon_i F)_n(A)) = \rho_{n,p} \cdot \epsilon_i(F_n(A))
= \epsilon_{v_{p,n}}(\rho_{p,n} \cdot F_n(A))
= \epsilon_n(\rho_{p,n} \cdot F_n(A)) = \epsilon_n(\rho_{n,p-1} \cdot F_n(A)) = (\epsilon_i(P(F)))_n(A)\]

\[(P(F \ast_i G))_n(A) = \rho_{n,p} \cdot ((F \ast_i G)_n(A)) = \rho_{n,p} \cdot (F_n(A) \ast_i G_n(A))
= (\rho_{n,p} \cdot F_n(A)) \ast_{v_{p,n}} (\rho_{n,p} \cdot G_n(A))
= P(F)_n(A) \ast_i P(G)_n(A) = (P(F) \ast_i P(G))_n(A)\]

So \(P\) is a functor from \(PsLax(C, D)\) to \(PsOpLax(C, D)\). Reciprocally, if \(F\) is a pseudo oplax \(p\)-transfor, we define a family of applications \(R(F)_n : C_n \to D_{n+p}\) by setting \(R(F)_n(A) = \rho_{p,n} \cdot F_n(A)\). As we did for \(P\), we show that \(R\) induces a functor from \(PsOpLax(C, D)\) to \(PsLax(C, D)\). Finally, since \(\rho_{p,n} \cdot \rho_{n,p} = 1\), \(P\) and \(R\) are inverses of each other, and \(PsLax(C, D)\) is isomorphic to \(PsOpLax(C, D)\).
Chapter 5

Resolution of monoids
Organisation

The goal of this chapter is to reformulate higher-dimensional rewriting in the framework of cubical categories, using the notion of cubical \((\omega,p)\)-category that we described in the last chapter. Section 5.1 contains some preliminary materials before we are able to express our main result (Theorem 5.1.3.8). We reserve the proof of Theorem 5.1.3.8 for Section 5.2.

Finally Section 2.3, we look for applications of Theorem 5.1.3.8. In particular, we give an explicit description of the reduced standard presentation of a monoid, and we construct the Squier resolution of a monoid presented by a convergent presentation, a result similar to the one from [40].

5.1 Resolutions of monoids by Gray polygraphs

The goal of this Section is to express our Extended Detection Theorem. In Section 5.1.1, we start by giving the definition of Gray polygraphs. Section 5.1.2 contains the proof of the central fact that Gray monoids are also free \(\omega\)-categories. Finally, in Section 5.1.3, we study the structure of local branchings and prove that they form a simplicial monoid. We finally state our Extended Detection Theorem.

5.1.1 Gray polygraphs

In order to define a notion of Gray polygraph associated to Gray categories, we make use of a result of Garner [28]. In order to do that we need to prove that Gray monoids are monadic over pre-cubical sets. The adjunction between Gray monoids and cubical sets is the composite of two monadic adjunctions (factorising through cubical \(\omega\)-groupoids). However, as is well-known a composite of monadic adjunctions is not necessarily monadic. Still, in our case we are able to use a criterion from [27] to conclude. First, let us start by recalling the following classical fact about monadic functors (see for example [60]):

**Proposition 5.1.1.1.** Let \((T, \mu, \eta)\) be a monad on a category \(C\), and \(U, F\) the adjunction it induces between \(C\) and \(C^T\). The functor \(U\) strictly creates coequalizers of \(U\)-split pairs.

In other words, for any \(f, g : (A, \alpha) \to (B, \beta)\) in \(C^T\), if there exists \(C\) in \(C\) and \(h : B \to C\) in \(C\) such that

\[
\begin{array}{c}
A \\ \\
\overset{f}{\searrow} \\
\downarrow g \\
B \\
\searrow h \\
\downarrow C
\end{array}
\]

is a split coequalizer in \(C\), then there exists a unique \(\gamma : TC \to C\) such that \((C, \gamma)\) is a \(T\)-algebra and the diagram

\[
\begin{array}{c}
(A, \alpha) \\ \\
\overset{f}{\searrow} \\
\downarrow g \\
(B, \beta) \\
\searrow h \\
\downarrow (C, \gamma)
\end{array}
\]

is a coequaliser in \(C^T\).

Moreover, \(\gamma\) is the only morphism making the following square commute:

\[
\begin{array}{ccc}
TB & \overset{Th}{\longrightarrow} & TC \\
\downarrow \beta & & \downarrow \gamma \\
B & \overset{h}{\longrightarrow} & C
\end{array}
\]
The following Proposition shows that any algebra for a monad can be recovered as a reflexive coequaliser of free algebras.

**Proposition 5.1.1.2.** Let \((T, \mu, \eta)\) be a monad on a category \(\mathcal{C}\), and \((A, h)\) be a \(T\)-algebra. The following is a reflexive coequaliser in \(\mathcal{C}^T\):

\[
\begin{array}{ccc}
(TTA, \mu_{TA}) & \xrightarrow{T\eta} & (TA, \mu_A) \\
\mu_A & \xrightarrow{\mu} & (A, h)
\end{array}
\]

**Proof.** Note first that the diagram

\[
\begin{array}{ccc}
TTA & \xrightarrow{T\eta} & TA \\
\mu_A & \xrightarrow{\mu} & A
\end{array}
\]

is an equaliser in \(\mathcal{C}\), which is split by the morphisms \(T\eta_A\) and \(\eta_A\). Moreover, the following square commutes:

\[
\begin{array}{ccc}
TTA & \xrightarrow{T\eta} & TA \\
\mu_A & \xrightarrow{\mu} & TA \\
\eta_A & \xrightarrow{\eta} & TA
\end{array}
\]

Thus, the fact that it is a coequaliser follows from Proposition 5.1.1.1. To show that it is also reflexive, let us look at the morphism \(T\eta_A : TTA \to TA\). By hypothesis \(T\eta \circ T\eta_A = 1\) and \(\mu_A \circ T\eta_A = 1\). So all we have to do is check that \(T\eta_A : (TTA, \mu_{TA}) \to (TA, \mu_A)\) is a morphism of \(T\)-algebras. Indeed, the following diagram commutes by naturality of \(\mu\):

\[
\begin{array}{ccc}
TTA & \xrightarrow{TT\eta} & TTTA \\
\mu_A & \xrightarrow{\mu} & TTTA \\
\eta_A & \xrightarrow{\eta} & TTTA
\end{array}
\]

The following Proposition was written (incorrectly) in [27]. We reproduce here the corrected Proposition and proof from the Errata.

**Proposition 5.1.1.3.** Suppose we have two adjunctions:

\[
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{F_2} & \mathcal{D} \\
\perp & \downarrow & \perp \\
U_2 & & U_1
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{D} & \xrightarrow{F_1} & \mathcal{E} \\
\perp & \downarrow & \perp \\
U_2 & & U_1
\end{array}
\]

We denote respectively by \(T_1\) and \(T_2\) the monads \(U_1 \circ F_1\) and \(U_2 \circ F_2\).

Suppose \(\mathcal{D}\) is the category of algebras of \(T_1\) and \(\mathcal{E}\) is the category of algebras of \(T_2\). If \(T_1\) preserves reflexive coequalisers in \(\mathcal{D}\), then \(\mathcal{C}\) is isomorphic to the category of algebras of the monad \(T := U_1 \circ U_2 \circ F_2 \circ F_1\).
Proof. Recall first that, for any monad \( (T, \mu, \eta) \), and any \( T \)-algebra \( (A, h) \), \( h \) induces a morphism of \( T \)-algebras \( h^* : (TA, \mu_A) \to (A, h) \), as shown by the commutation of the following square:

\[
\begin{array}{c}
TTA \\
\downarrow \mu_A \\
TA \\
\downarrow h \\
\end{array}
\quad \begin{array}{c}
TA \\
\downarrow h \\
A \\
\end{array}
\]

Suppose now \( (A, h_1, h_2) \) is a \( T_2 \)-algebra, where \( (A, h_1) \) is a \( T_1 \)-algebra. Then the following morphism equips \( A \) with a structure of \( T \)-algebra:

\[ TA = U_1T_2F_1A = U_1T_2(T_1A, \mu_A) \xrightarrow{U_1T_2h_2^*} U_1T_2(A, h_1) \xrightarrow{U_1h_2} U_1(A, h_1) = A \]

This construction induces a functor from \( T_2 \)-algebras to \( T \)-algebras.

Let us now fix a \( T \)-algebra \( (A, h) \) and let us define \( h_1 \) and \( h_2 \) making \( (A, h_1, h_2) \) a \( T_2 \)-algebra. First we define \( h_1 \) as the following composite:

\[ T_1A = U_1F_1A \xrightarrow{U_1\eta_{F_1A}^2} U_1T_2F_1A = TA \xrightarrow{h} A \]

Moreover, the following diagram is a reflexive coequaliser in of \( T_1 \)-algebras by Proposition 5.1.1.2:

\[ (T_1T_1A, \mu_{T_1A}) \xrightarrow{T_1h_1} (T_1A, \mu_A) \xrightarrow{h_1} (A, h_1). \]

By hypothesis \( T_2 \) preserves reflexive coequalisers and so the following is an equaliser of \( T_1 \)-algebras:

\[ T_2(T_1T_1A, \mu_{T_1A}) \xrightarrow{T_2T_1h_1} T_2(T_1A, \mu_A) \xrightarrow{T_2h_1} T_2(A, h_1). \]

Let us spell out explicitly \( T_2(T_1A, \mu_{T_1A}) \). Compositing with \( U_1 \), we get that it is of the form \( (TA, h'_1) \) for some morphism \( h'_1 : T_1TA \to TA \). Let us \( \epsilon^1 : F_1U_1 \to Id_D \) be the counit of the adjunction \( F_1, U_1 \). First the fact that \( \epsilon^1_{T_2F_1A} \) is a morphism of \( T_1 \)-algebra from \( F_1U_1T_2F_1A = (T_1TA, \mu_{T_1A}) \) to \( T_2F_1A = (TA, h'_1) \) gives us:

\[ T_1T_1TA \xrightarrow{T_1U_1\epsilon^1_{T_2F_1A}} T_1TA \]

Precomposing this square with \( T_1\eta_{F_1A}^1 \) gives us the equality \( h'_1 = U_1\epsilon^1_{T_2F_1A} \). Notice that we can express \( U_1\epsilon^1_{T_2F_1A} \) as \( \mu_A \circ U_1\eta_{F_1TA}^2 \). Indeed, we have by definition of \( \mu_A \):

\[
\mu_A \circ U_1\eta_{F_1TA}^2 = U_1\mu_{F_1A} \circ U_1T_2\epsilon^1_{T_2F_1A} \circ U_1\eta_{F_1TA}^2 \\
= U_1\mu_{F_1A} \circ U_1\eta_{F_1TA}^2 \circ U_1\epsilon^1_{T_2F_1A} \\
= U_1\epsilon^1_{T_2F_1A}
\]

\[ 142 \]
So we finally get \( T_2F_1A = (TA, \mu_A \circ U_1\eta^2_{F_1TA}) \).

Let us now show that \( h : TA \to A \) induces a morphism of \( T_1 \)-algebras: \( T_2F_1A \to (A, h_1) \). Using the definition of \( h_1 \), this amounts to the commutation of the following diagram, where the top square commutes by naturality of \( \eta^2 \), and the bottom square because \( h \) is \( T \)-algebra structure on \( A \).

\[
\begin{array}{ccc}
T_1TA & \xrightarrow{T_1h} & T_1A \\
\downarrow U_1\eta^2_{F_1TA} & & \downarrow U_1\eta^2_{F_1A} \\
TTA & \xrightarrow{Th} & TA \\
\downarrow \mu_A & & \downarrow h \\
TA & \xrightarrow{h} & A
\end{array}
\]

Let us now show that there is a fork in \( T_1 \)-algebras:

\[
T_2(T_1T_1A, \mu^1_{T_1A}) \xrightarrow{T_2T_1h_1} T_2(T_1A, \mu^1_A) \xrightarrow{h} (A, h_1).
\]

Since \( T_2(T_1T_1A, \mu^1_{T_1A}) = T_2F_1T_1A = (TTA, U_1\epsilon^1_{T_2F_1A}) \), this amounts to the commutation of the following square:

\[
\begin{array}{ccc}
TTA & \xrightarrow{Th_1} & TA \\
\downarrow U_1T_2\mu^1_A & & \downarrow h \\
TA & \xrightarrow{h} & A
\end{array}
\]

This square commutes because of the following equalities:

\[
\begin{align*}
h \circ Th_1 &= h \circ Th \circ TU_1\eta^2_{F_1A} = h \circ \mu_A \circ TU_1\eta^2_{F_1A} \\
&= h \circ U_1\mu^2_{F_1A} \circ U_1T_2\epsilon^1_{T_2F_1A} \circ TU_1\eta^2_{F_1A} \\
&= h \circ U_1\mu^2_{F_1A} \circ U_1T_2\eta^2_{F_1A} \circ U_1T_2\epsilon^1_{F_1A} \\
&= h \circ U_1T_2\epsilon^1_{F_1A} = h \circ U_1T_2\mu^1_A.
\end{align*}
\]

By universal property of the coequalizer, we thereby get a morphism of \( T_1 \)-algebras \( h_2 : T_2(A, h_1) \to (A, h_1) \), which equips \((A, h_1)\) with the structure of a \( T_2 \)-algebra.

In our case, the monad \( T_1 \) is the free monoid monad. We show more generally in Proposition 5.1.1.5 that whenever \( T_1 \) is a free monoid monad over a biclosed monoidal category, \( T_1 \) satisfies the hypothesis of Proposition 5.1.1.3. First let us recall a classical result about biclosed monoidal categories.

**Lemma 5.1.1.4.** A biclosed product preserves reflexive coequalisers in both variables simultaneously.

**Proof.** Suppose we have the following reflexive coequalisers, for \( i = 0, 1 \):

\[
\begin{array}{ccc}
A_i & \xrightarrow{r_i} & B_i \\
\downarrow f_i \quad & & \downarrow h_i \\
B_i & \xrightarrow{g_i} & C_i
\end{array}
\]
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We are going to show that the following is also a coequaliser:

\[
\begin{array}{c}
A_0 \otimes A_1 \\
\downarrow f_0 \otimes f_1 \\
B_0 \otimes B_1 \\
\downarrow h_0 \otimes h_1 \\
C_0 \otimes C_1
\end{array}
\]

Suppose given \( i : B_0 \otimes B_1 \to D \) such that \( i \circ (f_0 \otimes f_1) = i \circ (g_0 \otimes g_1) \). We want to find a factorisation \( i = (h_0 \otimes h_1) \circ k \) for some morphism \( k \). First, notice that \( i \circ (B_0 \otimes f_1) = i \circ (B_0 \otimes g_1) \) (and, symmetrically, \( i \circ (f_0 \otimes B_1) = i \circ (g_0 \otimes B_1) \)). Indeed, we have:

\[
i \circ (B_0 \otimes f_1) = i \circ (B_0 \otimes f_1) \circ (f_0 \otimes A_1) \circ (r_0 \otimes A_1)
= i \circ (g_0 \otimes g_1) \circ (r_0 \otimes A_1)
= i \circ (B_0 \otimes g_1) \circ (g_0 \otimes A_1) \circ (r_0 \otimes A_1)
= i \circ (B_0 \otimes g_1).
\]

Since the product is biclosed, the product by \( B_0 \) preserves the coequaliser formed by \( f_1,g_1 \) and \( h_1 \). The universal property of this coequaliser gives us a factorisation \( i = j \circ (B_0 \otimes h_1) \).

Let us now show that \( j \circ (f_0 \otimes C_1) = j \circ (g_0 \otimes C_1) \), so that we can use the universal property of this other coequaliser. Since the product by \( A_0 \) preserves the coequalisers, \( A_0 \otimes h_1 \) is an epi, and it is enough to show that \( j \circ (f_0 \otimes C_1) \circ (A_0 \otimes h_1) = j \circ (f_0 \otimes C_1) \circ (A_0 \otimes h_1) \). And indeed we have (using the fact that \( i \) equalises \( f_0 \otimes B_1 \) and \( g_0 \otimes B_1 \)):

\[
j \circ (f_0 \otimes C_1) \circ (A_0 \otimes h_1) = j \circ (B_0 \otimes h_1) \circ (f_0 \otimes B_1)
= i \circ (f_0 \otimes B_1)
= i \circ (g_0 \otimes B_1)
= j \circ (B_0 \otimes h_1) \circ (g_0 \otimes B_1)
= j \circ (g_0 \otimes C_1) \circ (A_0 \otimes h_1)
\]

Using the universal property, we finally have that \( j = k \circ (h_0 \otimes C_1) \) and so finally: \( i = j \circ (B_0 \otimes h_1) = k \circ (h_0 \otimes C_1) \circ (C_0 \otimes h_1) = k \circ (h_0 \otimes h_1) \). The fact that such a factorisation is unique comes from the fact that \( h_0 \otimes h_1 \) is a composite of epimorphisms, and so is epi too.

**Proposition 5.1.1.5.** Let \( C \) be a category, and \( T \) be a monad on \( C \). Suppose the category \( T\text{-Alg} \) of \( T \)-algebras is equipped with a biclosed monoidal product \( \otimes \).

Then the category \( \text{Mon}(T\text{-Alg}) \) of monoid objects in \( T\text{-Alg} \) is monadic over \( C \):

\[
\begin{array}{ccc}
\text{Mon}(T\text{-Alg}) & \dashv & T\text{-Alg} & \dashv & C
\end{array}
\]

**Proof.** We want to apply Proposition 5.1.1.3. The free monoid monad on \( T\text{-}\text{Gpd} \) is given by

\[
A \mapsto \coprod_{n \in \mathbb{N}} A^\otimes n
\]

Let us show that this monad preserves reflexive coequalisers. Since colimits commute with colimits, we just have to show that \( A \mapsto A^\otimes n \) preserves reflexive coequalisers. This is a direct consequence of Lemma 5.1.1.4.
The following definition is a generalisation by Mike Shulman of the construction of computads
by Batanin [6], following the reformulation of Richard Garner in [28].

**Definition 5.1.1.6.** Let \( I \) be a category whose objects are natural numbers, and such that for
all non-identity morphism \( f : i \to j \), we have \( i < j \). Let \( T \) be a monad on \( I \) (the category of
pre sheaves over \( I \)). For \( A \in I \), we denote \( A[n] \) by \( A_n \). Let us define inductively the notion of
\( n \)-polygraph, together with an adjunction between \( n \)-polygraphs and \( T \)-Algebras \((U_n, F_n)\).
Let us denote by \((U, F)\) the morphisms forming the adjunction between \( T \)-algebras and \( I \).

- A 0-\( T \)-polygraph is just a set \( \Sigma_0 \). The free \( T \)-algebra \( F_0(\Sigma_0) \) generated by \( \Sigma_0 \) is \( \Sigma_0 \cdot Y(0) \),
  where \((\cdot)\) denotes the copower and \( Y : I \to I \) is the Yoneda embedding. If \( A \) is a \( T \)-algebra
  then \( F_0(A) := U(A)_0 \).

- Suppose \( n \)-polygraphs defined, together with \( F_n \) and \( U_n \). Then an \((n + 1)\)-\( T \)-polygraph
  is the data of an \( n \)-\( T \)-polygraph \( \Sigma \), a set \( \Sigma_{n + 1} \) and a morphism \( \partial : \Sigma_{n + 1} \cdot F(Y(n + 1)) \to F_n(\Sigma) \),
  where \( Y(n + 1) \) is obtained from \( Y(n + 1) \) by removing \( Y(n + 1)_{n + 1} \). Then the functor \( F_{n + 1} \) is defined by
  the following pushout of \( T \)-algebras, where \( \iota \) denoted the inclusion of \( Y(n + 1) \) into \( Y(n + 1) \):

\[
\begin{array}{ccc}
\Sigma_{n + 1} \cdot F(Y(n + 1)) & \to & F_n(\Sigma) \\
\downarrow \partial & & \downarrow \\
\Sigma_{n + 1} \cdot F(\iota) & \to & F_{n + 1}(\Sigma, \Sigma_{n + 1}, \partial)
\end{array}
\]

If \( A \) is a \( T \)-algebra, then let \( \Sigma_{n + 1} \) and \( \partial \) given by the following pullback:

\[
\begin{array}{ccc}
\Sigma_{n + 1} & \to & \text{hom}(F(Y(n + 1)), A) \\
\downarrow \partial & & \downarrow \iota \\
\text{hom}(F(Y(n + 1)), F_n U_n A) & \xrightarrow{\epsilon_n} & \text{hom}(F(Y(n + 1)), A)
\end{array}
\]

where the bottom morphism is induced by the counit of the adjunction \( F_n, U_n \), and the
right-hand-side morphism comes from the inclusion of \( Y(n + 1) \) into \( Y(n + 1) \). We then
define \( U_{n + 1}(A) := (U_n(A), \Sigma_{n + 1}, \partial) \).

Finally, the category of \( \omega \)-\( T \)-polygraph is the limit of the sequence of projection from \((n + 1)\)-
\( T \)-polygraphs to \( n \)-\( T \)-polygraphs.

**Definition 5.1.1.7.** We call **Gray monoids** or **Gray \((\omega, 0)\)-monoids** (resp. **Gray \((\omega, 1)\)-monoids**)
the monoid objects in \( \omega \)-groupoids (resp. \((\omega, 1)\)-categories), equipped with the Gray tensor
product. By Proposition 5.1.1.5, Gray monoids (resp. Gray \((\omega, 1)\)-monoids) are monadic over
pre cubical sets. We call the associated notion of polygraphs Gray polygraphs (resp. Gray
\((\omega, 1)\)-polygraphs).

If \( \Sigma \) is a Gray \((\omega, p)\)-polygraph and \( k \leq p \), we denote by \( \Sigma^{G(k)} \) the free Gray \((\omega, k)\)-monoid
generated by \( \Sigma \).
5.1.2 Free Gray (\(\omega, 1\))-monoids are free (\(\omega, 1\))-categories

The aim of this Section is to prove that the Gray product of two free (\(\omega, 1\))-categories is still free. To do that, we show that the pushout-product of two cofibrations in \(\omega\)-categories is still a cofibration (this is one of the axioms of a monoidal model category). It is a classical result of homotopy theory that it is sufficient to check this result on generating cofibrations. In the first part of this section, we choose our set of generating cofibrations carefully to simplify the computation of the pushout-product.

**Proposition 5.1.2.1.** The free cubical \(\omega\)-category functor \(F : \omega\text{-CubSet} \to \omega\text{-CubCat}\) is monoidal.

**Proof.** Let us denote by \(U : \omega\text{-CubCat} \to \omega\text{-CubSet}\) the forgetful functor from cubical \(\omega\)-category to pre-cubical sets, and \(P : \omega\text{-CubSet} \to \omega\text{-CubSet}\) the functor forgetting dimension 0 and the direction-1 face in every dimension. The functor \(P\) also induces a functor \(\tilde{P} : \omega\text{-CubCat} \to \omega\text{-CubCat}\). Moreover, we have for any cubical \(\omega\)-category \(C\):

\[
\omega\text{-CubCat}(F(C), C)_i = \omega\text{-CubCat}(F(C), \tilde{P}_i C)
= \omega\text{-CubSet}(C, U \tilde{P}_i C)
= \omega\text{-CubSet}(C, P_i U C)
= \omega\text{-CubSet}(C, U C)_i
\]

Moreover, the pre-cubical set structures match, so that we have: \(U \omega\text{-CubCat}(F(C), C) = \omega\text{-CubSet}(C, U C)\).

So if \(C\) and \(D\) are pre-Cubical sets, we have for any cubical \(\omega\)-category \(\mathcal{C}\):

\[
\omega\text{-CubCat}(F(C) \otimes F(D), \mathcal{C}) = \omega\text{-CubCat}(F(C), \omega\text{-CubCat}(F(D), \mathcal{C})) = \omega\text{-CubSet}(C, U \omega\text{-CubCat}(F(D), \mathcal{C})) = \omega\text{-CubSet}(C, \omega\text{-CubSet}(D, U \mathcal{C})) = \omega\text{-CubSet}(C \otimes D, U \mathcal{C}) = \omega\text{-CubCat}(F(C \otimes D), \mathcal{C})
\]

Since this is natural in \(\mathcal{C}\), there is an isomorphism \(F(C) \otimes F(D) = F(C \otimes D)\).

**Definition 5.1.2.2.** We denote by \(i_n : n\text{-}\bigcirc \to n\text{-}\bullet\) the inclusion of the \(n\)-sphere into the \(n\)-disk, and by \(j_n : n\text{-}\blacksquare \to n\text{-}\square\) the inclusion of the \(n\)-shell into the \(n\)-cube.

**Lemma 5.1.2.3.** There are pushouts of \(\omega\)-categories:

\[
\begin{array}{ccc}
n\text{-}\blacksquare & \xrightarrow{j_n} & n\text{-}\bullet \\
\downarrow & & \downarrow \text{in}\downarrow \\
n\text{-}\square & \xrightarrow{i_n} & n\text{-}\bigcirc
\end{array}
\quad
\begin{array}{ccc}
n\text{-}\bigcirc & \xrightarrow{i_n} & n\text{-}\bullet \\
\downarrow & & \downarrow \text{in}\downarrow \\
n\text{-}\square & \xrightarrow{j_n} & n\text{-}\blacksquare
\end{array}
\]
Proof. The right-hand square comes from the fact that $n$ is a free $\omega$-category on a globular polygraph, where the $(n-1)$-polygraph generates $n$, and with exactly one generating $n$-cell. Similarly, the left-hand square comes from expressing $n$ as a free $\omega$-category generated by a cubical polygraph.

Lemma 5.1.2.4. Let $C$ be a category, and let $f$, $g$ be morphisms in $C$. Suppose that $g$ is a pushout of $f$. If $h$ is a cell in $C$ having the right-lifting-property with respect to $f$, then it has the right-lifting property with respect to $g$.

Proof. We are in the following situation:

\[
\begin{array}{ccc}
 f & & g \\
 \downarrow k & & \downarrow g \\
 k' & \stackrel{h}{\longrightarrow} & i'
\end{array}
\]

Using the right-lifting-property of $h$ with respect to $f$, we get a morphism $u$ such that $u \circ f = i \circ k$ and $h \circ u = i' \circ k'$. Using the first equality and the fact that $g$ is a pushout of $f$, we get a morphism $v$ such that $v \circ g = i$ and $v \circ k' = u$:

\[
\begin{array}{ccc}
 f & & g \\
 \downarrow k \quad \uparrow u & \quad \downarrow g & \uparrow v \\
 k' & \stackrel{h}{\longrightarrow} & i'
\end{array}
\]

Let us show that $v$ is the required lifting. The first equality is already given, it remains to show that $h \circ v = i'$.

Notice that since the big rectangle commutes, by universal property of $g$ there is exactly one morphism $w$ satisfying $w \circ k' = i' \circ k'$ and $w \circ g = h \circ i$. But both $i'$ and $h \circ v$ satisfy this property:

\[
\begin{aligned}
 i' \circ k' &= i' \circ k' \\
 i' \circ g &= h \circ i \\
 h \circ v \circ k' &= h \circ u = i' \circ k' \\
 h \circ v \circ g &= h \circ i
\end{aligned}
\]

Therefore, the two arrows are equal, and $h$ does indeed have the right-lifting property with respect to $g$.

We are now armed to choose our set of generating cofibrations:

Proposition 5.1.2.5. The family $j_n$ forms a family of generating cofibrations for the model structure on $\omega \text{-Cat}$.

Proof. Recall from [55] that the family $i_n$ is a family of generating cofibrations for the model structure on $\omega \text{-Cat}$. The model structure is actually determined by the arrows having the right-lifting property with respect to the generating cofibrations. By Lemma 5.1.2.4 and 5.1.2.3, the arrows having the right lifting property with respect to $i_n$ and $j_n$ are actually the same, so they generate the same model structure.
Definition 5.1.2.6. If \( f : C \to \mathcal{D} \) and \( f' : C' \to \mathcal{D}' \) are two morphisms of \( \omega \)-categories, the pushout-product of \( f \) and \( f' \), denoted \( f \otimes f' \), is the following morphism, where \( \mathcal{E} \) is defined as a coproduct:

\[
\begin{array}{ccc}
C \otimes C' & \xrightarrow{f \otimes 1} & \mathcal{D} \otimes C' \\
1 \otimes f' \downarrow & & \downarrow 1 \otimes f' \\
C \otimes D' & \xrightarrow{} & \mathcal{E} \\
& f \otimes 1 & \downarrow f \otimes f'
\end{array}
\]

Proposition 5.1.2.7. For any \( n, m \in \mathbb{N} \), we have:

\[ J_n \otimes J_m = J_{n+m} \]

As a consequence, if \( f \) and \( g \) are two cofibrations, then \( f \otimes g \) is also a cofibration.

In particular, the product of two cofibrant objects is still cofibrant, that is: for any two polygraphs \( \Sigma \) and \( \Gamma \), the \( \omega \)-category \( \Sigma^* \otimes \Gamma^* \) is free on a polygraph that we denote by \( \Sigma \otimes \Gamma \).

Proof. Let us first compute \( \mathcal{E} \). First we need to compute \( (n-\square \otimes m-\square), (n-\blacksquare \otimes m-\blacksquare) \) and \( (n-\square \otimes m-\blacksquare) \). Since all those are free on pre-cubical sets, using 5.1.2.1 we can compute the products in cubical sets.

Recall that for all \( n \), \( n-\blacksquare \) is the free \( \omega \)-category on the cubical set \( n-\blacksquare^{\text{Set}} \), where \( n-\blacksquare^{\text{Set}} \) is given by the set of all applications \( s : \{1, \ldots, n\} \to \{(-), (\theta), (+)\} \) such that \( \#s^{-1}(\theta) = i \). We see such an element as a sequence of length \( n \) containing exactly \( i \) copies of \( \theta \). For such an \( s \), and \( 1 \leq k \leq i \), \( \partial^k s \) is given by replacing the \( i \)-th \( (\theta) \) appearing in \( s \) by \( (\alpha) \). Similarly, \( n-\square^{\text{Set}} \) is obtained by removing the cell \( (\theta \ldots \theta) \).

Therefore, we have:

- The pre-cubical set \( n-\square^{\text{Set}} \otimes m-\square^{\text{Set}} \) is the sub pre-cubical set of \( (n+m)-\blacksquare^{\text{Set}} \) consisting of all \( s : \{1, \ldots, n+m\} \to \{(-), (\theta), (+)\} \) which are not of the form \( (\theta \ldots \theta \alpha_1 \ldots \alpha_m) \) or \( (\beta_1 \ldots \beta_n \theta \ldots \theta) \) for some \( \alpha_1, \ldots, \alpha_m, \beta_1, \ldots, \beta_n \in \{(-), (\theta), (+)\} \).
- The pre-cubical set \( n-\square^{\text{Set}} \otimes m-\blacksquare^{\text{Set}} \) is the sub pre-cubical set of \( (n+m)-\blacksquare^{\text{Set}} \) consisting of all \( s : \{1, \ldots, n+m\} \to \{(-), (\theta), (+)\} \) which are not of the form \( (\beta_1 \ldots \beta_n \theta \ldots \theta) \) for some \( \beta_1, \ldots, \beta_n \in \{(-), (\theta), (+)\} \).
- The pre-cubical set \( n-\blacksquare^{\text{Set}} \otimes m-\square^{\text{Set}} \) is the sub pre-cubical set of \( (n+m)-\blacksquare^{\text{Set}} \) consisting of all \( s : \{1, \ldots, n+m\} \to \{(-), (\theta), (+)\} \) which are not of the form \( (\theta \ldots \theta \alpha_1 \ldots \alpha_m) \) for some \( \alpha_1, \ldots, \alpha_m \in \{(-), (\theta), (+)\} \).

Since all the \( j_n \) come from morphisms of pre-cubical sets, we can also form the coproduct in \( \omega \)-\text{CubSet}. From the explicit descriptions above, we see that the coproduct in \( \omega \)-\text{CubSet} is the sub-cubical set of \( (n+m)-\blacksquare^{\text{Set}} \) consisting of all \( s : \{1, \ldots, n+m\} \to \{(-), (\theta), (+)\} \) that are either in \( n-\square^{\text{Set}} \otimes m-\square^{\text{Set}} \) or in \( n-\blacksquare^{\text{Set}} \otimes m-\square^{\text{Set}} \), that is of all \( s \) except for \( (\theta \ldots \theta) \). So finally \( \mathcal{E} = (n+m)-\square \). On the other hand, by definition \( n-\blacksquare \otimes m-\blacksquare = n+m-\blacksquare \). So \( j_n \otimes j_m \) and \( j_{n+m} \) share the same source and target, and explicit computation show that they both are the canonical inclusion of \( (n+m)-\square \) into \( (n+m)-\blacksquare \). So finally \( j_n \otimes j_m = j_{n+m} \).

The consequence about cofibrations is a standard result in model structure (see [45]), using the fact that the \( j_n \) form a generating family of cofibrations (Proposition 5.1.2.5).
Finally, since polygraphs correspond to cofibrant objects, for any polygraphs Σ and Γ the morphisms \( f : \emptyset \to \Sigma^* \) and \( f' : \emptyset \to \Gamma^* \) are cofibrations. Then \( f \otimes f' \) is just the (unique) morphism \( \emptyset \to \Sigma^* \otimes \Gamma^* \). We just proved that it is a cofibration, meaning that \( \Sigma^* \otimes \Gamma^* \) is a free category on a polygraph.

**Remark 5.1.2.8.** The fact that the product of two free \( \omega \)-categories is still free is one of the main reasons for our use of the Gray tensor product over the cartesian one. Indeed, this fails for the cartesian product, as already noted by Lack [54]:

Let \( C \) be the free category on one generator and one arrow. We have the isomorphism of monoids \( C(\bullet, \bullet) = \mathbb{N} \). Then \( C \otimes C \) still only has one object and as a monoid \( (C \otimes C)(\bullet, \bullet) = \mathbb{N} \times \mathbb{N} \), which is not a free monoid.

**Remark 5.1.2.9.** The fact that the product of two free \( \omega \)-categories is still free was also proven independently by Hadzihasanovic [42], and by Ara and Maltsinotis. Explicitly, if \( \Sigma \) and \( \Gamma \) are two cubical \( \omega \)-polygraphs. Then the cubical \( \omega \)-polygraph \( \Sigma \otimes \Gamma \) is given by:

\[
(S \otimes T)_n = \bigoplus_{i+j=n} \Sigma_i \times \Gamma_j
\]

Moreover, by definition of the product of two polygraphs, the free functor \( \Sigma \to \Sigma^* \) is monoidal.

**Proposition 5.1.2.10.** Let \( \Sigma \) be a Gray polygraph. The free Gray monoid on \( \Sigma \) is also free as an \( (\omega, 1) \)-category, generated by a cubical \( (\omega, 1) \)-polygraph that we denote \( [\Sigma] \), defined by:

\[
[\Sigma]_n = \bigoplus_{i_1 + \ldots + i_k = n} \Sigma_{i_1} \times \ldots \times \Sigma_{i_k}
\]

\[
\partial^n_{i_1 + \ldots + i_j + 1}(A_1 \otimes \ldots \otimes A_k) = A_1 \otimes \ldots \otimes A_j \otimes \partial^n_{i_j + 1} A_{j+1} \otimes \ldots \otimes A_k, \text{ where } 1 \leq l \leq i_j + 1
\]

**Proof.** By Proposition 5.1.2.7, the free-category functor is strictly monoidal, and so it induces a functor from the category of monoidal objects in \( (\omega, 1) \)-polygraphs to monoidal objects in \( (\omega, 1) \)-categories (that is to Gray monoids). Finally, any Gray polygraph can be made into a monoidal object in \( (\omega, 1) \)-polygraphs by sending a Gray polygraphs \( \Sigma \) to the \( (\omega, 1) \)-polygraph \( [\Sigma] \) given by the formulas (5.1.1) and (5.1.2).

The following diagram sums up the situation, where the right-hand square commutes because the free-category functor is monoidal, and the left-hand triangle is just the inclusion of Gray polygraphs into monoid objects in \( (\omega, 1) \)-polygraphs.

**Definition 5.1.2.11.** Let \( \Sigma \) be an \( (\omega, 1) \)-polygraph. We say that \( \Sigma \) is targets-only if for all \( n \geq 2 \), all \( 1 \leq i \leq n \) and all \( A \in \Sigma_n \), \( \partial^-_i A \) is in \( \Sigma_{n-1} \).

We say that a Gray \( (\omega, 1) \)-polygraph \( \Sigma \) is a targets-only polygraph if the \( (\omega, 1) \)-polygraph \( [\Sigma] \) is targets-only. Explicitly, for all \( n \geq 2 \), all \( 1 \leq i \leq n \) and all \( A \in \Sigma_n \), there exists \( A_1 \in \Sigma_{i_1}, \ldots, A_k \in \Sigma_{i_k} \) such that \( \partial^-_i A = A_1 \otimes \ldots \otimes A_k \).
5.1.3 The simplicial monoid of local branchings

**Proposition 5.1.3.1.** Let Cube be the PROP generated by operations \(\downarrow, \uparrow, \varphi, \diamond, \bowtie\), subject to the following relations:

\[
\begin{align*}
\downarrow \uparrow = \uparrow \downarrow & \quad \downarrow \uparrow \varphi = \uparrow \downarrow \varphi \quad \downarrow \varphi = \varphi \uparrow \quad \varphi \bowtie = \downarrow \bowtie = \uparrow \bowtie = \\
\downarrow \diamond = \diamond \uparrow & \quad \downarrow \diamond = \diamond \uparrow \quad \uparrow \diamond = \diamond \uparrow
\end{align*}
\]

Let Simp be the PROP defined by operations \(\downarrow, \varphi\), subject to the following relations:

\[
\begin{align*}
\downarrow \varphi = \varphi \downarrow \quad \varphi \varphi = \varphi \varphi
\end{align*}
\]

The category of symmetric cubical sets, denoted CSet is the category of presheaves on Cube. Similarly, the category of augmented symmetric simplicial sets is denoted SSet is the category of presheaves over Simp. The inclusion functor Simp \(\to\) Cube gives rise to an adjunction between SSet and CSet.

Moreover, the monoidal structures on Cube and Simp give rise by Day convolution to monoidal structures on augmented symmetric cubical sets and augmented symmetric simplicial sets. Define a cubical monoid (resp. a simplicial monoid) as a monoid object in CSet (resp. SSet). The functors in the adjunction preserve the monoidal structures, and so induce functors between the categories of cubical and simplicial monoids.

**Definition 5.1.3.2.** Let \(\Sigma\) be a monoidal 1-polygraph. A rewriting step \(f\) is an element of \(\Sigma^+\), the free \(\Sigma^*_0\)-bimodule. We call \(s(f)\) its source. A local \(n\)-branching (for \(n \geq 0\)) is an \(n\)-tuple \((f_1, \ldots, f_n)\) of rewriting steps of same source. We denote by \(\text{LocBr}(\Sigma)\) the set of all \(n\)-local branchings. We extend that to \(n = 0\) by saying that a 0-local branching is just an element of \(\Sigma^*_0\).

**Definition 5.1.3.3.** Let \(\Sigma\) be a monoidal 1-polygraph. We define:

- For all \((f_1, \ldots, f_n) \in \text{LocBr}(\Sigma)_n\), and \(1 \leq i \leq n\), if \(n = 1\) then we define \(\partial_i f = s(f)\) and otherwise, let \(\partial_i(f_1, \ldots, f_n)\) be the following \(n - 1\)-branching:
  \[
  (f_1, \ldots, f_{i-1}, f_{i+1}, \ldots, f_n)
  \]
- For all \((f_1, \ldots, f_n) \in \text{LocBr}(\Sigma)_n\), and \(1 \leq i \leq n\), let \(\epsilon_i(f_1, \ldots, f_n)\) be the branching
  \[
  (f_1, \ldots, f_i, f_i, f_{i+1}, \ldots, f_n)
  \]
- For all \((f_1, \ldots, f_i) \in \text{LocBr}(\Sigma)_i\) and \((g_1, \ldots, g_j) \in \text{LocBr}(\Sigma)_j\) respectively of source \(u\) and \(v\), let \(\tilde{f} \otimes \tilde{g}\)
  \[
  (ug_1, \ldots, ug_j, f_1v, \ldots, f_iv)
  \]

Finally, \(S_n\) acts on \(\text{LocBr}(\Sigma)\) by permuting the rewriting steps.

The following proposition is a straightforward verification of the axioms.

**Proposition 5.1.3.4.** Let \(\Sigma\) be monoidal 1-polygraph. The family of local branchings \(\text{LocBr}(\Sigma)\) equipped with the applications \(\partial_i\), \(\epsilon_i\) and \(\otimes\) forms a simplicial monoid.

**Proposition 5.1.3.5.** The forgetful functor \(U : (\omega, 1)\text{--Cat} \to \text{CSet}\) is lax monoidal, that is there exists in \(\text{CSet}\) a morphism \(\epsilon : \top \to U(\top)\) and, naturally in \(A, B \in \omega\text{--Cat}\) a morphism \(\mu_{A,B} : U(A) \otimes U(B) \to U(A \otimes B)\) satisfying the usual conditions.
Proof. Notice that in the terminal cubical \((\omega, 1)\)-category there is only one cell in each dimension. Therefore, \(U(T) = T\) and \(\epsilon\) is defined as the identity. For the morphism \(\mu_{A,B}\), recall that the product (of \((\omega, 1)\)-categories) \(A \otimes B\) is generated by elements of the form \(A \otimes B\) with \(A \in A\) and \(B \in B\). The map \(A \otimes B \mapsto A \otimes B\) therefore induces a morphism \(\mu_{A,B}\).

**Proposition 5.1.3.6.** The functor \(U\) induces a functor from Gray \((\omega, 1)\)-monoids to cubical monoids.

Proof. More generally, a lax monoidal functor between two monoidal categories induces a functor between the categories of monoidal objects in the two categories.

**Definition 5.1.3.7.** We denote by \(V\) the composite of the forgetful functor from Gray \((\omega, 1)\)-monoids to cubical monoids with the one from cubical monoid to simplicial monoids.

**Theorem 5.1.3.8.** Let \(\Sigma\) be a terminating targets-only Gray \((\omega, 1)\)-polygraph, and let \(M = \Sigma G(0)/\Sigma G(0)\) be the monoid presented by \(\Sigma\). We suppose that there exists a morphism of simplicial monoids

\[ \Phi : \text{LocBr}(\Sigma) \to V(\Sigma G(1)) \]

such that for all \(A \in \Sigma\), \(\Phi(\text{br}(A)) = A\).

Then the morphism \(\Sigma G(0) \to M\) is an equivalence of \(\omega\)-groupoids.
5.2 Proof of Theorem 5.1.3.8

The proof of Theorem 5.1.3.8 in Section 5.2.3 relies on the description of a complicated composite of cells. To simplify the expression of this composite, we introduce two main tools: in Section 5.2.2, we introduce a generalised notion of connection, built in any cubical \((\omega, 1)\)-category as a composite of connections and of permutations, while in Section 5.2.2 we introduce a generalised form of composition, similar to pasting schemes.

5.2.1 Generalised connections

Before defining new notions of connections, we start by defining new notations for operations on permutations.

**Lemma 5.2.1.1.** Let \(\sigma \in \mathfrak{S}_n\) et \(i, j \leq n + 1\). There exists a unique permutation \(\tau \in \mathfrak{S}_{n+1}\) satisfying

\[
\begin{align*}
\hat{e}_j \tau &= \sigma \\
\tau \cdot j &= i
\end{align*}
\]

*Proof.* It is the following permutation:

\[
k \mapsto \begin{cases} (k_j \cdot \sigma)^i & k \neq j, \\
i & k = j.
\end{cases}
\]

**Definition 5.2.1.2.** We denote by \(\sigma[i \mapsto j]\) the permutation such that

\[
\begin{align*}
\hat{e}_i \sigma[i \mapsto j] &= \sigma \\
\sigma[i \mapsto j] \cdot i &= j
\end{align*}
\]

In particular if \(\sigma = 1\), we simply write \([i \mapsto j]\).

**Lemma 5.2.1.3.** The following equality hold for every \(k \neq i\):

\[
\hat{e}_k (\sigma[i \mapsto j]) = (\hat{e}_k \sigma)[i \mapsto j_{(k, \sigma)^i}]
\]

In particular, we have \([i \mapsto j]^r = [j \mapsto i]\) and \(\hat{e}_k[i \mapsto j] = [i_k \mapsto j_{(k, \sigma)^i}].\) For \(k \neq j\), this last formula becomes \(\hat{e}_k[i \mapsto j] = [i_k \mapsto j_k].\)

*Proof.* Indeed, we have

\[
\begin{align*}
\hat{e}_k \hat{e}_k (\sigma[i \mapsto j]) &= \hat{e}_k \hat{e}_i (\sigma[i \mapsto j]) = \hat{e}_k \sigma \\
(i_k \cdot \hat{e}_k (\sigma[i \mapsto j])) &= (i_k \cdot \sigma[i \mapsto j])_u,
\end{align*}
\]

where \(u = k \cdot \sigma[i \mapsto j] = (k \cdot \sigma)^i\). Using the fact that \((i_k \cdot \sigma[i \mapsto j]) = i \cdot \sigma[i \mapsto j] = j,\) we get the required formula. In the case where \(k \neq j,\) let us prove that \(j_{(k, \sigma)^i} = j_k:\)

- If \(k < i, j\) then \((k_i)^j = k^j = k.\)
- If \(i, j < k\) then \((k_i)^j = (k - 1)^j = k.\)
- If \(j < k < i\) then \((k_i)^j = k + 1,\) and \(j_{k+1} = j = j_k.\)
- If \(i < k < j\) then \((k_i)^j = k - 1,\) and \(j_{k-1} = j - 1 = j_k.\)
**Definition 5.2.1.4.** Let \( C \) be a cubical \((\omega,1)\)-category. For any \( n \geq 2 \) and \( 1 \leq i \neq j \leq n \), we define \( \Gamma^\alpha _{i,j} := [i \to j_1] \cdot \Gamma^\alpha _{j,i} \). In particular, we have \( \Gamma^\alpha _{i,i} = \Gamma^\alpha _{i,i+1} \).

**Example 5.2.1.5.** Diagrammatically, we can represent the generalised connections \( \Gamma^\alpha _{i,j} \) as follows, respectively for \( i < j \) and \( i > j \):

![Diagram](image)

**Proposition 5.2.1.6.** For every \( i \neq j \) and every \( \alpha \), the cell \( \Gamma^\alpha _{i,j} \) is the only thin cell satisfying for every \( k \) and every \( \beta \):

\[
\partial^\beta _k \Gamma^\alpha _{i,j} A = \Gamma^\alpha _{i,k,j} \partial^\beta _k A \
\partial^\beta _i \Gamma^\alpha _{i,j} A = \begin{cases} A & \beta = \alpha \\ \epsilon_j \epsilon_i^\beta & \beta = -\alpha \end{cases} \\
\partial^\beta _j \Gamma^\alpha _{i,j} A = \begin{cases} [i_j \to j_1] \cdot A & \beta = \alpha \\ \epsilon_i \epsilon_j^\beta & \beta = -\alpha \end{cases}
\]

**Proof.** The cell \( \Gamma^\alpha _{i,j} \) is thin by Lemma 4.2.3.3, and thin cells are uniquely determined by their shell. As for the relations, let \( k \neq i,j \).

We first evaluate \( \partial_k [i \to j_1] \). Using the formulas from Lemma 4.1.1.3, we have: \((k_i)^{j_1} = (k_{i_1})^{j_1} = (k_{j_1})^{i_1} = j_{k_i} \cdot (k_i)_{j_1} = j_{k_{j_1}} \cdot (k_{j_1})_{i_1} \). Hence, \( a := (j_{i_1})_{(k_{i_1})_{j_1}} = (j_{j_1})_{(k_{j_1})_{i_1}} = j_{k_{i_1}} \cdot j_{k_{j_1}} \cdot (j_{k_{j_1}})^{i_1} \). Now \((i_1)_{k_j} = (i_{k_j})^{j_1} = (v_j)^{i_1} \) so \( a = j_{k_{j_1}} \cdot (j_{i_1})_{j_1} = (j_{k_{j_1}})^{i_1} \). And finally \( \partial_k [i \to j_1] = [i_k \to (j_{k_{j_1}})] \). We now consider the second term. Let \( u = k \cdot [i \to j_1] = (k_{i_1})^{j_1} \). Then we have \( u \neq j_1, j_{i_1} + 1 \) and so

\[
\partial^\beta _u \Gamma^\alpha _{j,i} A = \Gamma^\alpha _{j,u} \epsilon^\alpha _{u_1} A = \Gamma^\alpha _{j_1,k} \epsilon^\beta _{k_1} A = \Gamma^\alpha _{j_1,k} \epsilon^\beta _{k_1} A
\]

And so finally:

\[
\partial^\beta _k \Gamma^\alpha _{i,j} A = [i_k \to (j_{k_{j_1}})] \cdot \Gamma^\alpha _{j_1,k} \epsilon^\beta _{k_1} A = \Gamma^\alpha _{i_k,j} \epsilon^\beta _{k_1} A
\]

As for the other relations,

\[
\partial^\beta _i \Gamma^\alpha _{i,j} A = \partial^\beta _i ([i \to j_1] \cdot \Gamma^\alpha _{j,i} A) = \partial^\beta _i [i \to j_1] \cdot \partial^\beta _i [i_j \to j_1] \Gamma^\alpha _{j,i} A
\]

\[
= \partial^\beta _i \Gamma^\alpha _{j,i} A = \begin{cases} A & \beta = \alpha \\ \epsilon_j \epsilon_i^\beta & \beta = -\alpha \end{cases}
\]

\[
\partial^\beta _j \Gamma^\alpha _{i,j} A = \partial^\beta _j ([i \to j_1] \cdot \Gamma^\alpha _{j,i} A) = \partial^\beta _j [i \to j_1] \cdot \partial^\beta _j [i_j \to j_1] \Gamma^\alpha _{j,i} A
\]

\[
= [i_j \to j_1] \cdot \partial^\beta _j [i \to j_1] \cdot \Gamma^\alpha _{j,i} A = \begin{cases} [i_j \to j_1] \cdot A & \beta = \alpha \\ [i_j \to j_1] \cdot \epsilon_j \epsilon_i^\beta \cdot A = \epsilon_i \epsilon_j^\beta \cdot A & \beta = -\alpha \end{cases}
\]
Lemma 5.2.1.7. For all \( 1 \leq i \neq j \leq n \), and \( 1 \leq k \leq n \) we have the equality \( [k \mapsto i] \cdot \Gamma_{i,j}^\alpha = \Gamma_{k,(j,k)}^\alpha \).

Proof. Indeed, we have by definition of \( \Gamma_{i,j}^\alpha \):
\[
[k \mapsto i] \cdot \Gamma_{i,j}^\alpha = [k \mapsto i] \cdot [i \mapsto j] \cdot \Gamma_{j,i}^\alpha = [k \mapsto (j,i)_k] \cdot \Gamma_{(j,i)_k}^\alpha = \Gamma_{k,(j,i)_k}^\alpha = \Gamma_{k,(j,k)}^\alpha .
\]

Notation 5.2.1.8. Let \( E \subseteq \mathbb{N} \) and \( i \in \mathbb{N} \). Let us denote by \( E^i \) the set of elements of the form \( n^i \), for \( n \in E \). Similarly, if \( i \notin E \), we denote by \( E_i \) the set of elements of the form \( n_i \), for \( n \in E \).

If \( E \subseteq \mathbb{N} \) is finite, we denote by \( \epsilon_E \) the composite \( \epsilon_E = \epsilon_{i_1} \ldots \epsilon_{i_n} \), where \( E = \{i_1, \ldots, i_n\} \) and \( i_1 > i_2 > \ldots > i_n \).

Definition 5.2.1.9. For any \( n \geq 1 \), \( 1 \leq i \leq n \), \( m \geq 0 \), \( E \subseteq \{1, \ldots, n+m\} \) of cardinality \( m+1 \) and \( A \in \mathcal{C}_n \), we define a cell \( \Gamma_{i,k}^{E,a} \in \mathcal{C}_{n+m} \) recursively on \( n+m \) as follows:

- If \( m = 0 \), and \( E = \{j\} \) then \( \Gamma_{i,k}^{E} := [j \mapsto i] \).
- Otherwise, then \( \Gamma_{i,k}^{E} \) is the only thin cell satisfying:
\[
\partial_1^{\alpha} \Gamma_{i,k}^{E} = \begin{cases} 
\Gamma_{j_i,k_i}^{E} & k \notin E \\
\Gamma_{j_i,k_i}^{E,(k_i)} & k \in E \quad \alpha = \beta \\
\epsilon_E & k \in E \quad \alpha \neq \beta
\end{cases}
\]

Proof. We need to prove that there indeed exists a thin cell with the specified shell. Suppose \( E = F \cup \{j\} \) and fix \( k \in F \). Then we define: \( \Gamma_{i,k}^{E} := \Gamma_{j,k}^{E} \cdot \Gamma_{i,k}^{F} \). Let us check that the shell of this cell is the required one.

Case \( l \notin E \):
\[
\partial_1^{\alpha} \Gamma_{i,k}^{E} = \partial_1^{\alpha} \Gamma_{j,k}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F} = \Gamma_{j_i,k_i}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F} = \Gamma_{j_i,k_i}^{E,(j_i,k_i)} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F}
\]

On the other hand, using the fact that \( E_l = F_l \cup \{j_l\} \) and \( k_l \in F_l \):
\[
\partial_1^{\alpha} \Gamma_{i,k}^{E} = \Gamma_{i,(E_l)}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F} = \Gamma_{j_i,k_i}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F}
\]

And the two expressions coincide because \( l_E = l_{j,F} \). Suppose now \( l \in E \) and \( \alpha = \beta \).

Case \( l \in E, \alpha = \beta \) and \( l \neq j, k \):
\[
\partial_1^{\alpha} \Gamma_{i,k}^{E} = \partial_1^{\alpha} \Gamma_{i,k}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F} = \Gamma_{j_i,k_i}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F} = \Gamma_{j_i,k_i}^{E,(j_i,k_i)} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F}
\]

and on the other hand, using the fact that \( (E \setminus \{l\})_l = (F \setminus \{l\})_l \cup \{j_l\} \) and \( k_l \in (F \setminus \{l\})_l \):
\[
\partial_1^{\alpha} \Gamma_{i,k}^{E} = \Gamma_{i,(E \setminus \{l\})_l}^{E} = \Gamma_{j_i,k_i}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F}
\]

And the two sides coincide using the fact that \( (F \setminus \{l\})_l = (E \setminus \{l\})_l \).

Case \( l \in E, \alpha = \beta \) and \( l = j \):
\[
\partial_1^{\alpha} \Gamma_{i,k}^{E} = \partial_1^{\alpha} \Gamma_{i,k}^{E} \cdot \partial_1^{\alpha} \Gamma_{i,k}^{F} = \Gamma_{i,k}^{E} = \Gamma_{i,(E \setminus \{j\})_l}^{E} = \partial_1^{\alpha} \Gamma_{i,k}^{E}
\]
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Case $l \in E$, $\alpha = \beta$ and $l = k$:

$$\tilde{\gamma}_k^\alpha \Gamma_i^\alpha,E = \tilde{\gamma}_k^\alpha \Gamma_i^\alpha,F_j = [j_k \mapsto j] \cdot \Gamma_i^\alpha,F_j$$

If $F = \{k\}$ then $\Gamma_i^\alpha,F_j = [j_k \mapsto i]$ and we have $\tilde{\gamma}_k^\alpha \Gamma_i^\alpha,E = [j_k \mapsto i] = \Gamma_i^\alpha,(E \setminus \{k\})$. Otherwise, let $G \neq \emptyset$ such that $F = G \cup \{k\}$ and let $x \in G$. Then by induction $\Gamma_i^\alpha,F_j = \Gamma_i^\alpha,F_{k,x} \Gamma_i^\alpha(G_i k)$ and so, using Lemma 5.2.1.7:

$$\tilde{\gamma}_k^\alpha \Gamma_i^\alpha,E = [j_k \mapsto k] \cdot \Gamma_i^\alpha,F_k \Gamma_i^\alpha,G_{j,k} = \Gamma_i^\alpha,G_{j,k} = \Gamma_i^\alpha,(G \cup \{j\}) = \Gamma_i^\alpha,(E \setminus \{k\})$$

Case $l \in E$, $\alpha \neq \beta$ and $l \neq j, k$:

$$\tilde{\gamma}_j^\alpha \Gamma_i^\beta,E = \tilde{\gamma}_j^\alpha \Gamma_i^\beta,F_j = \Gamma_i^\beta,F_j = \Gamma_i^\beta,\Gamma_i^\alpha,F_j = \Gamma_i^\alpha,F_j$$

Case $l \in E$, $\alpha \neq \beta$ and $l = j$:

$$\tilde{\gamma}_j^\alpha \Gamma_i^\beta,E = \tilde{\gamma}_j^\alpha \Gamma_i^\beta,F_j = \Gamma_i^\beta,F_j = \Gamma_i^\beta,\Gamma_i^\alpha,F_j = \Gamma_i^\alpha,F_j = \Gamma_i^\alpha,(E \setminus \{j\}) \tilde{\gamma}_i^\alpha$$

Case $l \in E$, $\alpha \neq \beta$ and $l = k$:

$$\tilde{\gamma}_k^\alpha \Gamma_i^\beta,E = \tilde{\gamma}_k^\alpha \Gamma_i^\beta,F_j = \Gamma_i^\beta,F_j = \Gamma_i^\beta,\Gamma_i^\alpha,F_j = \Gamma_i^\alpha,F_j = \Gamma_i^\alpha,(E \setminus \{k\}) \tilde{\gamma}_i^\alpha$$

Example 5.2.1.10. The point of these generalised connections is to make use of the (co)associativity relation they verify. Together with the action of the symmetric group, it means that a (connected) composite of connections is uniquely determined by the indices of its set of output and by the index of its input. For example for $n = 4$, the connection $\Gamma^\alpha_{2,1,3,4}$ can equally be represented by any the following diagrams:

5.2.2 Generalised composition

If $A$ and $B$ are two 2-cells in a cubical $\omega$-category, then one can talk of the following composites respectively as $2 \times 1$ and $1 \times 2$ composites. The goal of this Section is to formalise this idea and to extend it to higher dimension.
Notation 5.2.2.1. Let \( I \) be a finite totally ordered set, and \( x \in I \). If \( x \neq \max(I) \) (resp. \( x \neq \min(I) \)), we denote by \( S(x) \) (resp. \( P(x) \)) the smallest element in \( I \) greater than \( x \) (resp. the greater element in \( I \) smaller than \( x \)).

Let \( I_1, \ldots, I_n \) be totally ordered finite sets. For \( s \in I_1 \times \ldots \times I_n \), and \( 1 \leq i \leq n \) such that \( s_i \neq \max(I_i) \) (resp. \( s_i \neq \min(I_i) \)). We denote by \( S(s) \) (resp. \( P(s) \)) the element of \( I_1 \times \ldots \times I_n \) given by:

\[
(S(s))_j = \begin{cases} s_j & j \neq i \\ S(s_i) & j = i \end{cases} \quad (P(s))_j = \begin{cases} s_j & j \neq i \\ P(s_i) & j = i \end{cases}
\]

Definition 5.2.2.2. Let \( I_1, \ldots, I_n \) be finite totally ordered non-empty sets, and \( C \) be a cubical \( \omega \)-category. An \( I_1 \times \ldots \times I_n \)-grid in \( C \) is the data of a family of cells \( C_s \) in \( C_n \), for any \( s \in I_1 \times \ldots \times I_n \).

An \( I_1 \times \ldots \times I_n \)-grid \( C_s \) is said to be composable if, for any \( s \in I_1 \times \ldots \times I_n \) such that \( s_i \neq \max(I_i) \), \( \hat{e}_i^+ C_s = \hat{e}_{i}^- C_{s,i} \).

Lemma 5.2.2.3. Let \( C_s \) be a composable \( I_1 \times \ldots \times I_n \)-grid, and let \( x \in I_i \) such that \( x \neq \max(I_i) \).

Let \( D_s \) be the following \( I_1 \times \ldots \times I_n \)-grid:

\[
D_s = \begin{cases} C_s & s_i \neq S(x) \\ C_{P,s,i} \, C_s & s_i = S(x) \end{cases}
\]

Then the grid \( D_s \) is composable. We denote it by \( \text{comp}^1_s(C_s) \).

Proof. Let \( I'_1 = I_j \) if \( j \neq i \) and \( I'_i = I_i \setminus \{x\} \). To avoid confusions, we denote by \( S' \) and \( P' \) the operations \( S \) and \( P \) taken in an \( I'_i \)-grid. Let \( t \in I'_1 \times \ldots \times I'_n \) such that \( t_k \) is not maximal, and let us show that \( \hat{e}_k^+ D_t = \hat{e}_k^- D_{S'^{t}S}\).

We distinguish multiple cases:

- If \( k \neq i \) and \( t_i \neq S(x) \). Then \( D_t = C_t \) and \( D_{S'^{t}S} = C_{S,t} \), and so the composability of \( C_s \) gives the required result.
- If \( k \neq i \) and \( t_i = S(x) \). Then \( D_t = C_{P,t} \, C_t \) and \( D_{S'^{t}S} = C_{P,t} \, C_{S,t} \), and so:
  \[
  \hat{e}_k^+ D_t = \hat{e}_k^+ C_{P,t} \, \hat{e}_k^+ C_t = \hat{e}_k^- C_{S,t} \, \hat{e}_k^- C_{S,t} = \hat{e}_k^-(C_{P,t} \, C_{S,t}) = \hat{e}_k^- D_{S'^{t}S}
  \]
- If \( k = i \) and \( t_i \neq P(x), S(x) \), then \( D_t = C_t \) and \( D_{S'^{t}S} = C_{S,t} \), and so the composability of \( C_s \) gives the required result.
- If \( k = i \) and \( t_i = P(x) \), then \( \hat{e}_i^+ D_t = \hat{e}_i^+ C_t \), and \( \hat{e}_i^- D_{S'^{t}S} = \hat{e}_i^-(C_{P,t} \, C_{S,t}) = \hat{e}_i^- C_{P,t} \, C_{S,t} \), and the two are equal by composability of \( C_s \).
- The case where \( k = i \) and \( t_i = S(x) \) is similar.

\[\square\]

Proposition 5.2.2.4. Let \( I_1, \ldots, I_n \) be finite non-empty totally ordered sets, and \( x \in I_i \) and \( y \in I_j \) be two distinct non-maximal elements. Then for any \( I_1 \times \ldots \times I_n \)-composable grid \( C_s \), we have:

\[
\text{comp}^1_y \circ \text{comp}^1_x(C_s) = \text{comp}^1_x \circ \text{comp}^1_y(C_s)
\]

In particular, all the composite of maps of the form \( \text{comp}^1_x \) from \( I_1 \times \ldots \times I_n \)-grids to composable \( \top \times \ldots \times \top \)-grids are equal (where \( \top \) denotes the terminal ordered set). Since a composable \( \top \times \ldots \times \top \)-grid is just an element of \( C_n \), this defines a map \( \text{Comp} \) from composable \( I_1 \times \ldots \times I_n \)-grids to \( C_n \).
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Proof. We distinguish two cases depending whether $i = j$ or not. If $i = j$, we can suppose without loss of generality that $x < y$. We then have, for all $t \in I_1 \times \ldots \times I_n$ such that $t_i \neq x, y$:

- If $y = S(x)$:

$$
\begin{align*}
\text{comp}^i_y \circ \text{comp}^i_x(C_s)_t &= \begin{cases} 
C_t & t_i \neq S(y) \\
(C_P, P_t \ast_i C_P, P_t) \ast_i C_t & t_i \neq S(y)
\end{cases}
\end{align*}
$$

$$
\begin{align*}
\text{comp}^j_y \circ \text{comp}^j_x(C_s)_t &= \begin{cases} 
C_t & t_j \neq S(x), S(y) \\
(C_P, P_j \ast_i C_P, P_j) \ast_j (C_P, P_t \ast_i C_t) & t_i \neq S(y)
\end{cases}
\end{align*}
$$

Using the associativity of $\ast_i$, the two are equal.

- If $y \neq S(x)$, then we have the following formula (once again symmetric in $x$ and $y$):

$$
\begin{align*}
\text{comp}^j_y \circ \text{comp}^i_x(C_s)_t &= \begin{cases} 
C_t & t_i \neq S(x), S(y) \\
C_P, P_t \ast_i C_t & t_i = S(x), S(y)
\end{cases}
\end{align*}
$$

Suppose now that $i \neq j$. Then we have:

$$
\text{comp}^j_y \circ \text{comp}^i_x(C_s)_t = \begin{cases} 
C_t & t_j \neq S(x) \text{ and } t_i \neq S(y) \\
C_P, P_t \ast_i C_t & t_i = S(x) \text{ and } t_j \neq S(y) \\
(C_P, P_t \ast_i C_P, P_t) \ast_j (C_P, P_t \ast_i C_t) & t_i \neq S(x) \text{ and } t_j = S(y)
\end{cases}
$$

Using the fact that $P_tP_j = P_jP_t$ and the exchange law between $\ast_i$ and $\ast_j$, the expression is symmetric in $x$ and $y$.

Definition 5.2.2.5. Let $C_s$ be a composable $I_1 \times \ldots \times I_n$-grid in a cubical $\omega$-category $C$, and let $A \in C_n$. Let us denote by $m_i$ the minimum of $I_i$ and let $m$ be the element of $I_1 \times \ldots \times I_n$ formed by those minimums. We say that $C_s$ is an $A$-simple grid if for all $s \in I_1 \times \ldots \times I_n$, $C_{s, s} \in \text{Im}(\epsilon_k)$ and $C_m = A$.

Lemma 5.2.2.6. Let $C_s$ be an $A$-simple composable $I_1 \times \ldots \times I_n$-grid in a cubical $\omega$-category $C$, for some $A \in C_n$. Let $m_i$ be the minimum of $I_i$. If $m_i$ is not maximal in $I_i$ (that is, if $I_i \neq \top$), then $\text{comp}^i_{m_i} C_s$ is an $A$-simple $I_1 \times \ldots \times I_i \setminus \{m_i\} \times \ldots \times I_n$-grid.

Proof. Let $D_* = \text{comp}^i_{m_i}(C_s)$, and let $t \in I_1 \times \ldots \times I_i \setminus \{m_i\} \times \ldots \times I_n$. Then we have:

- If $t_i \neq S(m_i)$, then $D_{s, t} = C_{s, t} \in \text{Im}(\epsilon_k)$.

- If $t_i = S(m_i)$ and $k = i$ then $D_{s, t} = C_{s, t} \in \text{Im}(\epsilon_i)$.

- If $t_i = S(m_i)$ and $k \neq i$ then $D_{s, t} = C_{P_s, P_t} \ast_i C_{s, t} = C_{s, P_t} \ast_i C_{s, t}$.

Finally, if $t_i = m_i$ for all $j \neq i$ and $t_i = S(m_i)$ then $D_t = C_{p, t} \ast_i C_t = A \ast_i C_{m, m} = A$ because $C_{s, m} \in \text{Im}(\epsilon_i)$. So finally $D_*$ is an $A$-simple grid.

Proposition 5.2.2.7. Let $C_s$ be an $A$-simple grid. Then $\text{Comp}(C_s) = A$.

Proof. We reason by induction on the sum of the cardinalities of $I_1, \ldots, I_n$. If they are all singletons then $C_s$ is just the data of $A$ and so $\text{Comp}(C_s) = A$. Otherwise, then there exists $1 \leq i \leq n$ such that $I_i$ is not a singleton. Let $m_i$ be the minimum of $I_i$. By Lemma 5.2.2.6, $\text{comp}^i_{m_i}(C_s)$ is an $A$-simple grid. Using the induction hypothesis, we therefore have $\text{Comp}(C_s) = \text{Comp}(\text{comp}^i_{m_i}(C_s)) = A$. 
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5.2.3 Construction of the normalisation strategy

Let us fix a Gray \((\omega, 1)\)-polygraph \(\Sigma\) satisfying the hypothesis of Theorem 5.1.3.8. Let \(M\) be the monoid presented by \(\Sigma\), and let us denote by \(\text{NF} : M \to \Sigma^{G(0)}\) the inclusion of the normal forms, and by \(\pi : \Sigma^{G(0)} \to M\) the canonical projection. Note that \(\pi\) is a morphism of Gray monoids, while \(\text{NF}\) is just a morphism of \(\omega\)-groupoids. We are going to show that the two from an equivalence of \(\omega\)-groupoid.

Note first that \(\pi \circ \text{NF} = id_M\). We now need to define a natural transformation \(S : id_{\Sigma^{G(0)}} \Rightarrow \text{NF} \circ \pi\). To do that, we start by making use of the fact that \(\Sigma\) is a Gray \((\omega, 1)\)-polygraph and that \(\text{NF}\) and \(\pi\) are induced by morphisms of \((\omega, 1)\)-categories. This means that we can start by defining a natural transformation \(S : id_{\Sigma^{G(1)}} \Rightarrow \text{NF} \circ \pi\).

Using the fact that \(\Sigma^{G(1)}\) is the free \((\omega, 1)\)-category on the \((\omega, 1)\)-polygraph \([\Sigma]\), constructing \(S\) amounts to finding, for any \(A \in \Sigma\), a cell \(S(A) \in [\Sigma]_{n+1}^{G(1)}\), satisfying the following relations (recursively in \(n\)):

- \(\partial^-_i S(A) = A\).
- \(\partial^+_i S(A) = \text{NF} \circ \pi(A)\).
- For \(1 \leq i \leq n\) and \(\alpha = \pm\), \(\partial^\alpha_{i+1} S(A) = S(\partial^\alpha_i(A))\).

**Definition 5.2.3.1.** Let \(A \in \Sigma\). There exists \(A_1, \ldots, A_k \in \Sigma_{i_1} \times \cdots \times \Sigma_{i_k}\) such that \(A = A_1 \otimes \cdots \otimes A_k\). Let \(f := \text{br}(A_1) \otimes \cdots \otimes \text{br}(A_k)\) and let \(u\) be the source of \(f\). Let \(\hat{g} := (\tau_u, f)\): we denote by \(\tau_A\) the cell defined in Definition 5.2.3.1). Then there exists a morphism of augmented symmetric simplicial sets \(\Phi : \text{BrLoc}(\Sigma)_{\leq n} \to V(\Sigma^{G(1)})\) such that for all \(A \in \Sigma\), \(\Phi(\text{br}(A)) = A\).

For any \(A \in \Sigma_{\leq n}\), let \(\tau_A \in \Sigma^{G(1)}\) be the cell defined as in Definition 5.2.3.1). Then there exists a unique natural transformation \(S\) from \(\tau_A\) to \(\text{NF} \circ \pi\) such that for any \(A \in \Sigma_m\) for
m < n, the \{-1, 0, 1\} \times \{0, 1\}^m\text{-grid } C^A_\bullet \text{ defined as follows}

\[
C^A_s = \begin{cases} 
\tau_A & s = (0, \ldots, 0) \\
\epsilon_1 A & s = (-1, 0, \ldots, 0) \\
\Gamma_1^{-s}(1) \Gamma_1^+ S(\hat{\varepsilon}_1^+ \hat{\tau}_s^{-1}(1) \tau_A) & s(1) = -1 \\
\Gamma_1^{-s}(1) S(\hat{\varepsilon}_s^{-1}(1) \tau_A) & s(1) \neq -1 
\end{cases} \quad (5.2.1)
\]

is composable and \(S(A) = \text{Comp}(C^A_\bullet)\).

**Case** \(n = 0\) \ We define \(S\) inductively on \(u \in [\Sigma]_0\). If \(u\) is a normal form for \(\Sigma_1\) then \(S(u) = 1_u\), otherwise formula (5.2.1) become simply \(S(u) = \epsilon_1 u *_1 \tau_u *_1 S(\hat{\varepsilon}_1^+ \tau_u) = \tau_u *_1 S(\hat{\varepsilon}_1^+ \tau_u)\). Denoting by \(u'\) the target of \(\tau_u\), we have:

\[S(u) := \frac{u}{\tau_u} \frac{u'}{S(u')} \frac{\hat{u}}{\hat{u}}\]

**Case** \(n = 1\) \ Let \(f : u \to v \in [\Sigma]_1\). We reason by induction on \(u = \hat{\varepsilon}_1^+ f\). Let us denote by \(u'\) the target of \(\tau_u\). Then Formula (5.2.1) gives us the following formula for \(S(f)\). Remark in particular that the faces satisfy the required conditions:

\[
S(f) := \begin{array}{c}
\tau_u \\
\epsilon_1 f \\
\tau_f \\
\tau_u \\
1 \\
2 \\
1 \\
\end{array}
\]

**General case** \ We fix an \(k > m > 0\), and let \(A \in [\Sigma]_m\). We reason by induction on the source \(u \in [\Sigma]_0\) of \(A\). Suppose that \(S\) is defined on any generator of source smaller than \(u\). Let \(C^A_\bullet\) be the grid defined by (5.2.1).

**Lemma 5.2.3.5.** The \(-1, 0, 1\} \times \{0, 1\}^m\text{-grid } C^A_\bullet \text{ is composable.}

**Proof.** Let us decompose \(A = A_1 \otimes \ldots \otimes A_p\), with \(A_j \in [\Sigma]_{m_j}\) for \(1 \leq j \leq p\). Let \(\bar{f} := \text{br}(A), \bar{g} = (\tau_u, \bar{f})\).

We need to check that for all \(s\) and for all \(i, \hat{\varepsilon}_i^+ C^A_s = \hat{\varepsilon}_i^- C^A_{s,i}\). Let us first check the case \(s = (-1, 0, \ldots, 0)\). For \(i = 1\) we have:

\[
\hat{\varepsilon}_1^+ C^A_s = A = \hat{\varepsilon}_1^- \tau_A = \hat{\varepsilon}_1^- C^A_{1,s}
\]
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And for $i \neq 1$, we have (using the fact that $(S_i,s)^{-1} = \{i\}$):

$$
\begin{align*}
\partial^+ C^A_s &= \epsilon_1 \partial^+_{i-1} A \\
\partial^- C^A_{S_i} &= \partial^- i \Gamma_1^{-1}(S_i,s)^{-1}(1) \Gamma_s \partial_i^+ \partial^+_{(S_i,s)^{-1}(1)} \tau_A \\
&= \partial^- i \Gamma_1^{-d} \Gamma_s \partial_i^+ \partial^+_{(S_i,s)^{-1}(1)} \tau_A \\
&= \partial^-_i [i \mapsto 1] \Gamma_s \partial_i^+ \partial^+_{(S_i,s)^{-1}(1)} \tau_A \\
&= \partial_i \Gamma_1^+ \partial^+_{(S_i,s)^{-1}(1)} \tau_A = \epsilon_1 \partial_{(S_i,s)^{-1}(1)} A = \epsilon_1 \partial^+_i A
\end{align*}
$$

Let us now check the case $s = (0, \ldots, 0)$. Then once again $(S_i,s)^{-1} = \{i\}$, and we have:

$$
\begin{align*}
\partial^+ C^A_s &= \partial^+_i \tau_A \\
\partial^- C^A_{S_i} &= \partial^- i \Gamma_1^{-1}(S_i,s)^{-1}(1) S(\partial^-_{(S_i,s)^{-1}(1)} \tau_A) \\
&= \partial^- i \Gamma_s \partial_i^+ \partial^+_{(S_i,s)^{-1}(1)} \tau_A \\
&= \epsilon_1 \partial^+_i \tau_A = \partial^+_i \tau_A
\end{align*}
$$

Suppose now $s(1) = -1$. Then we distinguish two cases.

- **If $i = 1$** then $(S_1,s)^{-1} = s(1)$ and we have:

$$
\begin{align*}
\partial^+ C^A_s &= \partial^+_1 \Gamma_1^{-s(1)} \Gamma_1^+ S(\partial^-_1 \partial^+_{s(1)} \tau_A) = \Gamma_1^{-s(1)} \partial^+_1 \Gamma_1^+ S(\partial^-_1 \partial^+_{s(1)} \tau_A) \\
&= \Gamma_1^{-s(1)} \partial^+_1 \Gamma_1^+ S(\partial^-_1 \partial^+_2 \tau_A) \\
\partial^- C^A_{S_1} &= \partial^-_1 \Gamma_1^{-s(1)} S(\partial^+_1 \tau_A) = \Gamma_1^{-s(1)} \partial^-_1 S(\partial^+_1 \tau_A) \\
&= \Gamma_1^{-s(1)} \partial^-_1 S(\partial^+_1 \tau_A)
\end{align*}
$$

- **If $i \neq 1$**, note first that $i_{s(1)} + 1 \neq 1, 2$. Indeed, if $i_{s(1)} + 1 = 2$ then $i_{s(1)} = 1$, and so \{1, \ldots, i - 1\} $\subset s(1)$ which is impossible since $s(1) = -1$. So finally we have:

$$
\begin{align*}
\partial^+ C^A_s &= \partial^+_i \Gamma_1^{-s(1)} \Gamma_1^+ S(\partial^-_1 \partial^+_s \tau_A) \\
&= \Gamma_1^{-s(1)} \partial^+_i \Gamma_1^+ S(\partial^-_1 \partial^+_s \tau_A) \\
&= \Gamma_1^{-s(1)} \Gamma_1^+ \partial^+_s \partial^+_i \partial^+_s \tau_A \\
&= \Gamma_1^{-s(1)} \Gamma_1^+ S(\partial^-_1 \partial^+_s \partial^+_i \partial^+_s \tau_A) \\
\partial^- C^A_{S_i} &= \partial^- i \Gamma_i^{-s(1)} S(\partial^+_s \tau_A) = \Gamma_1^{-s(1)} \partial^-_i S(\partial^+_s \tau_A) \\
&= \Gamma_1^{-s(1)} \Gamma_i^+ S(\partial^-_i \partial^+_s \tau_A)
\end{align*}
$$
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Suppose finally that $s(1) \neq -1$ and that $s \neq (0, \ldots, 0)$. Then we have:

$$\partial^+_i C^A_s = \partial^+_i \Gamma_1^{-s(1)} S(\partial^+_{s(1)}(\tau A))$$

$$= \Gamma_1^{-s(1)} \partial^+_i S(\partial^+_{s(1)}(\tau A))$$

$$= \Gamma_1^{-s(1)} S(\partial^+_i(\tau A))$$

$$\partial^-_i C^A_{s\bar{s}} = \partial^-_i \Gamma_1^{-s(1)} S(\partial^+_{s(1)}(\tau A))$$

$$= \Gamma_1^{-s(1)} S(\partial^+_i(\tau A)).$$

So in all cases we have $\partial^+_i C^A_s = \partial^-_i C^A_{s\bar{s}}$, which means that the family $C^A_s$ is composable. 

**Lemma 5.2.3.6.** The following equation holds:

$$\partial^\alpha_0 \text{Comp}(C^A_s) = \begin{cases} A & \alpha = - \text{ and } i = 1 \\ \text{NF}(A) & \alpha = + \text{ and } i = 1 \\ S(\partial^\alpha_{0-1} A) & i \neq 1 \end{cases}$$

**Proof.** We start by the case $i = 1$ and $\alpha = -$. Let us define $D^A_s := \partial^-_i C^A_{(1,s)}$. Then $\partial^+_1 \text{Comp}(C^A_s) = \text{Comp}(D^A_s)$. Moreover, we have, for $s \neq (0, \ldots, 0)$:

$$D^A_s = \partial^-_1 \Gamma_1^{s(1)+1} S(\partial^+_i(\tau A))$$

$$= \Gamma_1^{s(1)+1} \partial^-_1 S(\partial^+_i(\tau A))$$

$$= \varepsilon_s(1,0,\ldots,0) \partial^-_1 C^A_{(1,s)}.$$ 

In particular, for any $1 \leq i \leq n$, $D^A_{s_{\bar{s}},s} \in \text{Im}(\varepsilon_i)$, and $D^A_s$ is a $D^A_{(0,\ldots,0)}$-simple grid. By Proposition 5.2.2.7 $\text{Comp}(D^A_s) = D^A_{(0,\ldots,0)} = \partial^-_1 C^A_{(1,0,\ldots,0)} = \partial^-_1 \tau A = A$.

We now to the case $i = 1$ and $\alpha = +$. Let us define $D^A_s := \partial^+_i C^A_{(1,s)}$. Then we have:

$$D^A_s = \partial^+_1 \Gamma_1^{s(1)+1} S(\partial^+_i(\tau A))$$

$$= \varepsilon_{1,s(1)+1} \partial^+_1 S(\partial^+_i(\tau A))$$

$$= \varepsilon_{1,s(1)+1} \text{NF}(\partial^+_i(\tau A)) = \text{NF}(A).$$

So finally $\text{Comp}(D^A_s) = \text{NF}(A)$.

Let now $i \neq 1$ and $\alpha = -$. For $t$ an element of $\{ -1, 0, 1 \} \times \{ 0, 1 \}^{n-1}$, let us denote by $t_{-i}$ the element of $\{ -1, 0, 1 \} \times \{ 0, 1 \}^n$ obtained by inserting a 0 in $t$ in the $i$-th position. Define $D^A_t := \partial^-_i C^A_{t_{-i}}$. Then we have:

- For $t = (0, \ldots, 0)$, $D^A_t = \partial^-_i \tau A = \tau \partial^-_{i-1} A$.

- For $t = (-1, 0, \ldots, 0)$, $D^A_t = \partial^-_i \varepsilon_1 A = \varepsilon_1 \partial^-_{i-1} A$. 
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• If \( t(1) = -1 \), then let \( s = t_{-i} \). Then we also have \( s(1) = -1 \) and \( (s^{-1})_i = t^{-1}(1) \). So:

\[
D^A_t = \partial^- \Gamma_1^{-s^{-1}(1)} \Gamma_1^+ S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]

Finally, if \( t(1) \neq 1 \), once again let \( s = t_{-i} \). Then we still have \( s(1) \neq -1 \) and \( (s^{-1})_i = t^{-1}(1) \), so that:

\[
D^A_t = \partial^- \Gamma_1^{-s^{-1}(1)} S(\partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \Gamma_1^{T}(1) \partial_{s^{-1}(i)}^- S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]

So finally we have \( D^A_t = C^A \partial^- \). So \( \partial^- \text{Comp}(C^A) = \text{Comp}(C \partial^- A) = S(\partial^- A) \).

Finally, let \( i \neq 1 \) and \( \alpha = + \). For \( t \) an element of \( \{-1, 0, 1\} \times \{0, 1\}^{n-1} \), let us denote by \( t_{+i} \) the element of \( \{-1, 0, 1\} \times \{0, 1\}^n \) obtained by inserting a 1 in \( t \) in the \( i \)-th position. Define \( D^A_t := \partial^A t^A_{+i} \). Then we have:

• If \( t(1) = -1 \), then let \( s = t_{+i} \). Then we also have \( s(1) = -1 \) and \( s^{-1}(1) = t^{-1}(1) \cup \{i\} \). So:

\[
D^A_t = \partial^A \Gamma_1^{s^{-1}(1)} \Gamma_1^+ S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \epsilon_{t(1)} \partial_{s^{-1}(i)}^+ \Gamma_1^+ S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \epsilon_{t(1)} S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]
\[
= \epsilon_{t(1)} S(\partial_1^- \partial_{s^{-1}(1)}^+ \tau_A)
\]

In particular, if \( t = (-1, 0, \ldots, 0) \) then \( D^A_t = S(\partial_1^- \partial_1^+ \tau_A) = S(\partial_1^+ \tau_A) \). Otherwise, if there exists \( j \) such that \( t(j) = 1 \) then let \( l \) such that \( t = S_{j,l} \). Then \( j \in t^{-1}(1) \) and \( D^A_t = \epsilon_{j} \epsilon_{t(1)} S(\partial_1^- \partial_{t(1)}^+ \tau_A \tau_{l(1)}^+ \tau_A) \). In particular \( D^A_{S_{j,l}} \in \text{Im}(\epsilon_j) \).
• If \( t(1) \neq -1 \), then let \( s = t_{+i} \). Then we also have \( s(1) \neq -1 \) and \( s^{-}(1) = t^{-}(1)^{i} \cup \{i\} \). So:

\[
D_{t}^{A} = \hat{e}_{i}^{+} \Gamma_{1}^{s^{-}(1)} S(\hat{e}_{s^{-}(1)}^{+} A^{T})
= \epsilon_{t^{-}(1)} \hat{e}_{i}^{+} S(\hat{e}_{s^{-}(1)}^{+} A^{T})
= \epsilon_{t^{-}(1)} \textbf{NF}(A)
= \epsilon_{1,...,n} \hat{u}
\]

In particular, if \( t = S_{j}^{l} \) then \( D_{S_{j}^{l}}^{A} \in \text{Im}(e_{j}) \).

So we just proved that \( D_{\bullet}^{A} \) is a \( D_{(-1,0,...,0)}^{A} \)-simple grid. By Proposition 5.2.2.7, \( \textbf{Comp}(D_{\bullet}^{A}) = D_{(-1,0,...,0)}^{A} = S(\hat{e}_{i-1}^{+} A) \), and finally \( \hat{e}_{i}^{+} \textbf{Comp}(C_{\bullet}^{A}) = S(\hat{e}_{i-1}^{+} A) \).
5.3 Construction of polygraphic resolutions and examples

In this section, we look for applications of Theorem 5.1.3.8. The main difficulty preventing us from applying this Theorem is that we need to define the map $\Phi$ on every local branching, instead of just considering critical local branchings, as is usual for Squier-like Theorems. In Section 5.3.1, we address this shortcoming by studying the simplicial monoid of local branchings. The main result is that (under very mild assumptions) local branchings form a free simplicial monoid, with generators given by the critical branchings. This means that we actually only need to define the map $\Phi$ on critical branchings.

Armed with this result, we then proceed to give an explicit description of the reduced standard presentation of a monoid $M$ in Section 5.3.2. As it turns out, the main difficulty lies in proving that the structure we define is indeed a Gray polygraph. Once this is done, very little work is needed to prove that it satisfies the hypotheses of Theorem 5.1.3.8. Finally, in Section 5.3.3, we prove an Extended Existence Theorem similar to 1.5.2.3 in our setting.

5.3.1 Critical branchings

Notation 5.3.1.1. Let $\Sigma$ be a Gray 1-polygraph. For any local $n$-branchings $f$ and $g$, we write $\bar{f} \equiv \bar{g}$ if $f$ and $g$ are equal up to action of the symmetric group.

Definition 5.3.1.2. Let $\Sigma$ be a Gray 1-polygraph, and let $f$ be a local $n$-branching. We say that $f$ is an apherical branching if $f \equiv \epsilon_i g$, for some local $(n-1)$-branching $g$.

We say that a non-apherical branching $f$ is a critical branching if $\bar{f} \neq 1$ and for any factorisation $f \equiv \bar{g} \otimes \bar{h}$, $\bar{g} = 1$ or $\bar{h} = 1$.

Example 5.3.1.3. For any Gray 1-polygraph $\Sigma$, we always have that the critical 0-branchings correspond to the elements of $\Sigma_0$, while the critical 1-branchings correspond to the elements of $\Sigma_1$.

Definition 5.3.1.4. We define a simplicial monoid $\bar{N}$ as follows:

- For all $n \geq 0$, $\bar{N}_n = \mathbb{N}^n$.
- Given an $n$-tuple $s \in \bar{N}_n$, and $1 \leq i \leq n$, $\bar{e}_is$ is given by deleting the $i$-th entry of $s$.
- Given an $n$-tuple $s \in \bar{N}_n$, and $1 \leq i \leq n$, $\epsilon_is$ is given by duplicating the $i$-th entry of $s$.
- Given an $n$-tuple $s \in \bar{N}_n$ and $t \in \bar{N}_n$, $s \otimes t$ is the concatenation of $s$ and $t$.
- Given an $n$-tuple $s \in \bar{N}_n$, and $1 \leq i < n$, $\tau_is$ is given by permuting the entries in position $i$ and $i+1$ of $s$.

Lemma 5.3.1.5. Let $s \in \mathbb{N}^n$ be a non-decreasing sequence of natural numbers of length $n \geq 0$, and let $\sigma$ and $\tau$ be permutations such that for all $1 \leq i \leq n$. Suppose that $\sigma$ (resp. $\tau$) satisfies the property: for all $1 \leq i \leq n$, if $s_i = s_{i+1}$ then $\sigma \cdot i < \sigma \cdot (i + 1)$ (resp. $\tau \cdot i < \tau \cdot (i + 1)$).

Then if $\sigma s = \tau s$, $\sigma = \tau$.

Proof. The equivalence relation defined by $i \equiv j$ if $s_i = s_j$ induces a partition of $\{1, \ldots, n\}$. Let $I$ be an element of this partition. Let us show that $\sigma$ and $\tau$ coincide on $I$. Let $i$ be the value of $s$ on $I$, and let $J$ be the set of indices at which $i$ appears in $\sigma s = \tau t$. Both $\sigma$ and $\tau$ induce bijections from $I$ to $J$, and by hypothesis they are even order-preserving maps. But there is at most one isomorphism of finite totally ordered sets, so $\sigma$ and $\tau$ coincide on $I$. Since this is true for any element of our chosen partition of $\{1, \ldots, n\}$, $\sigma = \tau$. 
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Proposition 5.3.1.8. Let \( s = (1, \ldots, n) \in \mathbb{N}_n \) for some \( n \geq 0 \). Let \( m \geq 0 \) and let \( 1 \leq j_1 < \ldots < j_m < n + m \). Let \( t = \epsilon_{j_m} \ldots \epsilon_{j_1}s \). Let \( 1 \leq k \leq n + m \). Then \( t_k = t_{k+1} \) if and only if \( k \in \{j_1, \ldots, j_m\} \).

Proof. We reason by induction on \( m \). For \( m = 0 \), there does not exist \( k \in u \) such that \( u_k = u_{k+1} \) so the result holds. Suppose now that the property is true at rank \( m \), and let \( t = \epsilon_{j_{m+1}} \ldots \epsilon_{j_1}s \), and let \( t' = \epsilon_{j_m} \ldots \epsilon_{j_1}s \). Let \( I = \{1 \leq k \leq n + m + 1 | t_k = t_{k+1}\} \), and \( I' = \{1 \leq k \leq n + m + 1 | t'_k = t'_{k+1}\} \). Using the induction hypothesis, \( I = I' \cup \{j_{m+1}\} = \{j_1, \ldots, j_m+1\} \).

Definition 5.3.1.7. Let \( n > 0 \), and let \( j \) be a subset of \( \{1, \ldots, n - 1\} \). We denote by \( S_n(j) \) the set of all permutations \( \sigma \in S_n \) such that for all \( i \in j \), \( \sigma \cdot i < \sigma \cdot (i + 1) \).

Unfolding the definition of a simplicial monoid, we get that a simplicial monoid is the data of:

- A family of sets \( C_n \), for \( n \geq 0 \).
- For any \( n > 0 \) and any \( 1 \leq i \leq n \) applications \( \partial_i : C_n \to C_{n+1} \) and \( \epsilon_i : C_n \to C_{n+1} \).
- For any \( n, m \geq 0 \) an application \( \otimes : C_n \times C_m \to C_{n+m} \).
- For any \( n > 0 \) and any \( 1 \leq i < n \), an application \( \tau_i : C_n \to C_n \).

This data has to verify some axioms. In particular the axioms that do not involve the operations \( \partial_i \) are the following:

\[
\epsilon_i \epsilon_j = \begin{cases} 
\epsilon_j \epsilon_i & i < j \\
\epsilon_i \epsilon_i & i = j
\end{cases} \quad \text{(5.3.1)}
\]

\[
\begin{cases} 
t_i t_j = t_j t_i & |i_j| > 2 \\
t_i t_{i+1} t_i = t_{i+1} t_i t_{i+1} \\
t_i t_i = 1
\end{cases} \quad \text{(5.3.2)}
\]

\[
\begin{align*}
(\_ \otimes (\_ \otimes \_)) &= ((\_ \otimes \_) \otimes \_) \quad \text{(5.3.3)} \\
(t_i \_ \otimes \_) &= t_i (\_ \otimes \_) \quad \text{(5.4.1)} \\
(\_ \otimes t_i \_) &= t_{n+i} (\_ \otimes \_) \quad \text{(5.4.2)}
\end{align*}
\]

\[
\epsilon_i \tau_j = \begin{cases} 
\tau_j+1 \epsilon_i & i < j \\
\tau_j \tau_j+1 \epsilon_j & i = j \\
\tau_j \epsilon_i & i > j + 1
\end{cases} \quad \text{(5.3.6)}
\]

\[
\tau_i \epsilon_i = 1 \quad \text{(5.3.7)}
\]

We prove the following Proposition about simplicial monoids:

Proposition 5.3.1.8. Let \( C \) be a simplicial monoid, and let \( f : C_{i_1} \times \ldots \times C_{i_{m+1}} \to C_p \) be a formal composite of applications \( \epsilon_i, \tau_i \) and \( \otimes \) subject to the relations (5.3.1) to (5.3.7), where \( m, p \) and \( i_1, \ldots, i_{m+1} \) are integers. Then there exists a unique integer \( n \) and a unique family of integers \( 1 \leq j_1 < \ldots < j_n < p \) and a unique factorisation of \( f \):

\[
f = \sigma \epsilon_{j_n} \ldots \epsilon_{j_1}(\ldots \otimes \_ \ldots \otimes \_)
\]

such that:

- \( p = i_1 + \ldots + i_{m+1} + n. \)
- \( \sigma \in S_p(j), \) with \( j = \{j_1, \ldots, j_n\} \).
Proof. For the existence, consider that it is possible to pass all $\otimes$ to the right using Equations (5.3.4) and (5.3.5), and then all the transpositions $t_i$ on the left using Equation (5.3.6). Finally, the operations $\otimes$ can be rearranged using the associativity, and the operations $\epsilon_i$ using Equation (5.3.1). It remains to show that we can choose $\sigma$ to be in $S_p(j)$.

Suppose that we have a factorisation of $f$ that does not verify this property. Let $J$ be the set of all $j \in j$ such that $\sigma \cdot j > \sigma \cdot (j + 1)$, and let $k$ such that $j_k$ is the minimum of $J$. Let $\sigma' = \sigma \cdot \tau_{j_k}$ and let us show that $\sigma' \epsilon_j \ldots \epsilon_1 = \sigma \epsilon_{j_m} \ldots \epsilon_1$. We distinguish two cases:

- If $j_k + 1 = j_{k+1}$. Using Equation (5.3.6) we have:

$$\sigma' \epsilon_j \ldots \epsilon_1 = \sigma \epsilon_j \ldots \epsilon_{j_k+2} \tau_{j_k} \epsilon_{j_k+1} \epsilon_j \ldots \epsilon_1$$
$$= \sigma \epsilon_j \ldots \epsilon_{j_k+2} \tau_{j_k} \epsilon_j \epsilon_j \ldots \epsilon_1$$
$$= \sigma \epsilon_j \ldots \epsilon_{j_k+2} \epsilon_j \epsilon_j \ldots \epsilon_1$$
$$= \sigma \epsilon_j \ldots \epsilon_{j_k+2} \epsilon_j + 1 \epsilon_j \ldots \epsilon_1$$

Notice that for all $i < j_k$, $\sigma' \cdot i = \sigma \cdot i$ and that $\sigma' \cdot j_k = \sigma \cdot (j_k + 1) < \sigma \cdot j_k = \sigma' \cdot (j_k + 1)$. Let us denote by $J'$ the set of all $j \in j$ such that $\sigma' \cdot j > \sigma' \cdot (j + 1)$. We just proved that the minimum of $J'$ is greater than that of $J$. By iterating this process, we progressively get rid of all the elements in $J$.

We now move on to the proof of the unicity. Suppose $f = \sigma' \epsilon_{j'_1} \ldots \epsilon_{j'_{n'}}$ where $n'$ and $1 \leq j'_1 < \ldots < j'_{n'} < p$ are integers such that $p = i_1 + \ldots + i_{m+1} + n'$, and $\sigma \in S_p(j')$, with $j' = \{j'_1, \ldots, j'_{n'}\}$. Note first that $n' = p - i_1 - \ldots - i_{m+1} + n$.

Let now $s = \{1, \ldots, i_1 + \ldots + i_{m+1}\} \in \mathbb{N}_{i_1+\ldots+i_{m+1}}$. Let $t = \epsilon_j \ldots \epsilon_j s$ and $t' = \epsilon_{j'_1} \ldots \epsilon_{j'_{n'}}$. By definition of $\epsilon$ in $\mathbb{N}$, both $t$ and $t'$ are non-decreasing sequences of integers. Moreover, $\sigma t = \sigma t' = f((1, \ldots, i_1), (i_1 + 1, \ldots, i_1 + i_2), \ldots, (i_1 + \ldots + i_{m+1} + 1, \ldots, i_1 + \ldots + i_{m+1}))$. Let $k \in \mathbb{N}$. Since the application of $\sigma$ and $\tau$ does not modify the number of occurrences of $k$ in $t$ and $t'$, $k$ appears the same number of times in $t$ and $t'$. Since both $t$ and $t'$ non-decreasing sequences, they are equal.

So we get that $\epsilon_j \ldots \epsilon_j s = \epsilon_{j'_1} \ldots \epsilon_{j'_{n'}}$. Using Lemma 5.3.1.6, $\{j_1, \ldots, j_n\} = \{j'_1, \ldots, j'_{n'}\}$. Since there is only one way to pick the elements of a finite set of integers in a strictly increasing fashion, $j_k = j'_k$ for all $1 \leq k \leq n$.

On the other hand, we also have that $\sigma t = \sigma t'$. Let $1 \leq i \leq p$ such that $t_i = t'_{i+1}$. By Lemma 5.3.1.6, $i$ is in $j$. Since $\sigma, \sigma' \in S_p(j), \sigma \cdot i < \sigma \cdot (i + 1)$, and the same holds for $\sigma'$. So by Lemma 5.3.1.5, $\sigma = \sigma'$.

**Definition 5.3.1.9.** Let $\Sigma$ be a Gray 1-polygraph. A choice of critical branching up to permutation is the choice, for any critical branching, of a distinguished representative up to $\equiv$.

**Lemma 5.3.1.10.** Let $\Sigma$ be a Gray 1-polygraph. Then any choice of critical branchings generates $\text{LocBr}(\Sigma)$.

**Proof.** Using the action of the symmetric groups, we first get that the set of all local branchings generated by a choice of critical branchings is closed under permutation. In particular, it therefore contains all the critical branchings. Let us prove by induction on the pair $(n, p)$ that any $n$-branching whose source is of length $p$ is generated by the critical branchings.
If \( n = 0 \) then this corresponds to saying that \( \Sigma_0^{G(0)} \) is generated by \( \Sigma_0 \) as a monoid. Take now any \( f \) an \( n \)-branching whose source is of length \( p \). If \( f = e_\ell \), then \( \hat{g} \) is an \((n-1)\)-branching and by induction hypothesis, \( \hat{g} \) is generated by the critical branchings, and so is \( \hat{f} \).

Otherwise, then either \( \hat{f} \) is a critical branching and so the result holds, or we can write \( \hat{f} = \hat{g} \otimes \hat{h} \), with \( \hat{g} \neq 1 \) and \( \hat{h} \neq 1 \). The only case where we cannot apply the induction hypothesis to conclude is if \( \hat{g} \) (resp. \( \hat{h} \)) is also an \( n \)-branching with source of length \( p \). But then \( \hat{h} \) (resp. \( \hat{g} \)) has to be a 0-branching with source of length 0, that is \( \hat{h} = 1 \) (resp. \( \hat{g} = 1 \)), but this contradicts the hypothesis on \( \hat{h} \) (resp. \( \hat{g} \)).

**Definition 5.3.1.11.** Let \( \Sigma \) be a Gray 1-polygraph, and let \( f \) be a rewriting step. Then \( f \) can be factored uniquely as \( u_{\ell} v \), with \( u, v \in \Sigma_0^{G(0)} \) and \( g \in \Sigma_1 \). We call \( u \) (resp. \( v \)) the left-whisker (resp. right-whisker of \( g \), and denote it by \( \text{lw}(f) \) (resp. \( \text{rw}(f) \)).

**Lemma 5.3.1.12.** Let \( \Sigma \) be a Gray 1-polygraph, and suppose that for all \( f \in \Sigma_1 \), \( s(f) \neq 1 \). Let \( \bar{f}_1, \ldots, \bar{f}_n \) be distinguished critical branchings, and \( \bar{f} = \bar{f}_1 \otimes \cdots \otimes \bar{f}_n \in \text{LocBr}(\Sigma)_p \), for some \( p \geq 1 \). Let us write \( \bar{h} = (h_1, \ldots, h_p) \).

Then for any \( 1 \leq i \neq j \leq p \), let us show that \( h_i \neq h_j \).

1. If \( u(i) = u(j) \), then there exists \( x, y \in \Sigma_0^{G(1)} \) such that \( h_i = x f_{u(i)}^u y \) and \( h_j = x f_{v(j)}^u y \).
   Since \( f_{u(i)}^u \) is not an aspherical branching, \( f_{v(i)}^u \neq f_{v(j)}^u \) and so \( h_i \neq h_j \).

2. Otherwise, suppose without loss of generality that \( i < j \). Then there exists \( x, y, z \in \Sigma_0^{G(0)} \) such that:

\[
h_i = x f_{v(i)}^u y s(f_{u(j)}^u) z \quad h_j = x s(f_{v(i)}^u) y f_{u(j)}^u z
\]

Then in particular \( \text{lw}(h_i) = x \text{lw}(f_{v(i)}^u) \) and \( \text{lw}(h_j) = x s(f_{v(i)}^u)y \text{lw}(f_{u(j)}^u) \). But the hypothesis on the source of the branchings implies that \( l(s(f_{v(i)}^u)) > l(\text{lw}(f_{v(i)}^u)) \). So as a consequence, \( l(\text{lw}(h_i)) < l(\text{lw}(h_j)) \), and so \( h_i \neq h_j \).

**Lemma 5.3.1.13.** Let \( \Sigma \) be a Gray 1-polygraph, and suppose that for all \( f \in \Sigma_1 \), \( s(f) \neq 1 \). Let \( \bar{f}_1, \ldots, \bar{f}_n \) and \( \bar{g}_1, \ldots, \bar{g}_m \) be families of distinguished critical branchings. If \( \sigma \cdot \bar{f}^1 \otimes \cdots \otimes \bar{f}^n = \tau \cdot (\bar{g}_1 \otimes \cdots \otimes \bar{g}_m) \), for some \( \sigma, \tau \in S_p \), then \( n = m, \sigma = \tau \) and for all \( 1 \leq i \leq n \), \( \bar{f}^i = \bar{g}^i \).

**Proof.** First we prove, that for all \( 1 \leq i \leq n \), \( s(\bar{f}^i) = s(\bar{g}^i) \). Indeed, otherwise, let \( i \) minimal such that \( s(\bar{f}^i) \neq s(\bar{g}^i) \). Note first that necessarily \( m \geq i \), so that \( \bar{g}^i \) is well-defined. Indeed, if \( m = i - 1 \) the hypothesis on the source of the rewriting steps gives us that \( l(s(\bar{f}^i)) > 0 \) and so we get the following contradiction (where \( u = s(\bar{f}^1) \ldots s(\bar{f}^n) \)):

\[
l(u) = l(s(\bar{f}^1) \ldots s(\bar{f}^n)) \geq l(s(\bar{f}^1) \ldots s(\bar{f}^i)) > l(s(\bar{f}^1) \ldots s(\bar{f}^{i-1})) = l(s(\bar{g}^1) \ldots s(\bar{g}^{i-1})) = l(u).
\]

Moreover, the fact that \( i \) is minimal implies that \( l(\bar{f}^i) \neq l(\bar{g}^i) \). Without loss of generality, suppose that \( l(s(\bar{f}^i)) < l(s(\bar{g}^i)) \), such that \( s(\bar{g}^i) = s(\bar{f}^i)v \) for some \( v \in \Sigma_0^{G(1)} \), \( v \neq 1 \). Note that
in particular l(s(\(g^i\))) > 1, so that \(g^i\) is not a 0-branching. Let \(j > 0\) such that \(g^j = (g^1_j, \ldots, g^n_j)\).

Let \(j_1, \ldots, j_n\) such that for all \(1 \leq k \leq n\), \(\tilde{f}^k \in \text{LocBr}(\Sigma)_{j_k}\), and let \(h = \sigma \cdot (\tilde{f}^1 \otimes \ldots \otimes \tilde{f}^m) = (h_1, \ldots, h_p)\), where each \(h_k\) is a rewriting step. For any \(1 \leq k \leq p\), by the definition of the product, there exist integers \(u(k)\) and \(v(k)\) such that

\[
h_k = s(\tilde{f}^1) \ldots s(\tilde{f}^{u(k)-1})u_{v(k)}s(\tilde{f}^{u(k)+1}) \ldots s(\tilde{f}^m)
\]

Moreover, using the hypothesis on the source of the rewriting steps, \(u(k)\) is completely characterised by the fact that \(l(s(\tilde{f}^1)) + \ldots + l(s(\tilde{f}^{u(k)-1})) \leq l(\text{lw}(h_k)) < l(s(\tilde{f}^1)) + \ldots + l(s(\tilde{f}^m))\).

So \(u(k)\) is uniquely determined. And since \(\tilde{f}^{u(k)}\) is not aspherical, so is \(v(k)\). Let \(1 \leq k \leq j\).

There exists \(k'\) such that \(s(\tilde{g}^1) \ldots s(\tilde{g}^{j-1})g^j_k s(\tilde{g}^j) \ldots s(\tilde{g}^m) = xg^j_k y = h_{k'},\) with \(x, y \in \Sigma_{0}^{G(1)}\). Then two cases are possible:

- If \(u(k') = i\). Then \(h_{k'} = s(\tilde{g}^1) \ldots s(\tilde{g}^{i-1})g^i s(\tilde{f}^{i+1}) \ldots s(\tilde{f}^m) = xg^i vz,\) with \(z \in \Sigma_{0}^{G(0)}\) and \(g^i\) a rewriting step. So \(g^j_k = g^i v\) and \(y = vz\).

- Otherwise, then \(u(k') > i\) and \(h_{k'} = s(\tilde{f}^1) \ldots s(\tilde{f}^{u(k')-1})g^i s(\tilde{f}^{u(k')+1}) \ldots s(\tilde{f}^m) = xs(f^i)z_1 g^{i'} z_2,\) with \(z_1, z_2 \in \Sigma_{0}^{G(0)}\) and \(g^{i'}\) a rewriting step. So \(g^j_k = s(f^i)z_1 g^{i'}\) for some rewriting step \(g^{i'}\).

In the end, any rewriting step \(g^j_k\) can be factored either in something of the form \(g^i v\) or in the form \(s(\tilde{f}^i) g^{i'}\). Since moreover \(s(\tilde{g}^j) = s(\tilde{f}^i)\), we get that \(\tilde{g}^j\) is a Peiffer branching, which contradicts the hypothesis on \(\tilde{g}^j\). So in the end we get that \(n \leq m\) and for all \(1 \leq i \leq n\), \(s(\tilde{f}^i) = s(\tilde{g}^i)\). By symmetry, we get that \(n = m\).

Notice because that of the factorisation of \(u(k)\) we gave earlier, we have that for any \(1 \leq k \leq n\), there exists some (unique) \(v(k)\) such that \(h_k = s(f^1) \ldots s(f^{u(k)-1})u_{v(k)}s(\tilde{f}^{u(k)+1}) \ldots s(\tilde{f}^m)\).

As a consequence, we get that for all \(1 \leq k \leq n\), \(\{f^1_k, \ldots, f^m_k\} = \{g^1_k, \ldots, g^m_k\}\). So \(g^i = f^i\), but since they are both distinguished critical branchings, \(\tilde{f}^i = \tilde{g}^i\). Finally, because of Lemma 5.3.1.12, for any \(i \neq j\) \(h_i \neq h_j\), and so \(\sigma = \tau\).

Theorem 5.3.1.14. Let \(\Sigma\) be a monoidal 1-polygraph, and suppose that for all \(f \in \Sigma_1\), \(s(f) \neq 1\). Then \(\text{LocBr}(\Sigma)\) is freely generated by any choice of critical branchings up to permutation.

Proof. We already know from Lemma 5.3.1.10 that \(\text{LocBr}(\Sigma)\) is generated by any choice of critical branchings. Using Proposition 5.3.1.8, we need to show that for any \(p\)-branching \(\tilde{f}\), there exists a unique \(m \in \mathbb{N}\), a unique sequence of integers \(i_1, \ldots, i_{m+1}\), a unique family of distinguished critical branchings \(f^1, \ldots, f^m\), with \(f^k \in \text{LocBr}(\Sigma)_{j_k}\), unique integers \(n\) and \(1 \leq j_1 < \ldots < j_n < p\) and a unique \(\sigma \in S_p\) such that:

\[
\tilde{f} = \sigma \cdot \epsilon_{j_n} \ldots \epsilon_{j_1}(f^1 \otimes \ldots \otimes f^m).
\]

Together with \(p = i_1 + \ldots + i_{m+1} + n\) and \(\sigma \in S_p(j)\), where \(j = \{j_1, \ldots, j_n\}\). Let us suppose that we have a second such decomposition \(\tilde{f} = \sigma' \cdot \epsilon_{j'_n} \ldots \epsilon_{j'_1}(f^1 \otimes \ldots \otimes f^{m'})\), and let us show that they are equal.

Note first that by definition of the operations \(\epsilon_i\) and of the action of \(\sigma\), we have equalities that the set of rewriting steps appearing in \(\tilde{f}\) is the same as the set of rewriting steps appearing in \(f^1 \otimes \ldots \otimes f^{m+1}\), and symmetrically as the set of branchings appearing in \(f^1 \otimes \ldots \otimes f^{m+1}\).

Since all the rewriting steps appearing in \(f^1 \otimes \ldots \otimes f^{m+1}\) or \(f^1 \otimes \ldots \otimes f^{m'+1}\) are distinct (Lemma 5.3.1.12), there exists a permutation \(\tau\) such that \(f^1 \otimes \ldots \otimes f^{m+1} = \tau \cdot (f^1 \otimes \ldots \otimes f^{m'+1})\). By Lemma 5.3.1.13, we get that \(\tau = 1\), \(m' = m\) and for all \(1 \leq i \leq m + 1\), \(f^i = f^i\).

The proof of the uniqueness of the \(j_k\) and of \(\sigma\) is similar to the one in the proof of Proposition 5.3.1.8, using the fact that all the rewriting steps appearing are distinct. \(\square\)
Remark 5.3.1.15. The condition that for all \( f \in \Sigma_1, s(f) \neq 1 \) is really necessary. Indeed, if \( f \) is such an rewriting step, then we have \( \epsilon_1 f = (f, f) \cdot f \). This condition however is very mild since we are interested in terminating polygraphs, which will all verify this condition.

Definition 5.3.1.16. A good choice of critical branchings is a choice of critical branchings such that for all distinguished critical \( n \)-branching \( \bar{f} \) and all \( 1 \leq i \leq n \), there exists distinguished critical branchings \( \bar{f}^1, \ldots, \bar{f}^p \) such that \( \bar{c}_i \bar{f} = \bar{f}^1 \otimes \cdots \otimes \bar{f}^p \).

Lemma 5.3.1.17. Let \( \Sigma \) be a Gray 1-polygraph such that for all \( f \in \Sigma_1, s(f) \neq 1 \). There exists a good choice of critical branchings in \( \text{LocBr}(\Sigma) \).

Proof. For \( n = 0 \), critical 0-branchings correspond to the elements of \( \Sigma_0 \). The equivalence classes are trivial, so we choose all of those as distinguished ones. For \( n = 1 \) the critical 1-branchings are the elements of \( \Sigma_1 \), and once again the equivalence classes are trivial. The condition that there exists distinguished critical 0-branchings \( \bar{f}^1, \ldots, \bar{f}^p \) such that \( \bar{c}_1 \bar{f} = \bar{f}^1 \otimes \cdots \otimes \bar{f}^p \) correspond to the fact that \( \bar{c}_1 \bar{f} \) is a word on \( \Sigma_0 \).

We now order rewriting steps by saying that for all \( f, g \in \Sigma_1 \) and all \( x, y, z \in \Sigma_0^{G(1)} \), \( x f y s(g) z < x s(f) y g z \). Note that in particular this is anti-reflexive because if \( x f y s(f) z < x s(f) y f z \) then in particular \( x = x s(f) y \) and so \( s(f) = 1 \), which is impossible by hypothesis. Let us now choose a completion of \( < \) into a total ordering on rewriting steps. We say that a non-asperical branching \( \bar{f} \) is well-ordered if for any \( i < j \), \( f_i < f_j \). In particular if \( \bar{f}^1 \) and \( \bar{f}^2 \) are well-ordered, then so is \( \bar{f}^1 \otimes \bar{f}^2 \). Define the distinguished critical branchings as the well-ordered ones, and let us show that this is a good choice of critical branchings. First because the order is total it is a choice of critical branchings.

Next we reason inductively on \( n \) to show that for any \( 1 \leq i \leq n \), and any \( n \)-branching \( \bar{f} \), \( \bar{c}_i \bar{f} \) is of the required form. Since a choice of critical branchings freely generate all branchings we know that we can write \( \bar{c}_1 \bar{f} = \sigma \cdot \epsilon_f \cdots \epsilon_1 (\bar{f}^1 \otimes \cdots \otimes \bar{f}^m) \), with \( \bar{f}^k \) all distinguished critical branchings. Since \( \bar{f} \) is a critical branching, no rewriting step appears twice in \( \bar{f} \) and in particular this also holds for \( \bar{c}_i \bar{f} \). So \( p = 0 \) and \( \bar{c}_i \bar{f} = \sigma \cdot (\bar{f}^1 \otimes \cdots \otimes \bar{f}^m) \). Since all the \( \bar{f}^i \) are well-ordered, so is \( \bar{f}^1 \otimes \cdots \otimes \bar{f}^m \), and so is \( \bar{c}_i \bar{f} \) (because \( \bar{f} \) was). But then the only permutation that respects the order is \( \sigma = 1 \).

Note that the proof of Lemma 5.3.1.17 actually proves the following:

Proposition 5.3.1.18. Let \( \Sigma \) be a Gray 1-polygraph such that for all \( f \in \Sigma_1, s(f) \neq 1 \), and let \( < \) be a total ordering on rewriting steps such that for all \( f, g \in \Sigma_1 \) and all \( x, y, z \in \Sigma_0^{G(1)} \), \( x f y s(g) z < x s(f) y g z \).

Define a non-asperical branching \( \bar{f} = (f_1, \ldots, f_n) \) to be well-ordered if for all \( i < j \), \( f_i < f_j \), and define the distinguished critical branchings as the well-ordered ones.

This defines a good choice of critical branchings in \( \text{LocBr}(\Sigma) \).

Remark 5.3.1.19. In particular, if \( \Sigma \) is a reduced Gray 1-polygraph, then the left-most ordering on rewriting steps satisfies the hypothesis of Proposition 5.3.1.18. The left-most ordering is defined by: for all rewriting steps \( f \) and \( g \) of same source, \( f < g \) if \( l(\text{lw}(f)) < l(\text{lw}(g)) \).

5.3.2 The reduced standard resolution of a monoid

In this section, we give an explicit description of the reduced standard resolution of a monoid \( M \). In order to clarify notations, we reserve juxtaposition to denote the multiplication in \( M \). Product in the free Gray-monoid will be denoted by \( \otimes \).
Definition 5.3.2.1. Let $M$ be a monoid. We define a Gray $(\omega, 1)$-polygraph $\text{RStd}(M)$ as follows:

- For any $n \geq 0$, $\text{RStd}(M)_n$ consists of $(n+1)$-tuples $(m_1, \ldots, m_{n+1})$ of elements of $M \setminus \{1\}$, that we denote $(m_1|\ldots|m_{n+1})$.

- The faces are given for $1 \leq i \leq n$ by:

$$
\partial_i^{-}(m_1|\ldots|m_{n+1}) = (m_1|\ldots|m_i) \otimes (m_{i+1}|\ldots|m_{n+1})
$$

$$
\partial_i^{+}(m_1|\ldots|m_{n+1}) = \begin{cases} 
(m_1|\ldots|m_i m_{i+1}|m_{i+2}|\ldots|m_{n+1}) & m_im_{i+1} \neq 1 \\
\epsilon_1(m_3|\ldots|m_{n+1}) & i = 1 \text{ and } m_1m_2 = 1 \\
\Gamma_i^{-}(m_1|\ldots|m_i|m_{i+2}|\ldots|m_{n+1}) & 2 \leq i \leq n - 1 \text{ and } m_im_{i+1} = 1 \\
\epsilon_{n-1}(m_1|\ldots|m_{n-1}) & i = n \text{ and } m_nm_{n+1} = 1
\end{cases}
$$

with $\partial_1^+(m_1|m_2) = 1$ (the unit of the Gray monoid $\text{RStd}(M)$) if $m_1m_2 = 1$ (the unit of the monoid $M$).

Proof. Let us prove that $\text{RStd}(M)$ does indeed form a Gray $(\omega, 1)$-polygraph. Indeed, we have, for $j > i$:

$$
\partial_j^{-}\partial_i^{-}(m_1|\ldots|m_{n+1}) = \partial_{j-1}^{-}(m_1|\ldots|m_i) \otimes (m_{i+1}|\ldots|m_{n+1})
$$

$$
= (m_1|\ldots|m_i) \otimes (m_{i+1}|\ldots|m_j) \otimes (m_{j+1}|\ldots|m_{n+1})
$$

$$
= \partial_i^{-}(m_1|\ldots|m_j) \otimes (m_{j+1}|\ldots|m_{n+1})
$$

$$
= \partial_i^{-}\partial_j^{-}(m_1|\ldots|m_{n+1})
$$

If $m_jm_{j+1} \neq 1$:

$$
\partial_j^{+}\partial_i^{-}(m_1|\ldots|m_{n+1}) = \partial_{j-1}^{+}(m_1|\ldots|m_i) \otimes (m_{i+1}|\ldots|m_{n+1})
$$

$$
= (m_1|\ldots|m_i) \otimes (m_{i+1}|\ldots|m_{j+1}|m_{j+2}|\ldots|m_{n+1})
$$

$$
= \partial_i^{-}(m_1|\ldots|m_j m_{j+1}|m_{j+2}|\ldots|m_{n+1})
$$

$$
= \partial_i^{-}\partial_j^{+}(m_1|\ldots|m_{n+1})
$$

If $m_jm_{j+1} = 1$ and $j = i + 1$:

$$
\partial_i^{+}\partial_i^{-}(m_1|\ldots|m_{n+1}) = \partial_i^{+}(m_1|\ldots|m_i) \otimes (m_{i+1}|\ldots|m_{n+1})
$$

$$
= (m_1|\ldots|m_i) \otimes \partial_i^{+}(m_{i+1}|\ldots|m_{n+1})
$$

$$
= (m_1|\ldots|m_i) \otimes \epsilon_1(m_{i+3}|\ldots|m_{n+1})
$$

$$
= \epsilon_i(m_1|\ldots|m_i) \otimes (m_{i+3}|\ldots|m_{n+1})
$$

$$
= \epsilon_i\partial_i^{-}(m_1|\ldots|m_{i+3}|\ldots|m_{n+1})
$$

$$
= \partial_i^{-}\Gamma_i^{+}(m_1|\ldots|m_i m_{i+3}|\ldots|m_{n+1})
$$

$$
= \partial_i^{-}\partial_{i+1}^{+}(m_1|\ldots|m_{n+1})
$$
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If $m_j m_{j+1} = 1$ and $i + 2 \leq j \leq n - 1$:

$$\partial_{j-1}^+ \partial_i^-(m_1 \ldots | m_{n+1}) = \partial_{j-1}^+ (m_1 \ldots | m_i) \otimes (m_{i+1} \ldots | m_{n+1})$$

$$= (m_1 \ldots | m_i) \otimes \partial_{j-i}^-(m_{i+1} \ldots | m_{n+1})$$

$$= (m_1 \ldots | m_i) \otimes \Gamma_{j-i-1}^+(m_{i+1} \ldots | m_{j-1} | m_{j+2} \ldots | m_n)$$

$$= \Gamma_{j-1}^+(m_1 \ldots | m_i) \otimes (m_{i+1} \ldots | m_{j-1} | m_{j+2} \ldots | m_n)$$

$$= \Gamma_{j-1}^+ \partial_i^-(m_1 \ldots | m_{j-1} | m_{j+2} \ldots | m_n)$$

$$= \partial_i^+ \Gamma_j^+(m_1 \ldots | m_{j-1} | m_{j+2} \ldots | m_n)$$

$$= \partial_i^+ \partial_{j+1}^-(m_1 \ldots | m_n)$$

If $m_j m_{j+1} = 1$ and $j = n$:

$$\partial_{n-1}^+ \partial_i^-(m_1 \ldots | m_{n+1}) = \partial_{n-1}^+(m_1 \ldots | m_i) \otimes (m_{i+1} \ldots | m_{n+1})$$

$$= (m_1 \ldots | m_i) \otimes \partial_{n-i-1}^+(m_{i+1} \ldots | m_{n+1})$$

$$= (m_1 \ldots | m_i) \otimes \epsilon_{n-i-1}(m_{i+1} \ldots | m_{n+1})$$

$$= \epsilon_{n-2}(m_1 \ldots | m_i) \otimes (m_{i+1} \ldots | m_{n+1})$$

$$= \epsilon_{n-2} \partial_i^-(m_1 \ldots | m_{n-1})$$

$$= \partial_i^- \epsilon_{n-1}(m_1 \ldots | m_{n-1})$$

$$= \partial_i^- \partial_n^+(m_1 \ldots | m_{n+1})$$

If $m_i m_{i+1} \neq 1$:

$$\partial_{j-1}^+ \partial_i^-(m_1 \ldots | m_{n+1}) = \partial_{j-1}^+(m_1 \ldots | m_i m_{i+1} | m_{i+2} \ldots | m_{n+1})$$

$$= (m_1 \ldots | m_i m_{i+1} | m_{i+2} \ldots | m_j) \otimes (m_{j+1} \ldots | m_{n+1})$$

$$= \partial_i^+(m_1 \ldots | m_i m_{i+1} | m_{i+2} \ldots | m_j) \otimes (m_{j+1} \ldots | m_{n+1})$$

$$= \partial_i^+ \partial_j^-(m_1 \ldots | m_{n+1})$$

If $m_i m_{i+1} = 1$ and $i = 1$ and $j = 2$:

$$\partial_i^+ \partial_i^- (m_1 \ldots | m_{n+1}) = \partial_i^+ \epsilon_1(m_3 \ldots | m_{n+1})$$

$$= (m_3 \ldots | m_{n+1})$$

$$= \partial_i^+(m_1 | m_2) \otimes (m_3 \ldots | m_{n+1})$$

$$= \partial_i^+ \partial_2^-(m_1 \ldots | m_{n+1})$$

If $m_i m_{i+1} = 1$ and $i = 1$ and $j > 2$:

$$\partial_{j-1}^+ \partial_i^-(m_1 \ldots | m_{n+1}) = \partial_{j-1}^- \epsilon_1(m_3 \ldots | m_{n+1})$$

$$= \epsilon_1 \partial_{j-2}^-(m_3 \ldots | m_{n+1})$$

$$= \epsilon_1 ((m_3 \ldots | m_j) \otimes (m_{j+1} \ldots | m_{n+1}))$$

$$= (\epsilon_1(m_3 \ldots | m_j)) \otimes (m_{j+1} \ldots | m_{n+1})$$

$$= (\partial_i^+(m_1 \ldots | m_j) \otimes (m_{j+1} \ldots | m_{n+1}))$$

$$= \partial_i^+ \partial_j^-(m_1 \ldots | m_{n+1})$$

$$= \partial_i^+ \partial_j^-(m_1 \ldots | m_{n+1})$$

171
If \( m_i m_{i+1} = 1 \) and \( 2 \leq i \leq n - 1 \) and \( j = i + 1 \)
\[
\delta_i^- \delta_i^+ (m_1|...|m_{n+1}) = \delta_i^- \Gamma^-_{i-1} (m_1|...|m_{i-1}|m_{i+2}|...|m_{n+1}) \\
= \epsilon_i^- \delta_i^- (m_1|...|m_{i-1}|m_{i+2}|...|m_{n+1}) \\
= \epsilon_i^- (m_1|...|m_{i-1}) \otimes (m_{i+2}|...|m_{n+1}) \\
= \delta_i^+(m_1|...|m_{i+1}) \otimes (m_{i+2}|...|m_{n+1}) \\
= \delta_i^+ \delta_i^+ (m_1|...|m_{n+1})
\]

If \( m_i m_{i+1} = 1 \) and \( 2 \leq i \leq n - 1 \) and \( j \geq i + 2 \)
\[
\delta_{j-1}^- \delta_i^+ (m_1|...|m_{n+1}) = \delta_{j-1}^- \Gamma^+_{i-1} (m_1|...|m_{i-1}|m_{i+2}|...|m_{n+1}) \\
= \Gamma^+_{i-1} \delta_{j-2}^+ (m_1|...|m_{i-1}|m_{i+2}|...|m_{n+1}) \\
= \Gamma^+_{i-1} (m_1|...|m_{i-1}|m_{i+2}|...|m_{j}) \otimes (m_{j+1}|...|m_{n+1}) \\
= \delta_i^+ (m_1|...|m_j) \otimes (m_{j+1}|...|m_{n+1}) \\
= \delta_i^+ \delta_j^+ (m_1|...|m_{n+1})
\]

If \( m_i m_{i+1} \neq 1 \) and \( m_j m_{j+1} \neq 1 \) and \( j = i + 1 \):
\[
\delta_i^+ \delta_i^+ (m_1|...|m_{n+1}) = \delta_i^+ (m_1|...|m_{i-1}|m_i m_{i+1}|m_{i+2}|...|m_{n+1}) \\
= (m_1|...|m_{i-1}|m_i m_{i+1} m_{i+2}|m_{i+3}|...|m_{n+1}) \\
= \delta_i^+ (m_1|...|m_{i+1} m_{i+2}|m_{i+3}|...|m_{n+1}) \\
= \delta_i^+ \delta_{i+1}^+ (m_1|...|m_{n+1})
\]

If \( m_i m_{i+1} \neq 1 \) and \( m_j m_{j+1} \neq 1 \) and \( j > i + 1 \):
\[
\delta_{j-1}^+ \delta_i^+ (m_1|...|m_{n+1}) = \delta_{j-1}^+ (m_1|...|m_{i-1}|m_i m_{i+1}|m_{i+2}|...|m_{n+1}) \\
= (m_1|...|m_{i-1}|m_i m_{i+1} m_{i+2}|...|m_j m_{j+1}|m_{j+2}|...|m_{n+1}) \\
= \delta_i^+ (m_1|...|m_j m_{j+1} m_{j+2}|...|m_{n+1}) \\
= \delta_i^+ \delta_j^+ (m_1|...|m_{n+1})
\]

If \( m_i m_{i+1} = 1 \) and \( i = 1 \) and \( j = 2 \):
\[
\delta_1^+ \delta_1^+ (m_1|...|m_{n+1}) = \delta_1^+ \epsilon_1 (m_3|...|m_{n+1}) \\
= (m_3|...|m_{n+1}) \\
= \delta_1^+ (m_1|m_2 m_3|m_4|...|m_{n+1}) \\
= \delta_1^+ \delta_2^+ (m_1|...|m_{n+1})
\]

If \( m_i m_{i+1} = 1 \) and \( i = 1 \) and \( m_j m_{j+1} \neq 1 \) and \( j > 2 \):
\[
\delta_{j-1}^+ \delta_1^+ (m_1|...|m_{n+1}) = \delta_{j-1}^+ \epsilon_1 (m_3|...|m_{n+1}) \\
= \epsilon_1 \delta_{j-2}^+ (m_3|...|m_{n+1}) \\
= \epsilon_1 (m_3|...|m_{j-1}|m_j m_{j+1}|m_{j+2}|...|m_{n+1}) \\
= \delta_1^+ (m_1|...|m_{j-1}|m_j m_{j+1} m_{j+2}|...|m_{n+1}) \\
= \delta_1^+ \delta_j^+ (m_1|...|m_{n+1})
\]

If \( m_i m_{i+1} = 1 \) and \( 2 \leq i \leq n - 1 \) and \( j = i + 1 \):
\[
\delta_i^+ \delta_i^+ (m_1|...|m_{n+1}) = \delta_i^+ \Gamma_{i-1}^+ (m_1|...|m_{i-1}|m_{i+2}|...|m_{n+1}) \\
= (m_1|...|m_{i-1}|m_{i+2}|...|m_{n+1}) \\
= \delta_i^+ (m_1|...|m_{i+1} m_{i+2}|m_{i+3}|...|m_{n+1}) \\
= \delta_i^+ \delta_{i+1}^+ (m_1|...|m_{n+1})
\]
If $m_i m_{i+1} = 1$ and $2 \leq i \leq n - 1$ and $m_j m_{j+1} \neq 1$ and $j > i + 1$.

\[
\begin{align*}
\check{\partial}_{j-1}^+ \check{\partial}_{i}^+ (m_1|\ldots|m_{n+1}) &= \check{\partial}_{j-1}^+ \Gamma_{i-1}^+ (m_1|\ldots|m_{i-1}|m_{i+2}|\ldots|m_{n+1}) \\
&= \Gamma_{i-1}^+ \check{\partial}_{j-2}^+ (m_1|\ldots|m_{i-1}|m_{i+2}|\ldots|m_{n+1}) \\
&= \Gamma_{i-1}^+ (m_1|\ldots|m_{i-1}|m_{i+2}|\ldots|m_{j-1}|m_{j+1}|m_{j+2}|\ldots|m_{n+1}) \\
&= \check{\partial}_{i}^+ (m_1|\ldots|m_{j-1}|m_{j+1}|m_{j+2}|\ldots|m_{n+1}) \\
&= \check{\partial}_{i}^+ \check{\partial}_{j}^+ (m_1|\ldots|m_{n+1})
\end{align*}
\]

If $i = 1$ and $m_j m_{j+1} = 1$ and $j = 2$

\[
\begin{align*}
\check{\partial}_{1}^+ \check{\partial}_{1}^+ (m_1|\ldots|m_{n+1}) &= \check{\partial}_{1}^+ (m_1 m_2|\ldots|m_{n+1}) \\
&= (m_1|m_4|\ldots|m_{n+1}) \\
&= \check{\partial}_{1}^+ \epsilon_1 (m_1|m_4|\ldots|m_{n+1}) \\
&= \check{\partial}_{1}^+ \check{\partial}_{2}^+ (m_1|\ldots|m_{n+1})
\end{align*}
\]

If $i \neq 1, n - 1$ and $m_j m_{j+1} = 1$ and $j = i + 1$

\[
\begin{align*}
\check{\partial}_{i}^+ \check{\partial}_{i}^+ (m_1|\ldots|m_{n+1}) &= \check{\partial}_{i}^+ (m_1|\ldots|m_{i-1}|m_{i+1}|m_{i+2}|\ldots|m_{n+1}) \\
&= (m_1|\ldots|m_{i}|m_{i+2}|\ldots|m_{n+1}) \\
&= \check{\partial}_{i}^+ \Gamma_{i}^+ (m_1|\ldots|m_{i}|m_{i+3}|\ldots|m_{n+1}) \\
&= \check{\partial}_{i}^+ \check{\partial}_{i+1}^+ (m_1|\ldots|m_{n+1})
\end{align*}
\]

If $i = n - 1$ and $m_j m_{j+1} = 1$ and $j = n$.

\[
\begin{align*}
\check{\partial}_{n-1}^+ \check{\partial}_{n-1}^+ (m_1|\ldots|m_{n+1}) &= \check{\partial}_{n-1}^+ (m_1|\ldots|m_{n-2}|m_{n-1}|m_{n}|m_{n+1}) \\
&= (m_1|\ldots|m_{n-1}) \\
&= \check{\partial}_{n-1}^+ \epsilon_{n-1} (m_1|\ldots|m_{n-1}) \\
&= \check{\partial}_{n-1}^+ \check{\partial}_{n}^+ (m_1|\ldots|m_{n+1})
\end{align*}
\]

If $m_i m_{i+1} \neq 1$ and $m_j m_{j+1} = 1$ and $i + 2 \leq j \leq n - 1$

\[
\begin{align*}
\check{\partial}_{j-1}^+ \check{\partial}_{i}^+ (m_1|\ldots|m_{n}) &= \check{\partial}_{j-1}^+ (m_1|\ldots|m_{i-1}|m_{i+1}|m_{i+2}|\ldots|m_{n+1}) \\
&= \Gamma_{j-2}^+ (m_1|\ldots|m_{i-1}|m_{i+1}|m_{i+2}|\ldots|m_{j-1}|m_{j+2}|\ldots|m_{n+1}) \\
&= \Gamma_{j-2}^+ \check{\partial}_{i}^+ (m_1|\ldots|m_{j-1}|m_{j+2}|\ldots|m_{n+1}) \\
&= \check{\partial}_{i}^+ \Gamma_{j-1}^+ (m_1|\ldots|m_{j-1}|m_{j+2}|\ldots|m_{n+1}) \\
&= \check{\partial}_{i}^+ \check{\partial}_{j}^+ (m_1|\ldots|m_{n+1})
\end{align*}
\]

If $m_i m_{i+1} \neq 1$ and $m_j m_{j+1} = 1$ and $i + 2 \leq j = n$

\[
\begin{align*}
\check{\partial}_{n-1}^+ \check{\partial}_{i}^+ (m_1|\ldots|m_{n}) &= \check{\partial}_{n-1}^+ (m_1|\ldots|m_{i-1}|m_{i+1}|m_{i+2}|\ldots|m_{n+1}) \\
&= \epsilon_{n-2} (m_1|\ldots|m_{i-1}|m_{i+1}|m_{i+2}|\ldots|m_{n-1}) \\
&= \epsilon_{n-2} \check{\partial}_{i}^+ (m_1|\ldots|m_{n-1}) \\
&= \check{\partial}_{i}^+ \epsilon_{n-1} (m_1|\ldots|m_{n-1}) \\
&= \check{\partial}_{i}^+ \check{\partial}_{n}^+ (m_1|\ldots|m_{n+1})
\end{align*}
\]
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If $m_i m_{i+1} = 1$ and $m_j m_{j+1} = 1$ and $i = 1$ and $3 \leq j \leq n - 1$

$$
\partial_{j-1} m \partial_{1} (m_1 \ldots m_{n+1}) = \partial_{j-1} \epsilon_1 (m_3 \ldots m_{n+1})
= \epsilon_1 \partial_{j-2} (m_3 \ldots m_{n+1})
= \epsilon_1 \Gamma_{j-3} (m_3 \ldots m_{j-1} m_{j+2} \ldots m_{n+1})
= \Gamma_{j-2} \epsilon_1 (m_3 \ldots m_{j-1} m_{j+2} \ldots m_{n+1})
= \Gamma_{j-2} \partial_{1} (m_1 \ldots m_{j-1} m_{j+2} \ldots m_{n+1})
= \partial_{1} \Gamma_{j-1} (m_1 \ldots m_{j-1} m_{j+2} \ldots m_{n+1})
= \partial_{1} \partial_{j} (m_1 \ldots m_{n+1})
$$

If $m_i m_{i+1} = 1$ and $m_j m_{j+1} = 1$ and $i = 1$ and $3 \leq j = n$

$$
\partial_{n-1} \partial_{1} (m_1 \ldots m_{n+1}) = \partial_{n-1} \epsilon_1 (m_3 \ldots m_{n+1})
= \epsilon_1 \partial_{n-2} (m_3 \ldots m_{n+1})
= \epsilon_1 \epsilon_{n-3} (m_3 \ldots m_{n-1})
= \epsilon_{n-2} \epsilon_1 (m_3 \ldots m_{n-1})
= \epsilon_{n-2} \partial_{1} (m_1 \ldots m_{n-1})
= \partial_{1} \epsilon_{n-1} (m_1 \ldots m_{n-1})
= \partial_{1} \partial_{n} (m_1 \ldots m_{n})
$$

If $m_i m_{i+1} = 1$ and $m_j m_{j+1} = 1$ and $2 \leq i$ and $i + 2 \leq j \leq n - 1$:

$$
\partial_{j-1} \partial_{1} (m_1 \ldots m_{n+1}) = \partial_{j-1} \Gamma_{i-1} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \Gamma_{i-1} \partial_{j-2} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \Gamma_{i-1} \Gamma_{j-3} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \Gamma_{j-2} \Gamma_{i-1} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \Gamma_{j-2} \partial_{1} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \partial_{1} \Gamma_{j-1} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \partial_{1} \partial_{j} (m_1 \ldots m_{n+1})
$$

If $m_i m_{i+1} = 1$ and $m_j m_{j+1} = 1$ and $2 \leq i$ and $i + 2 < j = n$:

$$
\partial_{n-1} \partial_{1} (m_1 \ldots m_{n+1}) = \partial_{n-1} \Gamma_{i-1} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \Gamma_{i-1} \partial_{n-2} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n+1})
= \Gamma_{i-1} \epsilon_{n-3} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n-1})
= \epsilon_{n-2} \Gamma_{i-1} (m_1 \ldots m_{i-1} m_{i+2} \ldots m_{n-1})
= \epsilon_{n-2} \partial_{1} (m_1 \ldots m_{n-1})
= \partial_{1} \epsilon_{n-1} (m_1 \ldots m_{n-1})
= \partial_{1} \partial_{n} (m_1 \ldots m_{n+1})
$$
If \(m_i m_{i+1} = 1\) and \(m_j m_{j+1} = 1\) and \(i + 2 = j = n:\)

\[
\hat{\epsilon}_{n-1}^+ \hat{\epsilon}_{n-2}^+( m_1 | \ldots | m_{n+1} ) = \hat{\epsilon}_{n-1}^+ \Gamma_{n-3}^+( m_1 | \ldots | m_{n-3} | m_n | m_{n+1} ) \\
= \Gamma_{n-3}^+ \hat{\epsilon}_{n-2}^+( m_1 | \ldots | m_{n-3} | m_n | m_{n+1} ) \\
= \Gamma_{n-3}^+ \epsilon_{n-3}( m_1 | \ldots | m_{n-3} ) \\
= \epsilon_{n-2} \epsilon_{n-3}( m_1 | \ldots | m_{n-3} ) \\
= \epsilon_{n-2} \hat{\epsilon}_{n-2}^+( m_1 | \ldots | m_{n-1} ) \\
= \epsilon_{n-2} \hat{\epsilon}_{n-2}^+( m_1 | \ldots | m_{n-1} ) \\
= \hat{\epsilon}_{n-2}^+ \epsilon_{n-1}( m_1 | \ldots | m_{n-1} ) \\
= \hat{\epsilon}_{n-2}^+ \epsilon_{n-1}( m_1 | \ldots | m_{n+1} )
\]

**Lemma 5.3.2.2.** The Gray-polygraph \(\text{RStd}(M)\) is a terminating targets-only Gray-polygraph. The monoid presented by \(\text{RStd}(M)\) is \(M\).

For any \((m_1 | \ldots | m_{n+1}) \in \text{RStd}(M)_n\), \(\text{br}(m_1 | \ldots | m_{n+1})\) is the \(n\)-branching given by, for \(1 \leq k \leq n:\)

\[
\text{br}(m_1 | \ldots | m_{n+1})_k = m_1 \otimes \cdots \otimes m_{n-k} \otimes (m_{n-k+1} | m_{n-k+2} \otimes \cdots \otimes m_{n+1})
\]

Moreover, those form a good choice of critical branchings.

**Proof.** Let \(m_1, m_2 \in M\), with \(m_1, m_2 \neq 1\). Then \(l(\hat{\epsilon}_1^+( m_1 | m_2 )) = 2 > 1 \geq l(\epsilon_1^+( m_1 | m_2 ))\). So \(\text{RStd}(M)\) is terminating. Moreover, the formula \(\hat{\epsilon}_i^-( m_1 | \ldots | m_{n+1} ) = (m_1 | \ldots | m_i)(m_{i+1} | \ldots | m_{n+1})\) shows that it is targets-only.

Finally, recall that the standard presentation of \(M\) is the following:

\[
\langle (m) \in M | (m_1) \otimes (m_2) = (m_1 m_2), (1) = 1 \rangle
\]

In particular, using the relation \((1) = 1\) we can remove \((1)\) from the generators. Moreover, in this case the relations \((m_1) \otimes (m_2) = (m_1 m_2)\) become redundant whenever \(m_1 = 1\) or \(m_2 = 1\).

In the end, we get \(\text{RStd}(M)_0\) as set of generators, and \(\text{RStd}(M)_1\) as generating relations. So the monoid presented by \(\text{RStd}(M)\) is indeed \(M\).

We prove the formula for \(\text{br}(m_1 | \ldots | m_{n+1})\) by induction on \(n\). For \(n = 1\) this just means that \(\text{br}(m_1 m_2) = (m_1 m_2)\). For general \(n > 1\), we have:

\[
\text{br}(m_1 | \ldots | m_{n+1}) = (\text{br}(\hat{\epsilon}_1^-( m_1 | \ldots | m_{n+1} ))), \text{br}(\hat{\epsilon}_n^-( m_1 | \ldots | m_{n+1} ))_{n-1})
\]

So for \(1 \leq k < n\) we get \(\text{br}(m_1 | \ldots | m_{n+1})_k = \text{br}(\hat{\epsilon}_i^-( m_1 | \ldots | m_{n+1} ))_k = m_1 \otimes \text{br}(m_2 | \ldots | m_{n+1})_k\).

By induction, we finally get the required formula:

\[
\text{br}(m_1 | \ldots | m_{n+1})_k = m_1 \otimes m_2 \otimes \cdots \otimes m_{n-k-1} \otimes (m_{n-k+1} | m_{n-k+2} \otimes \cdots \otimes m_{n+1})
\]

And for \(k = n\) we have \(\text{br}(m_1 | \ldots | m_{n+1}) = \text{br}(\hat{\epsilon}_i^-( m_1 | \ldots | m_{n+1} ))_{n-1} = (m_1 m_2) \otimes m_3 \otimes \cdots \otimes m_{n+1}\), as required.

Finally, up to permutations, all the critical branchings are of this form, making the family \(\text{br}(m_1 | \ldots | m_{n+1})\) a choice of critical branchings. It is a good choice thanks to the equation \(\hat{\epsilon}_i \text{br}(m_1 | \ldots | m_{n+1}) = \text{br}(m_1 | \ldots | m_i) \otimes \text{br}(m_{i+1} | \ldots | m_{n+1})\).

**Theorem 5.3.2.3.** The Gray monoid \(\text{RStd}(M)\) forms a polygraphic resolution of \(M\).
Proof. The only hypothesis missing to apply Theorem 5.1.3.8 is the description of a morphism of simplicial monoid

\[ \Phi : \text{LocBr}(\text{RStd}(M)) \to V(\text{RStd}(M)^{G(1)}). \]

By Proposition 5.3.1.14 together with Lemma 5.3.2.2, \( \text{LocBr}(\text{RStd}(M)) \) is freely generated by the branchings \( \text{br}(m_1|\ldots|m_{n+1}) \), so it is enough to define \( \Phi \) on those. We define \( \Phi(\text{br}(m_1|\ldots|m_{n+1})) := (m_1|\ldots|m_{n+1}) \), so that \( \Phi \) also satisfies the required equation. Theorem 5.1.3.8 therefore allows us to conclude.

### 5.3.3 Squier’s resolution of a monoid

In this section, we suppose given a convergent Gray 1-polygraph \( \Sigma \) presenting a monoid \( M \). We show how it is possible to extend this data in a polygraphic resolution of \( M \) satisfying the hypothesis of Theorem 5.1.3.8. We suppose chosen a good choice of critical branchings in \( \text{Br}(\Sigma) \), which is possible by Lemma 5.3.1.17.

**Definition 5.3.3.1.** Let \( C \) be a cubical \( \omega \)-category, a half-\( n \)-shell in \( C \) is the data of \( \bar{A} = (A_1,\ldots,A_n) \in C_{n-1} \) such that for all \( j > i \), \( \delta^{-}_j A_i = \delta^{-}_i A_j \).

We denote \( A_i \) by \( \delta^{-}_i \bar{A} \). For any half-\( n \)-shell \( \bar{A} \) in \( C \), and \( 1 \leq i \leq n \), we define a half \( (n-1) \)-shell \( \delta^+_i \bar{A} \) by putting:

\[
(\delta^+_i \bar{A})_j = \begin{cases} 
\delta^+_j A_{i-1} & 1 \leq j < i \\
\delta^+_j A_{i+1} & i \leq j \leq n-1
\end{cases}
\]

By definition, we have for any half \( n \)-shell \( \bar{A} \) and \( 1 \leq i \neq j \leq n \): \( \delta^+_i \delta^+_j \bar{A} = \delta^+_i \delta^+_j \bar{A} \).

**Proposition 5.3.3.2.** Let \( \Sigma \) be a terminating Gray \( (\omega,1) \)-polygraph. Suppose that there exists a natural transformation \( S : t_n \Rightarrow \text{NF} \circ \pi \).

Let \( 1 \leq p \leq n \), and let \( \bar{A} \) be a half \( p \)-shell in \( [\Sigma]^{*(1)} \). Define the following \( \{0,1\}^p \) grid in \( [\Sigma]^{*(1)} \):

\[
C_s[\bar{A}] = \begin{cases} 
\Gamma^{-}_1 s^{(-0)}(\delta^+_1 \bar{A}) & s \neq (1,\ldots,1) \\
\varepsilon^+_1 \text{NF}(\pi \bar{A}) & s = (1,\ldots,1)
\end{cases}
\]

Then \( C_s[\bar{A}] \) is a composable grid. Moreover, we have for all \( 1 \leq i \leq p \):

\[
\delta^+_i \text{Comp}(C_s[\bar{A}]) = \begin{cases} 
\delta^+_i \bar{A} & \alpha = - \\
C_s[\delta^+_i \bar{A}] & \alpha = +
\end{cases}
\]

**Proof.** First, we show \( C_s[\bar{A}] \) is a composable grid:

Let \( s \in \{0,1\}^p \) and suppose that \( s(i) = 0 \) for some \( 1 \leq i \leq p \). We distinguish two cases. If \( s(j) = 1 \) for every \( j \neq i \) then \( \Gamma^{+,s^{-}(0)}_1 = [i \mapsto 1] \) and:

\[
\delta^+_i C_s[\bar{A}] = \delta^+_i \Gamma^{+,s^{-}(0)}_1 S(\delta^+_1 \bar{A}) = \delta^+_i S(\delta^+_1 \bar{A}) = \text{NF}(\pi(A_i)) = \varepsilon^{-1}_1 \pi
\]

Since necessarily \( Ss = (1,\ldots,1) \), we have on the other hand \( \delta^+_i C_s = \delta^+_i C Ss \). Suppose now that there exists \( j \neq i \) such that \( s(j) = 0 \). Then:

\[
\delta^+_i C_s[\bar{A}] = \delta^+_i \Gamma^{+,s^{-}(0)}_1 S(\delta^+_1 \bar{A}) = \Gamma^{+,\{s^{-}(0)\}(i)}_1 S(\delta^+_1 \bar{A}) = \Gamma^{+,\{S,s^{-}\}(0)}_1 S(\delta^+_1 \bar{A})
\]
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\[ \partial_i^{-} C_{\bullet} = \partial_i^{-} \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) S(\partial_i^{-} (S_{(s, s)}^{+}(0))) A \]
\[ = \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) \partial_i^{-} \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) + i S(\partial_i^{-} (S_{(s, s)}^{+}(0))) A \]
\[ = \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) S(\partial_i^{-} (S_{(s, s)}^{+}(0))) \partial_i^{-} A \]
\[ = \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) S(\partial_i^{-} (S_{(s, s)}^{+}(0))) \partial_i^{-} A \]

So finally \( C_{\bullet} \) is composable. Let \( D_{\bullet} \) be the composable \( \{0, 1\}^{p-1} \) grid defined by \( D_t = \partial_i^{-} C_{\tau_{-i}} \), (recall that \( t_{-i} \) consists in inserting 0 in the \( i \)-th position of \( t \)). Then we have \( \partial_i^{-} \text{Comp}(C_{\bullet}) = \text{Comp}(D_{\bullet}) \), and we have:

\[ D_t = \partial_i^{-} C_{\tau_{-i}} = \partial_i^{-} \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) S(\partial_i^{-} (S_{(s, s)}^{+}(0))) A \]

We distinguish two cases. If \( t_{-i} = \emptyset \) then \( \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) = [i \mapsto 1] \) and so \( D_t = \partial_i^{-} S(\partial_i^{-} A) = \partial_i^{-} A \).

Otherwise, then \( t \) can be written as \( P_j s \) for some \( j \neq i \), and then \( D_t P_j s \in \text{Im}(c_j) \). In a manner symmetric to that of simple grids, we therefore have that \( \text{Comp}(D_{\bullet}) = A \), which proves that \( \text{Comp}(C_{\bullet}) \) satisfies the first condition.

For the second condition, let \( D_{\bullet} \) be the composable \( \{0, 1\}^{p-1} \) grid defined by \( D_t = \partial_i^{-} C_{\tau_{+i}} \), (recall that \( t_{+i} \) consists in inserting 1 in the \( i \)-th position of \( t \). Then we have \( \partial_i^{+} \text{Comp}(C_{\bullet}) = \text{Comp}(D_{\bullet}) \), and we have, if \( t \neq (1, \ldots, 1) \):

\[ D_t = \partial_i^{+} C_{\tau_{+i}} = \partial_i^{+} \Gamma^{+, \lambda}_{1} (S_{(s, s)}^{+}(0)) S(\partial_i^{-} (S_{(s, s)}^{+}(0))) A \]
\[ = \partial_i^{+} \Gamma^{+, \lambda}_{1} (S_{(t-0)}^{+}(0)) S(\partial_i^{-} (S_{(t-0)}^{+}(0))) \partial_i^{-} A \]
\[ = \Gamma^{+, \lambda}_{1} (S_{(t-0)}^{+}(0)) S(\partial_i^{-} (S_{(t-0)}^{+}(0))) \partial_i^{-} A \]
\[ = \Gamma^{+, \lambda}_{1} (S_{(t-0)}^{+}(0)) S(\partial_i^{-} (S_{(t-0)}^{+}(0))) \partial_i^{-} A \]
\[ = \Gamma^{+, \lambda}_{1} (S_{(t-0)}^{+}(0)) S(\partial_i^{-} (S_{(t-0)}^{+}(0))) \partial_i^{-} A = C_t [\partial_i^{+} A] \]

And similarly if \( t = (1, \ldots, 1) \) then \( D_t = \partial_i^{- 1} u = C_t [\partial_i^{+} A] \). So finally \( \partial_i^{+} \text{Comp}(C_{\bullet}) = \text{Comp}(D_{\bullet}) = \text{Comp}(C_{\bullet} [\partial_i^{+} A]) \).

The previous Proposition expressed how the existence of \( S \) assured that any half-\( p \)-shell has a filling, for \( p \leq n \). The next Lemma asserts on the other hand that half-(\( n + 1 \))-shells can be completed into an \( (n + 1) \)-shell.

**Lemma 5.3.3.3.** Let \( \Sigma \) be a terminating Gray \( \omega, 1 \)-polygraph. Suppose that there exists a natural transformation \( S : \tau_n \Rightarrow \text{NF} \circ \pi \).

Let \( \bar{A} \) be a half \((n + 1)\)-shell in \([\Sigma]^{*}(1)\). There exists an \((n + 1)\)-shell \( B \) in \([\Sigma]^{*}(1)\) such that \( \partial_i^{-} \bar{B} = \partial_i^{-} \bar{A} \) for all \( 1 \leq i \leq n + 1 \).
Proof. Using Proposition 5.3.3.2, let $B^+_i = \text{Comp}(C^i[A^i])$. Then we have, for $j > i$:

\[
\begin{align*}
\partial_j^{-1}c_i^{-1}B &= \partial_j^{-1}c_i^{-1}A = \partial_i^{-1}c_i^{-1}B \\
\partial_j^{-1}c_i^+B &= \partial_j^{-1}\text{Comp}(C_i^+A) = \partial_j^{-1}c_i^+A \\
&= \partial_i^+c_j^A = \partial_i^+c_j^B \\
\partial_j^+c_i^-B &= \partial_j^+c_i^-A = \partial_{j-1}^+c_i^-\text{Comp}(C_i^A) \\
&= \partial_i^-c_j^\text{Comp}(C_i^+A) = \partial_i^-c_j^+B \\
\partial_j^+c_i^+B &= \partial_{j-1}^+c_i^+\text{Comp}(C_i^+A) = \text{Comp}(C_i^+[\partial_{j-1}^+A])
\end{align*}
\]

\[
\text{Proposition 5.3.3.4. Let } \Sigma \text{ be a targets-only terminating Gray } (n,1)\text{-polygraph, and let } M = \Sigma_0^{G(0)}/\Sigma_1^{G(0)} \text{ be the monoid presented by } \Sigma. \text{ Suppose that there exists a natural transformation } S : t_n \Rightarrow NF \circ \pi \text{ and a morphism of augmented symmetric simplicial sets } \Phi : \text{BrLoc}(\Sigma)_{\leq n} \rightarrow V(\Sigma^{G(1)}) \text{ such that for all } A \in [\Sigma]_{\leq n}, \Phi(\text{br}(A)) = A.

Then it is possible to extend } \Sigma \text{ into a targets-only } (n + 1,1)\text{-polygraph such that there exists a morphism of augmented symmetric simplicial sets } \Phi : \text{BrLoc}(\Gamma)_{\leq n+1} \rightarrow V(\Sigma^{G(1)}) \text{ satisfying for all } A \in [\Sigma]_{\leq n}, \Phi(\text{br}(A)) = A.
\]

Proof. Let $f$ be a distinguished $(n + 1)$-critical branching in BrLoc($\Sigma$). Let $A_i = \Phi(\partial_i f)$. Since $\Phi$ is a morphism of semi-simplicial sets, this defines a half-$(n + 1)$-shell in $\Sigma^{G(1)}$. By Lemma 5.3.3.3, let us complete this in a shell $B^f$. We now define $\Sigma_{n+1}$ to be a set of cells $B^f$, with shell given by $B^f$. Then since BrLoc($\Sigma$) is freely generated by critical branchings, it is enough to define $\Phi$ on the distinguished $(n + 1)$-critical branching, which is done in the obvious way : $\Phi(f) = B^f$. By construction, this verifies all the required properties.

\[
\text{Theorem 5.3.3.5. Let } \Sigma \text{ be a convergent Gray 1-polygraph and let } M \text{ be the monoid presented by } \Sigma. \text{ There exists a completion of } \Sigma \text{ into a Gray } (\omega,1)\text{-polygraph } \Sigma \text{ such that:}
\]

- The $n$-cells of $\Sigma_n$ correspond to the $n$-critical branchings
- $\Sigma$ is a resolution of $M$ (more specifically, $\Sigma$ satisfies the hypothesis of Theorem 5.1.3.8).

Proof. This is just a repeated application of Proposition 5.2.3.4 to extend $\Sigma$, followed by an application of Proposition 5.3.3.4 to extend $S$. 
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