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Résumé

La these porte sur les corrections mixtes QCD-EW au niveau NNLO a la production
Drell-Yan de bosons Z et W. Le processus Drell-Yan est un processus fondamental
permettant de tester avec précision le Modele Standard (MS) de physique des partic-
ules au sein de collisionneurs hadroniques, car ce dernier présente une section efficace
importante, une signature expérimentale tres propre, ainsi qu'une tres haute sensi-
bilité aux propriétés des bosons de jauge. En particulier, la production Drell-Yan de
W est importante pour une détermination précise (via distribution en masse trans-
verse et distribution en pr) de la masse du W, my,, un parametre d’entrée du MS.
La masse du W sera mesurée au LHC de fagon tres précise (Amy ~ 10MeV). Ce
niveau de précision requiert un controle théorique d’une précision équivalente sur les
distributions cinématiques. La production Drell-Yan de bosons Z permet quant a elle
une mesure précise d’un autre parameétre important du MS, sin? 0. Une prédiction
théorique précise de 'asymétrie Forward-backward dans le canal de désintégration
Z — 171~ peut ainsi permettre au LHC d’égaler la performance du LEP. Par ailleurs,
le Drell-Yan est un processus de fond pour de nombreuses réactions importantes
comme, par exemple, la production de paires top-antitop ou la production de nou-
velles résonances vectorielles, Z' et W/, présentes dans des nombreuses extensions
du MS. Enfin, le mécanisme de Drell-Yan peut étre utilisé pour la calibration des
détecteurs et la détermination de la luminosité au LHC. Pour toutes ces raisons, une
prédiction théorique précise et fiable, siginfiant ici que 'on garde sous controle les
termes provenant des corrections perturbatives d’ordre supérieur de la section efficace
et des distributions du mécanisme de production de Drell-Yan, est exigée pour mener
a bien des études de physique au niveau de collisionneurs hadroniques.

L’état de ’art pour les prédictions théoriques inclut les corrections QCD au niveau
NNLO, avec la resommation de termes logarithmiques provenant de I’émission des glu-
ons softs. Toutefois, afin de correspondre a la précision requise pour la détermination
des parametres du MS, les corrections mixtes, fortes-électrofaibles, peuvent jouer un
role important. Dans cette these, nous étudions les corrections mixtes QCD-EW au
niveau NNLO, en accordant une attention particuliere aux contributions virtuel-réel
et double-réel a la section efficace totale de production d’un boson Z ou W on shell. Le
calcul est effectué analytiquement, en utilisant une méthode introduite il y a quelques
années par C. Anastasiou K. Melnikov, et dont 'algorithme est décrit ci-dessous.
Nous générons des diagrammes de Feynman impliqués dans ce processus, avec un
générateur (par exemple Qgraf) . En utilisant les regles de Cutkosky, nous pouvons
re-écrire l'intégration sur l'espace des phases des termes d’interférence (diagrammes
a une boucle 2 — 2 interférés avec les diagrammes tree-level 2 — 2 et diagrammes
au niveau de I'arbre 2 — 3 au carré) en fonction d’une combinaison d’intégrales avec
propagateurs ayant la correcte prescription de causalité et propagateurs avec la pre-
scription opposée. Ces intégrales peuvent étre traitées de la méme maniere que les



corrections virtuelles. En particulier, nous réduisons le nombre d’intégrales scalaires,
dont les divergences sont régularisées en régularisation dimensionnelle, a un petit en-
semble d’intégrales indépendantes appelées Master Integrals (Mls) . Cette réduction
est réalisée en utilisant ’algorithme de Laporta, basé sur les identités d’intégration
par partie, implémentées dans un programme C++ nommé Reduze 2. Le calcul des
MIs est effectué en utilisant la méthode de résolution par équations différentielles.
En conséquence, nous obtenons les MIs exprimées comme une série de Laurent en
(D —4), ou D est la dimension de I'espace-temps, qui multiplie un facteur qui tient
compte de la limite souple de I'intégrale exacte en D. Dans cette these, nous donnons
les expressions analytiques explicites pour les Mls des contributions virtuel-réel et
double-réel, nécessaires pour le calcul de la section efficace totale.



Abstract

The thesis concerns the NNLO mixed QCD-EW corrections to the Drell-Yan (DY)
production of Z and W bosons, via the following reactions: pp(p) = Z+X — [T+ X
and pp(p) - W + X — v+ X. This is a fundamental process for an accurate test
of the Standard Model (SM) at hadron colliders, since it has a large cross section, a
clean experimental signature, and it is very sensitive to the properties of the gauge
bosons. In particular, the Drell-Yan production of W' is important for an accurate
determination (via transverse mass and pr distributions) of the W mass, my,, an
input parameter of the model. The W mass is supposed to be measured at the LHC
very accurately (Amy, ~ 10 MeV). This level of accuracy requires an equally accurate
theoretical control on the kinematic distributions. Drell-Yan production of Z bosons
allows for a precise measurement of another important parameter of the SM, sin® @y
An accurate theoretical prediction for the forward-backward asymmetry in the Z —
71~ decay channel can allow the LHC to match the performance of LEP. Furthermore,
Drell-Yan is a background process for many important reactions, like for instance, the
production of top-antitop pairs or the production of new vector resonances, Z' and
W', present in many extensions of the SM. Finally, the Drell-Yan mechanism can
be used for detector calibration and determination of the collider luminosity at the
LHC. Because of all these reasons, an accurate and reliable theoretical prediction for
the cross section and the distributions of the Drell-Yan production mechanism, that
means control on the higher-order perturbative corrections, is demanded for physics
studies at hadron colliders.

The state of the art for the theoretical predictions includes the NNLO QCD cor-
rections, together with the resummation of logarithmic terms originating from soft
gluon emission, and the NLO EW corrections. All these corrections are implemented
in ad hoc Monte Carlo event generators. However, in order to match the required
accuracy for the determination of the SM parameters, the mixed strong-electroweak
corrections can play an important role and have to be considered. In this thesis, we
study the mixed QCD-EW corrections to Drell-Yan processes at the NNLO. Let us
consider the production of leptons in the final state (7]~ pairs or lv). The exact
NNLO corrections involve two-loop corrections to the 2 — 2 process (virtual correc-
tions), one-loop corrections to the 2 — 3 process, where the leptonic pair is produced
with an additional photon or gluon in the final state (virtual-real corrections) and



tree-level 2 — 4 processes, in which the leptonic pair is produced together with a
photon and a gluon in the final state (double-real corrections). From a technical
point of view, the calculation of such a set of corrections would involve the calcu-
lation of very complicated Feynman diagrams, such as two-loop box diagrams with
massive propagators, one-loop pentagons, as well as the corresponding IR subtraction
counter-terms. However, if we consider sufficiently inclusive observables it is known
that the biggest contribution comes from the diagrams in which the decaying particle
(Z or W boson) is nearly on-shell. The remaining contribution is of order O(I'/M),
where I" is the decay width of the boson and M its mass (in our case this ratio is
very small, at the percent level). In this approximation, we can decouple the decay
from the production process and consequently, the complication of the calculation
is far reduced. We, then, concentrate on the production of an on-shell Z (or W)
boson, paying particular attention to the virtual-real and double-real contributions
to the total cross section. The calculation is performed analytically, using a method
introduced some years ago by C. Anastasiou and K. Melnikov for the calculation of
the NNLO QCD corrections to the total cross section of production of a Higgs boson.
This method consists in what follows. We generate the Feynman diagrams, involved
in the process under consideration, with a diagram generator (for instance Qgraf).
Using the Cutkosky rules, we can re-write the integration over the phase-space of the
interference terms (one-loop 2 — 2 diagrams interfered with the tree-level 2 — 2 and
tree 2 — 3 diagrams squared) in terms of a combination of integrals with propaga-
tors having the right causality prescription and propagators with the opposite one.
These integrals can be treated in the same way as the virtual corrections. In partic-
ular, we reduce the large number of scalar integrals, whose divergences are regulated
in dimensional regularization, to a small set of independent integrals called Master
Integrals (MIs). This reduction is done using the “Laporta Algorithm”, based on
the Integration-by-Parts Identities, implemented in a C++ computer program called
Reduze. The calculation of the MIs is performed using the method of differential
equations. As a result, we get the MIs expressed as a Laurent series in e = (4 — D) /2,
where D is the dimension of the space-time, multiplying a factor which takes into
account the soft limit of the integral in D dimensions.

We performed the complete reduction to the set of MIs in the two cases: the
production of an on-shell Z boson and the production of a on-shell W boson. The
double-real contributions (diagrams with three cuts) can be expressed in terms of 11
MIs, 8 of which were already present in the literature. Nevertheless, we performed
again their calculation, in order to validate our approach. We found complete agree-
ment with the 8 MIs used in the case of the Higgs boson production. Moreover, we
provide the analytic expression of the 3 MIs that were not present in the case of the
Higgs production. Since we are dealing with electroweak corrections, we have to con-
sider also the contribution coming from diagrams in which a massive virtual boson (Z
or W) is exchanged. The three additional MIs refer indeed to these kind of diagrams,



and have two massive propagators (one of which is a cut propagator). The virtual-
real contributions (diagrams with two cuts) are expressed in terms of 26 MIs. Out
of them, 5 contain a single massive (cut) propagator and were already known in the
literature. Also in this case, we performed again by scratch the calculation finding
complete agreement. The remaining 22 MIs were not present in the literature. 13
contain two massive propagators (one is cut) and 8 contain three massive propagators
(again, one of them is a cut propagator). The main difference between the NNLO
QCD corrections to Higgs boson production and the corrections we are considering in
this thesis lies in the fact that in the latters it is possible to exchange virtual massive
bosons. Correspondingly, the Feynman diagrams contain massive propagators and the
analytic structure of the results is more rich and also more involved. In particular,
topologies with many entangled MlIs appear. In the case of the two-cut diagrams, we
encountered one topology with three entangled Mls in the set of masters with two
massive propagators and one topology with four entangled masters belonging to the
set with three massive propagators. While we suceeded to decouple (partially) in the
limit € — 0 the system of three linear differential equations corresponding to the case
with three entangled MIs, we are still working on the system of four entangled MIs.

An additional note concerns the set of basis functions used to express the ana-
lytic results present in the thesis. The subset of diagrams involved in the NNLO
QCD corrections to the Higgs boson production can be expressed entirely in terms
of harmonic polylogarithms (HPLs), i.e. in terms of generalized polylogarithms with
weights (—1,0,1). This is also the case of the majority of the MIs with two massive
propagators. However, two MIs with two massive propagators present an additional
denominator, which introduces an additional fractional weight to the set of the HPLs.
Moreover, the system of differential equations of the four entangled MIs seems to
present again additional denominators and the set of weights results augmented by
two complex numbers and relative complex conjugates. This would clearly mean that
for the calculation of the diagrams with more masses, the basis of HPLs is not suffi-
cient and the functional basis of generalized polylogarithms is needed. These results
are still preliminary and need further investigation.

Aside from the expressions of the 13 three-cut and two-cut diagrams involved in
the calculation of the NNLO QCD corrections to the Higgs boson production, which
were already known in the literature and that we re-calculated in order to check our
approach, in the thesis we include the expressions of 3 new MIs with three cuts (2
massive propagators), 7 new MIs with two cuts (2 massive propagators) and 1 MI with
two cuts and 3 massive propagators. In the case of 2 entangled MIs with two massive
propagators, at the moment we do not have the result for the soft limit, and the
masters are expressed in terms of explicit integration constants, still unconstrained.

The other MIs are work in progress. We have the corresponding systems of first-
order linear differential equations and, at least in the case with two massive prop-
agators, their solution should be only matter of time. In the three-massive case,



instead, the bottleneck is constituted by the four entangled MIs, that needs further
investigation.

The present work is structured as follows.

In Chapter 1, we introduce the Drell-Yan process and we describe briefly the
physical motivation for Drell-Yan studies at hadron colliders. The measurements of
the Drell-Yan production of W and Z bosons are performed very accurately at LHC
by ATLAS and CMS collaborations. We discuss the importance of equally accurate
theoretical predictions for the relevant observables and we review the status of the
theoretical calculations present in the literature. Moreover, we present our notations
and conventions.

In Chapter 2, we discuss the full set of Feynman diagrams needed for the calcula-
tion of the mixed QCD-EW corrections to the DY production of Z and W bosons. We
describe the narrow-width approximation, which allows us to perform the calculation
disentangling the production of the gauge boson from its subsequent decay. Finally,
we list the set of corrections on which we will focus in the rest of the thesis.

In Chapter 3, we present in some details the method on which we based our
calculations: the reduction to the MIs of the problem, using the Laporta algorithm
implemented in the computer program Reduze, publicly released, and the calculation
of the MIs by means of the Differential Equations method. We further discuss the
solution of the differential equations in two cases: exact solution in D dimensions,
expressing the result in terms of hypergeometric-like functions, or solution in Laurent
expansion of (D — 4).

In Chapter 4, we focus on the reduction of the diagrams corresponding to the
double real and virtual-real emissions of photons and gluons. Following the method
introduced for the NNLO QCD corrections to the total cross section of production
of a Higgs boson, we use the Cutkosky rules in order to treat the real emission in
the same way as the virtual corrections. We reduce the big number of dimensionally
regularized scalar integrals to a small set of MIs and we discuss their soft limit, needed
to constraint the arbitrary constants in the solution of the differential equations.

In Chapter 5, we present the calculation of the MIs using the differential equations
and we collect our results.

Finally, in Chapter 6, we draw our conclusions and outlook.

Two appendices are added at the end of the text. In Appendix 1, we give our
notations and relevant Feynman rules. In Appendix 2, we remind the reader with
some basic property of the set of functions used to express the results of the Mls: the
set of harmonic polylogarithms (HPLs).
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Chapter 1

The Drell-Yan Process

1.1 Introduction

1.1.1  Discovery of Drell-Yan process and application

The first dimuon experiment [1] for the observation of massive muon pairs in hadron
collisions was done using the reaction p + U — u™ + p~ + X. Data were taken at
incident proton energies of 22, 25, 28.5, and 29.5 GeV/c and the muon pair mass of
1-6.7 GeV. This experiment was originally designed to search for intermediate weak
bosons. No such a resonant structure was found. The result of the experiment was
given by a fall in the cross section with increasing dilepton mass over almost 10 orders
of magnitude, as is shown in the left plot of Fig. 1.1.
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Figure 1.1: The left plot is the result of the first dimuon experiment, the right one is
Drell-Yan process with single intermediate photon

In 1970, Sidney Drell and Tung-Mow Yan proposed [20] that the continuum of
the opposite-sign dileptons was produced in hadron-hadron collision by the process
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depicted on the right picture of Fig. 1.1, applying in fact to the first dimuon exper-
iment the concept of “Parton Model” [2]. In the first step an antiquark from one
hadron annihilates against a quark from the other hadron to give a virtual photon.
Subsequently this photon converts to a pair of (opposite-sign) leptons: pu*pu=,ete™, ...
The process is an electromagnetic process. The hard matrix element can be calculated
in perturbation theory and then convoluted with the parton distribution functions,
that include the non perturbative long distance information. The generated virtual
photon contributes with a factor M~ in the cross section and this leads to the rapid
fall of the cross section with increasing delipton mass.

Since 1970, the Drell-Yan (DY) mechanism was studied extensively, both in fixed-
target and collider experiments. It provides valuable pieces of informations about
the parton distribution functions (PDFs), which describe the way the momentum
of an incoming high-energy nucleon is partitioned among its constituent partons.
These PDF's are basic ingredients for calculating essentially all processes at hadron
colliders. Measurements of Drell-Yan production cross sections allow the extraction
of the structure functions of the beam hadron. Since experimentally the detection
of a lepton pair is relatively simple, the lepton pair production data have become an
integral component of the global fits, together with the deep inelastic lepton-nucleon
scattering, in determining the parton distributions inside a nucleon (see Fig. 1.2).
Moreover, the J/W(charm) and Y families of resonances were discovered with DY
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Figure 1.2: The first plot is the p + W — ptu~ X probing antiquark distribution at
800 GeV/c , the second one is 7~ + W — ™~ X probing antiquark distribution in
pion at 194 Gev/c, the last two are p+ p — [*]~ X probing antiquark distribution in
antiproton at 1.8 TeV [3].

mechanism. This mechanism was the first application of the parton model idea beyond

deep inelastic scattering, and it played a crucial role in the design of the experiment
at CERN, which later discovered the W and Z bosons.
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1.1.2 Drell-Yan mechanism

Let us illustrate the leading order Drell-Yan process as shown on the right picture
in Fig. 1.1. A high-mass lepton pair [*]~ emerges from ¢g annihilation in a proton-
proton collision. The quark carries a fraction x; of the first hadron’s longitudinal
momentum, and a fraction x5 of the other hadron’s longitudinal momentum is carried
by the antiquark. The leading-order (LO) QCD prediction takes the form

Ap(POp(Pe) 07 +X) = [[don [ doa 3 fun) ale)

X0 (qa(11P) + Ga(waPy) — 070 + X)), (1.1)

where the sum runs over all species of quarks and antiquarks. X denotes any hadronic
final state. The parton distribution functions, f(z), are defined as the probability
density of finding a parton with longitudinal momentum fraction x inside the proton.
Let s be the squared center-of-mass energy of the hadron-hadron collision. Then the
four-momentum of the annihilating pair to the dilepton four-momentum (E, p,) gives:

and

pe = (T1 — 22)V/5/2. (1.3)
The virtuality of the exchanged photon, or equivalently the invariant mass squared
M? of the lepton pair, is given by!

M? = —(pyr +pi-)* = E* — p} = sa129. (1.4)
Two basic relations between the quark variables and the observable now appear:
T=DM?*/s (1.5)

and
Tp =2p/\s =11 — Ty (1.6)

Let us consider the process ¢ + ¢ — p™p~. Quantum electrodynamics yields the
leading-order cross section above the threshold:
a2
g — utpT)=— 1 1.7
o(q+q—pup) NG (1.7)
where @), is the quark charge, ¢ is the four-momentum of the virtual photon and N, is
the number of colors (N, = 3 in the Standard Model). At leading order § = —¢* = M?,
therefore

Ama*Q;

olqg+q—pu) = INOR (1.8)

Note that we use the Pauli-Veltman metric tensor (+ + +—).
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The cross section for the lepton pair production is therefore

Co(pp = ptu” +X) = Z AT Q2 fo (1) fa(wa)daydas /3N M?. (1.9)

q
Re-expressing this in the measurable dilepton parameters M? and zy gives

d*o(pp — utp~ + X) dra’®  x1T9

dM2dzxp T 3N.M 2y + 24 ;Qqu(flil)fq(@)a (1.10)
where
T = %[(m%—i—llr)l/Q—i—xF],
T2 = %[( oA — . (1.11)

If we now introduce the rapidity of the lepton pair

1
Y = 5 log <ﬂ> , (1.12)

T2
we have dY = dzp/(z1 + x3) and thus

d? tum 4+ X A2
0(pp£4";d§j + R _ 3N7TOé 2 Z Qa{ fo(x1) fa(w2) + (¢ & @)} (1.13)
¢ q

1.1.3 Notation and Born approximation

In this section, we discuss the lowest order contribution to the partonic cross section
of production of a lepton or lepton-neutrino pair via the exchange of a weak boson.

We consider first the process q(p1)q(p2) — Z(p) — et (ps)e (ps) and illustrate
the calculation of the cross section 69). The relevant Feynman diagram is shown in
Fig. 1.3. The boson mass is expressed by m. The Mandelstam invariants are defined
as follows:

§= —(pl +p2)2> t= —(P1 —ps)Q, U= —(pz —p3)2- (1-14)

Using Feynman rules given in Appendix A, the matrix element at LO can be
written as

MG = o lien) | e = o )olon)
<0(p2) 127 | 2 1+ )i, (1.15)
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Figure 1.3: The lowest order Feynman diagram contribution to the amplitude for the
reaction ¢ — Z — eTe~. The arrows denote the flow of charged quarks and leptons.

where s,, = sin (6w, ¢, = cos (0w ), ¢y =1 — 32, ¢ = 4s3 — 1, N, is the number of

colors (N. = 3 in the Standard Model), m  is the pole mass of the Z boson, I'; its
total width, M2 = m% — I'%/4. Then, averaging over the initial spins and colors and
summing over the final spins, we find the following matrix element modulus squared:

|M§|2 - MgMg* )

___ 1
RIS S
€ si,5¢4,C
98 g 1 1 5s? 8st
- (W)g 22 2 2[<__+ﬂ_&)t2
ANt (s — MZ)2+mzI2" 4 3 3
1 5s2 375t 3288
+(__ Sw + Sw + Sw)(82+28t+2t2)j|7 (116)

4 3 9 9

where we used the following sums over polarizations:

> ulpa(p) = —i ¥, (1.17)

A

> v(p)up) = —i ¥, (1.18)

A

since we consider the quark and the electron as massless. The total cross section can
be expressed by

~(0) 1 d3p3 d3p4

8 2m) 6" — Py — pa) [ MPP2 11
[op> 8s (27T)3P§(27r)3p2( )" 6" (p1 + p2 — ps — pa)|[MB] (1.19)

and using the relations,

x = |ps], t = /s|ps|(cos 0 — 1); (1.20)
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inserting Eq. (1.17) into Eq. (1.18), we find

() 11 / 22dwdQ §(z — L) gt 1
G, = — =
Z 4N.8s | 4(2m)2x? 2 (s — M32)24+m3I?
1 583  8st. 1 5s2  37st  32s8
- TPw  FPw 0 —1 2 - w w w
g g T s leosd m 1T (g g T )
x (5% + 2sv/sz(cos§ — 1) + 2s2°(cos 6 — 1)?]. (1.21)
Finally, we have
4 s 1 5s2  50st  80s5  64s°
60— I i oo 2w P B0 PP (g 99)
1927 N et (s — M2)2 +mzI21l4 3 9 9 9

For the W boson production, we consider the lowest order process ¢(p;)q(ps) —
W(p) — I (ps)vi(ps). We choose the same kinematic notation as for the case of the

g Y
w

q I+

Figure 1.4: The lowest order Feynman diagram contributing to the amplitude for the
reaction q¢ — W — [Tv. The arrows denote the flow of charged quarks and leptons.

7 boson production. Then:

B —1 — . 4 i 5 v 1
My, = (27T>4U(p4)[2(271') ]2\/5'}/#(1 +77) (p3>5 M2, + imw Ly
%7 (p2)[1(27)] 2= (1 + 7 Vaats(p1) (1.23)

2v/2

where V4 is the CKM matrix-element, my, is the W-boson mass and 'y, is the W
decay width. We find

&(0) . 94‘Vud‘2 S

= 1.24
W 3847 N, (s — M2,)2 +m2, T3, (1.24)

where the weak coupling can be expressed in terms of «, the fine structure con-
stant, and of sin 6y, the sine of the weak mixing angle, by using the relation 4ra =
¢%sin® . The weak mixing angle is defined as cosfy = my /mz, my is the pole
mass of the W boson, Ty its total width, and M3, = m¥, — ', /4.
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1.1.4 Factorization and parton distribution functions

When quarks or gluons appear in the initial state of the parton subprocess, the correc-
tions to the process will, in general, have mass singularities that do not cancel in the
subprocess total cross section. Hence, Drell-Yan cross section in QCD is a combination
of short- and long-distance behavior, and it is not computable directly in perturba-
tion theory. The factorization theorem allows us to derive predictions for these cross
sections. At the Born approximation the short-distance cross section is identical to
the normal parton scattering cross section. At higher orders, the short-distance cross
section is derived from the parton scattering cross section by separating the long-
distance pieces, which are universal, and factoring them into the parton distribution
functions (PDF). The short-distance cross section, instead, is process dependent and
is calculable in perturbation theory.

Consider the process A+ B — [t 41+ X. The factorization theorem is contained
in the following expression at any order in QCD:

1

OAB-t-+x(5) = Z/ dz1dzs faa(21, 1) oan(s, as(p)) fop (228, 1) (1.25)

a,b 0

where in Eq. (1.24) the renormalization and factorization scales have been set equal
(up = pr = p). S and s = 21235 are the hadronic and partonic c.m. energy re-
spectively. The PDFs f,4 and f,p are not calculable within perturbative QCD and
must be determined by experiment. They are universal quantities, i.e. once f,4 is
known from an experiment, it can be used to describe the cross section in another
reaction initiated by the same hadron A. The evolution of the PDF's with the factor-
ization scale is a prediction of the theory and can be calculated in perturbative QCD.
The function oy, is the hard scattering partonic cross section, process-dependent and
computable in perturbation theory.

We define a renormalized (finite) partonic cross section 7., and transition functions
I'yp such that

ow(s) = /d:cldngaC(xl)dﬁcd(xlxgs)de(xQ). (1.26)

x1 and x9 € [0, 1] give the momentum fraction of the quark after emitting a gluon.
The singular terms are absorbed into the transition function in such a way that the
renormalized cross section is finite. The transition functions I' can be interpreted as
the probability densities of finding a quark inside a quark. In order to predict the
hadron cross section, renormalized PDFs f are needed, which are defined as

z

fo= [ [ amrene e = [ Tr6)=s@ere. a2
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The symbol ® means the convolution in a compact form. Then the infrared safe
hadronic cross section reads

UAB—>1+Z—+X(3) = Z/dfld&ch(fl)dﬁcd(flfzs)de(&)- (1-28)
a,b

The & and & € [0, 1] are defined as & = x12; and & = x925. It is easy to find the con-
nection between renormalized and un-renormalized hadronic cross section. Inserting
the Eq. (1.27) into Eq. (1.28),

Capsiti-+x(8)=) / dzidzadzidzs foa (1) ac(21)dGca(21228) Doa(22) fo(22) (1.29)
a,b

which now contain only renormalized quantities. The Born cross section is finite, but
at NLO it will be necessary to apply the renormalization prescription defined above.
The quantities &, o and I" are supposed to have a perturbative expansion in ag:

a(s) = Y (T)a(s).

o(s) = ()0
D) = Sud(l—a) ) ()T (@), (1.30)

n=0

The first term in the expansion of the transition function is a delta function and
Fg)) is the lowest order Altarelli-Parisi [4] kenel that gives the evolution of the PDFs.
Putting Eq. (1.30) into Eq. (1.26), we find

« (67
o (8) + 0 (5) = o (9)+ [&ii,)(s) + 3 [ @w)do)os)
s ™ B
+Z/dxgdci((l?j)(a:gs)f‘é?(xg)} (1.31)
d

At the Born level, we find @ = ¢(°). The NLO correction can be obtain by comparing
the left side and right side of Eq. (1.30) at order O(ayg),

o) =ol) = / dai T (21)do§) — > / daodo 0T (2,), (1.32)
c d

Thus the singularity from the a(%) is removed by the Born cross section with the
transition functions.
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1.2 Physics motivations for Drell-Yan studies at
hadron colliders

From a theoretical point of view, the Drell-Yan production rates are known at the
NNLO accuracy. A very interesting property of the DY resides in the nature of the
final state. The Drell-Yan process as stated previously consists in the production
of a lepton pair through a Z, v or W exchange after a ¢¢g annihilation. Therefore,
there are no coloured particles in the final state, and hence no uncertainties related
to fragmentation functions.

From the experimental point of view, Drell-Yan is also very attractive inasmuch
it has a fairly large cross section, typically of O(nb), and thus a significant expected
statistics, even after applying cuts on the kinematical variables. The experimental
signature of Drell-Yan events is also extremely clean, as we require two isolated high
pr charged leptons produced back to back for the Z and v channels, and one isolated
high pr charged lepton together with missing transverse energy for the W channel.
Therefore, both charged current (CC) and neutral current (NC) Drell-Yan channels
are considered as ”standard candle” reactions. They are of the utmost importance
for the machine luminosity monitoring and for the calibration of the detectors at the
LHC. Moreover, the Drel-Yan process is also considered as one of the golden channel
for extracting information on PDFs,; like quark and antiquark sea distributions, or
parton distributions in the extended kinematics regions.

On top of that, the Drell-Yan is also a fundamental process for an accurate check
of the Standard Model at hadron colliders. In particular, the DY production of W' is
important for an accurate determination (via transverse mass and pr distributions)
of the W mass, my,, and the W decay width I'y,. The fermion-pair production above
the Z boson or W boson poles is a rich search field for new phenomena at present and
future high energy colliders. Finally, the DY process is an irreducible background to
several searches beyond SM physics, like the production of additional, heavier, neutral
gauge bosons, Z’, whose branching ratio into charged lepton pair varies according to
the model specifications.

1.3 Measurement of the Drell-Yan process at LHC

1.3.1 Measurements of inclusive W and Z production cross
sections

Measurements of the inclusive cross sections of DY W# and Z/~* production in the

electron and muon decay channels [7] are presented in Tables 1.1 and 1.2. They are

based on the full data sample collected by the ATLAS experiment at LHC in 2010
at a centre-of-mass energy of 7 TeV. With an integrated luminosity of about 35 pb~!,
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ol . BR(W — ev) [nb]

W+ 2.898 % 0.011(stat) & 0.052(syst) & 0.099(lumi)
W- 1.893 = 0.009(stat) = 0.038(syst) =+ 0.064(lumi)
W 4.791 % 0.014(stat) % 0.089(syst) & 0.163(lumi)

ot - BR(W — ev) [nb]

W+ 6.063 + 0.023(stat) £+ 0.108(syst) £ 0.206(lumi) + 0.014(acc)
W= 4.191 4+ 0.020(stat) £ 0.085(syst) £ 0.142(lumi) + 0.084(acc)
W+ 10.255 £ 0.031(stat) + 0.190(syst) & 0.349(lumi) + 0.156(acc)

ol - BR(Z/y* — ee) [nb]
Z/y* 0.426 4 0.004(stat) £+ 0.012(syst) £ 0.014(lumi)

o). BR(Z/v" — ee) [nb]
Z/v*  0.952 £ 0.010(stat) £ 0.026(syst) £ 0.032(lumi) £ 0.019(acc)

Table 1.1: Fiducial and total cross section times branching ratios for W+, W—, W#*
and Z/v* production in the electron decay channel [7].

a total of about 270,000 W boson decays into an electron or muon and associated
neutrino and a total of about 24,000 Z/v* decays into electron or muon pairs have
been observed. The results are compared with QCD predictions calculated at NNLO
in the fiducial regions of the measurements which allows for maximum sensitivity to
details of the parton distributions used in these calculations. Comparing the results
of the CMS and ATLAS collaborations with the theoretical predictions we find that
they are in agreement.

The left plot of in Fig. 1.5 presents LHCb measurements [8] and illustrate the
impact of higher-order effects on the total cross section.

The most recent measurements of the inclusive W and Z production cross sections
were performed at the LHC in pp collisions collected in 2012 at /s = 8 TeV and cor-
responding to an integrated luminosity of 18.740.9 pb™* [5]. The LHC instantaneous
luminosity increased drammatically compared to the dataset used for the first mea-
surement at 7 TeV [6, 7], from 2 x 10%! to 7x 10%* ecm~'s™!, and the average number of
inelastic proton-proton interactions (pile-up) increased from two up to twenty. Since
the precision measurements require a low pile-up and triggers with low transverse
momentum thresholds, the instantaneous luminosity was decreased by approximately
a factor of ten in a dedicated LHC configuration. The total inclusive cross sections
are consistent for the two decay modes within their measurement uncertainties. The
combination of both channels is shown in Table 1.3. The theoretical predictions of
the cross section, and relative ratios, based on the program FEWZ [10], that includes
NNLO QCD corrections and uses the MSTW2008 [11] set of PDF's, are 12 + 0.32 nb
for the production of W (7.32 &+ 0.20 nb for W+ and 5.18 £+ 0.13 nb for W) and
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ol BR(W — uv) [nb]

W+ 3.002 & 0.011(stat) & 0.050(syst) & 0.102(lumi)
W- 1.948 = 0.009(stat) = 0.034(syst) =+ 0.066(lumi)
W 4.949 % 0.015(stat) % 0.081(syst) & 0.168(lumi)

ot - BR(W — pv) [nb]

W+ 6.062 + 0.023(stat) &+ 0.101(syst) £ 0.206(lumi) + 0.099(acc)
W= 4.145 4 0.020(stat) £ 0.072(syst) £ 0.141(lumi) & 0.086(acc)
W+ 10.210 £ 0.030(stat) + 0.166(syst) & 0.347(lumi) £ 0.153(acc)

oL BR(Z/Y" = ) [ub)
Z/y 0.456 = 0.004(stat) = 0.004(syst) % 0.015(lumi)

ol - BR(Z/y" — pp) [nb]
Z/~v*  0.935 £ 0.009(stat) £ 0.009(syst) £ 0.032(lumi) £ 0.019(acc)

Table 1.2: Fiducial and total cross section times branching ratios for W+, W—, W#*
and Z/v* production in the muon decay channel [7].

1.13 £ 0.04 nb for the production of Z. The uncertainties include the contribution
from the strong coupling constant oy, the choice of heavy quark masses as well as ne-
glected higher-order corrections beyond NNLO, by allowing the renormalization and
factorization scales to vary.

In order to fix the PDF's and precisely determine the input parameter such as the
gauge boson mass, differential distributions have to be studied.

1.3.2 Study of differential distributions

The theoretical calculations of the differential cross section of the DY production,
do/dM and the double differential cross section, d*c/dMdY , where M is the dilep-
ton invariant mass and Y is the absolute value of the dilepton rapidity are already
known up to NNLO QCD. Comparisons between theoretical calculations and experi-
mental measurements provide important constraints on the PDFs. The difference in
predictions due to different PDFs, as shown in Fig. 1.2 (right), makes the measure-
ment important for the PDF constraints. We will review the theoretical calculations
in the following sections.

1.4 The importance of an accurate theoretical pre-
diction

The experimental accuracy aimed at the LHC for inclusive Drell-Yan observables
is of O(1%). The resulting Tevatron average for the mass of the W boson is my =
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Figure 1.5: (left) The Drell-Yan invariant mass spectrum, normalized to the Z reso-
nance region, as measured by LHCb and compared to LO, NLO and NNLO predicted.
(right) The Drell-Yan cross section (1/0)do/d|Y| as a function of the dimuon rapidity,
measured by the ATLAS experiment in the region 66-116 GeV. [9]

(80387+16) MeV. The mass of the Z boson is measured to be mz = (91187£2) MeV.
The statistical uncertainty on the Z boson cross section for 10 fb~! is approximately
0.05% per lepton channel at the LHC. In order to provide a reliable accuracy for LHC
data analysis, theoretical models have to reach at least 0.3% of accuracy. This is a
serious challenge for theory.

The prospects for the measurement of my, at CERN LHC are at the level of
15 MeV, or even 10 MeV [12, 13]. A measurement of my at the 10 MeV level
is very challenging from the theoretical point of view due to the careful modeling
of the production mechanism that is required. We should have the control on all
the perturbative and nonperturbative corrections that can modify the shape of the
relevant kinematic distribution at this level of precision [14].

The NLO QCD corrections to the Drell-Yan reaction are rather large, being about
70% at fixed target energies and about 30% for the SpgS. Therefore, higher-order
corrections are necessary to put O(ag) predictions on a firm ground. In addition,
electroweak radiative corrections play an important role in the W mass and width
measurements; final state photon radiation is known to shift both quantities by O(100
Mev). In order to measure the W mass and width accurately, the QCD mixed elec-
troweak corrections are needed.
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Process Combination Measurement

o(pp —» WX)- BR(W — ev)[nb] 12.04 4 0.05(stat) + 0.37(syst) + 0.53(lums)
o(pp = WX) - BR(W — uv) [nb] 11.79 4 0.04(stat) £ 0.27(syst) £ 0.52(lumi)
o(pp — WX) - BR(W — [v)[nb] 11.88 £ 0.03(stat) + 0.22(syst) + 0.52(lums)
olpp > W*X)- BR(WT — etv) [nb] 7.10 £ 0.04(stat) £ 0.26(syst) £ 0.31(lums)
olpp > W*X)- BRW* — ptv)nb]  6.84 £0.03(stat) £ 0.16(syst) £ 0.30(lums)
olpp = WTX)- BR(W* = ITv)[nb]  6.91 £ 0.02(stat) £ 0.14(syst) £ 0.30(lums)
olpp = W~X)-BR(W~ — e v) [nb] 4.94 4+ 0.03(stat) £+ 0.19(syst) £ 0.22(lumi)
olpp - W~X)- BR(W~ — p~v)[nb]  4.95 4 0.03(stat) £+ 0.13(syst) £ 0.22(lumi)
olpp > W~X)- BR(W~ — 1"v) [nb] 4.95=£0.02(stat) £ 0.11(syst) £ 0.22(lums)
o(pp — ZX) - BR(Z — ete™)[nb] 1.10 £ 0.02(stat) + 0.05(syst) £ 0.05(lumsi)
o(pp = ZX) - BR(Z — ptv™) [nb] 1.13 £ 0.01(stat) + 0.03(syst) £ 0.05(lums)
olpp — ZX) - BR(Z — IT17)[nb] 1.12 4+ 0.02(stat) £ 0.05(syst) £ 0.05(lumi)

Table 1.3: Averaged cross sections times leptonic branching ratios in nb for W

(W*,W~) and Z production in the combined electron and muon final states, at
Vs =8 TeV [5].

At fixed (NLO) order, EW effects are tiny, but not negligible in the view of a my,
known with a precision of O(10 MeV). Drell-Yan is a background process for many
important reactions such as, for instance, the production of the ¢ pairs or the produc-
tion of new vector resonances, Z' and W', which appear in several extensions of the
Standard Model. Drell-Yan is also a useful process for the calibration and monitoring
of the detector performances, specially, the hadronic and partonic luminosities at the
LHC.

For all the aforementioned reasons, an accurate and reliable theoretical prediction
for the cross section and distributions of the Drell-Yan process are demanded for the
precision studies at hadron colliders.

1.5 Theoretical uncertainties and status of theo-
retical calculations

Now let us review the theoretical uncertainties. The sources of theoretical uncer-
tainties in the case of the Drell-Yan process are related to the kinematic variables. A
realistic phenomenological study and data analysis require the inclusion of the relevant
radiation corrections and their implementation into Monte Carlo event generators.
The inclusion of QCD radiation is mandatory for the simulation of any process
at hadron colliders. The NLO QCD corrections to the total cross section are known
since many years. They were calculated in [15], where a sizable increase of the total
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cross section with respect to the leading order one is found by the authors. More
exclusive observables are known in the litterature. The Z and W production at non-
zero transverse momentum Pr is known at NLO accuracy in QCD [16] and in the
full SM [17]. A complete calculation of the O(a%) corrections to the Drell-Yan cross
section has been performed by van Neerven and collaborators [27] in the M S scheme.

Recently the two-loop QCD helicity amplitudes for the production of a Z or a W
with a photon have also been calculated [35]. The rapidity distribution of a vector bo-
son is known at the NNLO in QCD [36]. For low pr (pr < My, M), the convergence
of the fixed-order calculation is spoiled by large logarithmic terms o log™ (M3, /p%)
that have to be resummed [18]. The generator RESBOS [19], used for data analysis
at Tevatron, includes these effects.

The parton level Monte Carlo event generator described in [28], which considers
the NNLO QCD radiation correction to the production of W and Z bosons in hadron
collisions, includes the v — Z interference, finite-width effects, the leptonic decay of
the vector bosons, and the corresponding spin corrections. The program allows to
apply arbitrary kinematical cuts on the final-state leptons and associate jet activity.

W boson production cross section at hadron colliders including O(a%) corrections
has been studied using the numerical code FEWZ [10]. The aforementioned code also
includes spin corrections, finite width effects, v — Z interference, and allows for the
application of arbitrary cuts on the leptonic final state.

In contrast with QCD, effects of electroweak corrections on precision measure-
ments of some Standard Model observables, like the W boson mass and decay width
are found to be pretty small. Nonetheless, they should not be neglected. The elec-
troweak NLO corrections are known for the W [31] and Z [32] production cross sec-
tions, both in the Narrow-Width Approximation (NWA), and in the case of the exact
calculation. Furthermore, the O(a) EW contributions give large corrections to the
tails of the transverse mass and lepton transverse momentum distributions, because
of the presence of large EW Sudakov logarithms [33, 34]. These regions are important
for the search of new heavy gauge bosons.

A detailed study of the production of the charged current Drell-Yan process is done
in [29], which includes the exact O(«) electroweak corrections properly matched with
leading-log effects due to multiple-photon emission, as required by the experiments at
Tevatron and at the LHC. This calculation has been implemented in the new version
of the event generator HORACE.

The inhibition of soft parton radiation near the boundary z — 1 of the phase space,
where z = x = |Q?|/s for the Drell-Yan, generates large logarithms whose resumma-
tion is necessary in order to extract reliable theoretical predictions. In particular it
is important for theoretical and phenomenological QCD improved parton model can
be extract toward the borderline z ~ 1 between perturbative and nonperturbative
physics.

General arguments toward the exponentiation of all the logarithms have been given
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[24, 25]. Moreover, Drell-Yan is the first process that had the resummation worked
out at the NNNLL [26] and matched to NNLO fixed order calculations, because it has
no colored final state particles (if v, Z or W decay leptonically).

Most recently, the neutral current Drell-Yan with combined QCD and electroweak
corrections has been implemented within the framework of the POWHEG BOX [30].
The aforementioned implementation combines both NLO electroweak and QED mul-
tiple photon corrections with native NLO and Parton Shower QCD contribution.

Even though a substantial number of higher-order corrections have already been
calculated, the mixed QCD-EW corrections at NNLO are still missing. In this thesis,
we study those corrections and focus on the virtual-real and double-real contributions
to the total cross section of the production of on-shell Z and W bosons.
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Chapter 2

The mixed QCD-EW corrections

In this chapter, we will focus on the full set of QCD-EW mixed corrections to the
partonic DY mechanism. Even in the case in which we consider the leptonic decay
of the gauge bosons (and therefore the particles in the final state coming from the
decay of the boson carry no color), the NNLO mixed corrections involve complicated
Feynman diagrams, as for instance two-loop boxes with massive propagators and one-
loop pentagons. This is due to the fact that, although the initial state is prevented to
exchange a gluon with the final state, it can exchange with it a virtual weak boson.
These diagrams are very complicated to compute, and they constitute a challenge for
the current techniques for the calculation of Feynman diagrams. Since, however, we
are considering inclusive observables (in particular we are calculating the total cross
section) and, moreover, for the SM weak bosons the ratio between the decay width
and the mass is quite small (at the percent level), we can rely on the so-called narrow-
width approximation and disentangle the production from the decay process. This
approximation makes in such a way that the calculation of the total cross section is
substantially simplified and affordable.

2.1 Up to two-loop contributions

We consider the partonic processes q§ — Z — I71~ and q@ — W — lv. At tree level,
there are two diagrams contributing and they are shown in Fig. 2.1.

q (o) q 1~ ()

q 17(q) q v(q)

Figure 2.1: Feynman diagrams contributing to the Drell-Yan process at the partonic
level.
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At next-to leading order (NLO), QCD corrections affect exclusively the initial

_ q -
z (w) ! Z (W) ! + ...
Q@ 1@ q1@ I+ @)
a. zw - a |-
+
q (@ T @ a@ I+ @)

Figure 2.2: Some Feynman diagrams illustrating the NLO corrections to the Drell-Yan
process at the partonic level.

state and they result at most in the calculation of massless one-loop vertex diagrams.
However, when we consider the electroweak corrections, the situation changes consid-
erably, because the final state can interfere with the initial state by the exchange of
an electroweak gauge boson. Virtual corrections will include, then, the calculation of
box Feynman diagrams with massive propagators (see Fig. 2.2).

At the next-to-next-to leading order (NNLO), the situation is the same as the one
at the NLO. In particular, O(a%) corrections affect only the initial state. From a
technical point of view, the NNLO QCD corrections involve at most two-loop mass-
less vertices in the virtual set, while virtual-real radiation diagrams involve at most
massless one-loop boxes with one external leg off-shell. Let us consider the mixed
corrections, O(awg). Since the initial state can exchange a photon or a massive weak
boson with the final state, while a gluon is exchanged between the incoming quarks,
the virtual corrections involve two-loop box diagrams with massive propagators, that
are extremely challenging to evaluate!. Furthermore, the virtual-real diagrams can
involve massive pentagon Feynman diagrams (see Fig. 2.3), that have to be integrated
over the entire phase space. This amount to calculate three-loops cut diagrams, and
the level of difficulty is evident.

A considerable help in the calculation of the observable we are interested in comes
from the fact that it can be shown that the bulk of the corrections to the cross section
comes from the region of the phase space in which the decaying Z or W bosons
are nearly on shell. This means that, in first approximation, we can neglect the
contributions coming from diagrams in which the initial state exchanges bosons with

LA first partial result, concerning the massless two-loop boxes, was considered in [39]
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Figure 2.3: Drell-Yan process NNLO contributions.

the final state, and we can concentrate on the corrections in which an on-shell Z or W
boson is first produced and then it decays in the final state particles. The neglected
non-resonant contributions are of the order of ~ O(I'/M), if T" is the decay width
of the decaying boson and M its mass. This describes the so-called “narrow-width”
approximation, as discussed in the next section.

2.2 Narrow-Width approximation

The narrow-width approximation (NWA) [40] is widely applied to the calculation of
the cross sections involving promptly decaying particles. The following requirements
have to be met in order to apply consistently this approximation. Firstly, we have to
consider inclusive observables. Then, the total decay width I' of the resonant particle
has to be much smaller than its mass, M. Furthermore, the mass of the parent particle
has to be much bigger then the one of the daughter particles. Finally, the scattering
energy must be much larger then the mass of the decaying particle.
In the limit I'/M — 0, the squared propagator

D) = [(0* = M)’ + (MT)’] ", (2.1)
with 4-momentum p approaches a delta function:
lim D) = yo(p* = M) (2:2)
The scattering cross section o is expressed as follows:
= CF[™ a [ao P00 [asdmadr. 9

Prin
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When using Eq. (2.2), we have

(2m)"
2s

0= Onwa = /d¢p|/\/lp(M2)|2K/dgbd|J\/ld(M2)|2. (2.4)
where K = JJ=. The scattering cross section o thus approximately decouples into
the on-shell production (0,) and the decay. In our case, all the requirements are
satisfied. The productions we consider are resonant scattering processes and the W
and Z masses and decay width are experimentally found to be [42]:

my = (80.385 + 0.015) GeV | Ty = (2.085 4 0.042) GeV (2.5)
my = (91.1876 + 0.0021) GeV 'y = (2.4952 & 0.0023) GeV . (2.6)

Compared to the masses, the total decay widths are small. There is no significant
interference with non-resonant processes and we can separate the resonant propagator
as the Eq. (2.2) from the matrix element.

After the implementation of the narrow-width approximation, the production and
the decay processes are separated, as depicted pictorially in Fig. 2.4 in the case of
the Z boson. Therefore, the O(aag) corrections to the total cross section for the

Production Decay

Figure 2.4: Narrow-Width approximation for the Z production

production of a lepton pair (or lepton-neutrino pair) in DY processes can be divided
in two separated contributions. The first one includes the NNLO corrections to the
production of an on-shell gauge boson multiplied by the branching ratio of Z — 71~
or W — lv at the LO. The NNLO corrections to the production process need the
virtual two-loop corrections to the channels q¢ — Z and q¢ — W, the virtual-real
contributions involving 2 — 2 diagrams with a photon or a gluon in addition to the
gauge boson in the final state and the double-real contributions (2 — 3 diagrams) with
a photon and a gluon together with the gauge boson in the final state. The second
contribution is given by the product of the O(ag) corrections to the production process
times the O(a) corrections to the decay of the gauge boson.

In this thesis we concentrate on the first contribution, i.e. the NNLO corrections
to the production process.
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2.3 O(aag) corrections to the production process

The Feynman diagrams involved in the calculation of the NNLO mixed QCD-EW
corrections to the cross section of production of an on-shell Z or W boson can be
generated using a generator program, as for instance FeynArts [41] or Qgraf [43].

According to the number of particles in the final state, the Feynman diagrams
can be classified in virtual corrections (two-loop 2 — 1 vertex diagrams), virtual-real
corrections (one-loop 2 — 2 box diagrams) and double-real corrections (tree-level
2 — 4 diagrams).

The calculation of the corrections to the cross section proceeds in the following
way. Since the final state in the three groups of diagrams is constituted by a different
number of particles, we have to add the relative cross sections:

6 =0y +0yvr+0nrn. (2.7)

In the calculation of the various pieces of Eq. (2.7), we have to deal with UV and
IR divergences. In oy the divergences arise from the integration with respect to the
loop momenta. In dyr we have an overlapping of the divergences arising from the
integration with respect to the one-loop momentum and the integration of the phase
space of the additional unresolved gluon or photon. In 6gg, the matrix element is
finite and the divergences arise from the integration of the phase space of the two
unresolved additional photon and gluon in the final state. In order to manipulate
divergent integrals, we have to regularize such divergences. For this purpose we use
Dimensional Regularization. The divergent integral is calculated in a number of di-
mensions D # 4 in which is formally convergent. Then, the result becomes a function
of the parameter D and the original divergence is recovered in the limit D — 4, and
appears as poles in (D —4). The UV divergences are removed from the cross section
with the renormalization procedure. IR divergences, instead, are removed only after
the three cross sections are added together and the remaining initial state collinear
divergences are re-absorbed in the redefinition of the parton distribution functions
with which we have to convolute ¢ in order to have the hadronic cross section.

Virtual corrections

The Feynman diagrams contributing to the virtual corrections are shown in Fig. 2.5.
The corresponding form factors and their contribution to the cross section of produc-
tion of an on-shell Z or W boson are considered in [44, 45]. The calculation of this set
of diagrams is done using the technique that will be explained in more detail in Chap-
ter 3, i.e. interfering with the tree-level the two-loop diagrams (or projecting out the
form factors), reducing the corresponding dimensionally regularized scalar integrals
by means of the “Laporta Algorithm” to the set of MIs and solving analytically the
masters with the differential equations method.
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Figure 2.5: First two lines: the 40 Feynman diagrams contributing to the Drell-
Yan production of an on-shell Z boson at O(acwg). Last two lines: the 44 Feynman
diagrams contributing to the Drell-Yan production of an on-shell W boson at O(aa).
The dots stand for the diagrams that are symmetric in the exchange of the quark and
anti-quark lines.

Real radiation

The Feynman diagrams contributing to the double-real corrections are shown in
Fig. 2.6. The interferences among these diagrams are included in G zg.

The Feynman diagrams for the one-loop virtual-real corrections at NNLO get
contributions from the following two types of diagrams: the first one include diagrams
in which an additional photon is radiated in the final state and the corresponding
diagrams are shown in Fig. 2.7; the second include diagrams in which the additional
particle is a gluon, as in Fig. 2.8. oy g includes, therefore, the interferences among the
diagrams of Fig. 2.7 and the tree-level 2 — 2 diagrams qq — Z~ (or q¢ — W), and
the interferences among the diagrams of Fig. 2.8 and the tree-level 2 — 2 diagrams
qq7 — Zg (or q¢ — Wg). The calculation of the contributions coming from the double-
real and virtual-real corrections is done using the technique that will be explained in
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Figure 2.6: Diagrams corresponding to the double-real radiation. The Z (or W) is
produced with an additional photon and gluon in the final state. The last diagram is

peculiar of the W production, since the Z, being neutral, can not radiate a photon.
Bold lines represent the massive bosons. Thin lines represent the light quarks.

more detail in Chapter 4.
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Figure 2.7: Diagrams corresponding to the virtual-real radiation. In this set the Z
(or W) is produced with an additional photon in the final state, while the incoming
quarks exchange a gluon. The last diagram is peculiar of the W production, since the

Z, being neutral, can not radiate a photon. Bold lines represent the massive bosons.
Thin lines represent the light quarks.
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Figure 2.8: Diagrams corresponding to the virtual-real radiation. In this set the Z
(or W) is produced with an additional gluon in the final state, while the incoming
quarks exchange a photon or a massive weak boson. Bold lines represent the massive
bosons. Thin lines represent the light quarks.
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Chapter 3
The method

The importance of more and more accurate tests, which give evidence of the validity
and limits of the Standard Model and which are able to point out the presence of
new physics, unavoidably brings us to the necessity of the radiative corrections at
higher and higher level in pQFT. This involves the calculation of multi-loop Feynman
diagrams. Even though radiative corrections at the one-loop level have been know
for a long time and for some simple processes three- and four-loop corrections can be
calculated, the state of the art does not include, as yet, some fundamental processes
at the two-loop level. The great level of complexity in the calculation of Feynman
diagrams led to the development of methods alternative to the usual direct integration
of loop integrals with Feynman parameters or with the use of dispersion relations.
In this chapter we will describe one of these methods, proposed in [49, 50], and
successively developed in [51].

Let us consider, therefore, a generic scattering process. The evaluation of the
radiative corrections to the process leads to the calculation of a certain number of
scalar integrals. We will work with integrals in a Euclidean space. The corresponding
loop integrals in Minkowski space can be recovered by the Wick rotation.

It is well know that perturbative calculations in renormalizable quantum field
theories suffer from divergences. To remove them, a procedure of regularization and
then renormalization is needed.

The first step is the regularization of the loop integrals. At this stage we replace
a divergent loop integral by a well-defined and finite one, which depends on a non-
physical parameter A. The original integrals, and consequently the divergence, can
be recovered in some limit of the parameter. The choice of A is arbitrary. A naive
regularization consists, for example, in taking A as a cut-off in a momentum space. But
for our purposes we will adopt the so-called dimensional regularization (DR) [52], in
which divergent integrals are performed in a space with arbitrary D dimensions. The
limit D — 4 gives us back the original divergent integral. The reason for this choice is
twofold. As a first point, DR preserves all the original symmetries of the Lagrangian,
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e.g. gauge symmetry invariance is guaranteed. A second important reason for the
use of DR lies in the properties of dimensionally regularized Feynman integrals. They
are formally convergent integrals and this, from a computational point of view, is
a very valuable fact. In fact we can justify some formal operations, which allow us
to manipulate integrals and to apply the method we want to describe. Finally DR
provides also a powerful method for dealing simultaneously with both IR and UV
divergence [53]. Just to fix some notation let us follow [51] and define a generic 2-loop
scalar D-dimensional integral:

dPk,dPk, St [ . ] qu
I(p1,...,pn) = / (27T)(D72) D?” [] D;nt (3.1)

In this equation we consider: n external momenta py,...,p,; t different propagators
D1, ..., D; which determine the topology of the integral, each one raised to the power
m; , with m; > 1; ¢ different scalar products Si,..., S5, of a loop momentum and

an external one, or of the two loop momenta, each one raised to the power n;, with
n; > 1. We will denote with I, ; integrals belonging to the same topology, with equal
total degrees of the denominator r = 3»;m; and of the numerator s = ¥;n;.

In the case of the calculation of NNLO mixed QCD-EW corrections to the Drell-
Yan production of Z and W bosons two sets of corrections need to be considered.
The first set includes the virtual corrections. In this part the most complex integral
is of the class I, s, with six denominators and r > 6, s > 0 and with three external
momenta, pi, ps and p = p; + py: the planar triangle vertex with on-shell external
legs. There are seven independent scalar products one can construct out of the two
external momenta and two loop momenta, namely: p; - ki, p1- ko, po- ki, Do ko, k1 - ko,
k% and k3. In fact, the ¢t denominators D; are linear combinations of the seven scalar
products. The properties of dimensionally regularized Feynman integrals allow us to
perform a formal simplification between a scalar product and a denominator in the
loop integral. Therefore only 7 — ¢ different scalar products can appear in [;,s. The
second set of corrections are the real corrections and the most complex integral that
appears is of class I, after using the Cutkosky rules (which we will explain in the
following section) with two external momenta, py, ps: the planar and crossed box with
on-shell external legs. The number of independent scalar products one can construct is
equal to seven, as is the case of virtual corrections, but ¢ = 7 and then we have ¢ = 0.
However, there are cases in the real radiation (cut diagrams) in which the number of
the scalar products is bigger than the number of the propagators. This happens in
some crossed topologies in which we can find more than seven independent propagators
that contain the seven independent scalar products. In order to implement a computer
program based on IBPs; the number of denominators should at most be equal to the
number of scalar products. To overcome this problem, we write the forward scattering
diagram back to a 4-point function with three independent momenta, p;, po and ps
(ps = p1 + p2 — p3), while we force in the Mandelstam invariants ps to be equal to po
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(and py = p1), as it is the case for a forward scattering diagram, and therefore the

Mandelstam invariant u to vanish, u = 0 (in the case of a planar cut diagram we have

t=0):

p2 P1
—

P1 p2

P1 P,

p2 P1

In so doing, the number of independent scalar products increases to 9 (as in the case
of an actual 4-point function) and ¢ = 9 — ¢ is again > 0. We recover the original
forward scattering diagram imposing in the end p3 = p-.

We know from the principle of invariance that the amplitude is a function of three
invariants. We can choose them to be the Mandelstam variable p? = (p; + p2)? and
the external momenta p?, which we put on their mass shell (p? = p2 = 0). In general,
It,r,s - It,r,s(p27 a)'

The evaluation of the integral, or, better, of the class of integrals I;, s is a rather
complicated task if we want to perform integrations directly in D-dimensional space.
However, we can use kinematics to elaborate an alternative computational method.

For the virtual part, we can split the approach to the calculation of the class Ig s
in two steps:

The first one consists of the reduction of all the integrals to the MIs of the problem,
i.e. the expression of all the integrals involved in the calculation in term of a small
number of irreducible integrals.

The second step consists of the method for the calculation of these MIs. The direct
integration is substituted by the establishment of a system of differential equations
in the external kinematical invariants, in which the MIs are the unknown functions.
Initial or boundary conditions can be extracted, in general, from the equations them-
selves, knowing the analyticity properties of the Feynman integrals.

For the real part, one first has to use the Cutkosky rules for the phase-space
integrals. After this, the real contribution can be expressed as a forward scattering
diagram and we can use the same technique as for the virtual corrections.

This method will be analysed in the following sections of this work. Let us re-
marke some among its features. The first merit is that the solution of the system of
differential equation allows us to express amplitudes in a reasonably compact form,
using known functions. In the case of equations solvable in a closed form, for an
arbitrary number of dimensions D, these functions are hypergeometric functions. If
we prefer, instead, a solution as a Laurent expansion in (D — 4), around D = 4, we
can express the result in terms of generalized harmonic polylogarithms. Finally, even
if an analytic solution can not be found, the construction of the system of differential
equations is a powerful tool for the numerical evaluation of the amplitude.

However, the biggest merit of the method may be the complete implementation,
from a computational point of view, of the entire chain. Programs based on IBPs and
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other symmetry identities can be written for the reduction to the Mls; other programs
can be written for the construction and solution of the system of differential equations.

3.1 The reduction to master integrals

The first step of the method consists in the reduction of the class of integrals of
the virtual Is, , and real I7, ; parts to a small number of irreducible integrals, called
Master Integrals (MIs). This reduction is made by using some properties belonging to
the entire class, which can be translated in identity relations involving the integrals
themselves. This kind of approach to the problem of the calculation of Feynman
amplitudes is not new. It was first point out by F. V. Tkachov and K. G. Chetyrkin
[54] for the evaluation at four loops of the beta function in QCD; from that time it
constitutes the basis of multi-loop calculations.

The IBPs, derived in [54], were used in [55] for the systematic evaluation of the
MIs for an entire class of integrals of a given topology I;,,, and they were accom-
panied by other kind of identities. These new identities come from the symmetries
of the problem. For example, identities derived from the Lorentz invariance of the
scalar integrals, or derived from symmetries under transformations on the external
and internal momenta.

3.1.1 Integration-by-parts identities

These identities are among the most remarkable properties of dimensionally regular-
ized Feynman integrals [54]. They consist in the possibility of formal integrations by
parts. In fact the following identity holds:

/—<2:)<§—2>a%‘](’“’ ) =0 (3.2)

This equation means that the integral over the total derivative with respect to any
loop momentum vanishes because of the possibility of disregarding surface terms in
the case of dimensionally regularized integrals. The integrand J can be a vector or a
tensor of any rank. In our case we can write:

dPkydPky 0 spl]sgr .
/(2W)D 2 Okt {Dml[ ]DZ’”} - (39
d’kidky 0, SP[..]Se"
. = 4
/ (2m) P2 k" {DTl[...]D;’Z“} > 34

where ¢ = 7 — t and where the vector v* can be any of the independent vectors of
the problem, therefore k1, ko, p1, p2,. The explicit differentiation of the integrand in
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the above equations generates up to 8 identities involving integrals of the topology ¢,
with the degree of the numerator up to s + 1 and the degree of the denominator up
to r + 1, and integrals of simpler topology, coming from the simplifications between
the new scalar products produced by the differentiation of some denominators and
corresponding denominator itself.

In general, if we have a class of integrals with n loops and m independent external
momenta, we have a number N;gp of IBPs given from the following relation:

NIBp:n(m—i—n). (35)

3.2 Number of equations vs. number of unknown
amplitudes

It is interesting now to understand how many equations we can use for the reduction
of a certain class I;, s to the MIs, and how many unknown amplitudes are generated
in these equations. If we fix ¢, r, and s the number of possible available amplitudes is

= N 1 (T (8t
[It,r,s]—(r_t>( ) ) (3.6)

For these amplitudes we can construct N;pN |1, s] identities, where N;p is the num-
ber of identity relations that we use in the reduction (integration by part identi-
ties, Lorentz invariance identities, etc.). If we just use IBPs, we have for instance
Nip = Nigp. These identities will contain not only amplitudes of degree r, s, but
because of derivatives of IBP, also amplitudes with up to degree r + 1 for the de-
nominator and s + 1 for the numerator. In general, therefore, we have N;pN[I;, ]
equations for N[I;,+1 s11] unknow amplitudes, where N[I;, 11 s11] is given by Eq.(3.6)
replacing r and s with » +1 and s+ 1. It is clear, from the structure of the combina-
torics, that, providing we fix t, it is possible to find a couple of rq and sy such that,
for r > rg and s >, we have:

NEqs - NIDN[It,'r,s] Z N[It,r+1,s+1] - NUnk; (37)

thus finding an apparently overconstrained linear system [56] of Ny4s equations in
Ny unknown amplitudes with which we can express the more complicated integrals
in terms of simple ones. Let us point out that, obviously, not all the equations of
the system are independent. Two cases can be encountered. The first one is when
the number of independent equations is sufficient to express all the amplitudes of the
topology t in terms of amplitudes of a simpler topology, ¢ —1. In this case the problem
is completely reducible. If we know the MIs of the simpler topologies we can calculate
all the diagrams of the topology t without performing any additional calculation. The
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r | s || N[Iz,s | Cumul. Ampl. | Nggs NUnknowns
740 |0 1 1 10 < 24
7+0 | 1 2 3 30 < 48
740 | 2 3 6 60 < 80
740 | 3 4 10 100 | < 120
7+110 7 8 80 < 108
7+1 |1 14 24 240 > 216
7+1 | 2 21 48 480 | > 360
7+1 1|3 28 80 800 | > 540
7+2 |0 28 36 360 | = 360
7+2 |1 56 108 1080 | > 720
T+2 | 2 84 216 2160 | > 1200
7+2 1 3 112 360 3600 | > 1800
7+3 10 84 120 1200 | > 990
7+3 |1 168 360 3600 | > 1980
7+3 | 2 252 720 7200 | > 3300
7+3 |3 336 1200 12000 | > 4950
7+4 10 210 330 3300 | > 2376
7+4 | 1 420 990 9900 | > 4752
7+4 | 2 630 1980 19800 | > 7920
7+4 | 3 840 3300 33000 | > 11880

Table 3.1: Number of equations as a function of the number of unknown amplitudes
for a two-loop box (7 denominators, 3 independent external momenta). The first
column of the table gives the degree of the denominator of the starting integral I , s,
while the second one gives the degree of the numerator (we know that only two
independent scalar products can remain in the numerator in this case). In the third
column we have the number of amplitudes for given r and s and in the fourth column
the cumulated number of amplitudes, i.e. the sum of all the amplitudes up to that
specific r and s, for that topology. The last three columns are the most important.
They show the number of equations (only IBPs; 10 per amplitude) compared to the
number of unknown amplitudes involved. We see that Ng,s grows rapidly and from

the point where » = 8 and s = 1 in this table, it exceeds Ny,i.
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second one is when the number of independent equations is not sufficient to make the
system completely reducible, but all the amplitudes of the topology ¢ can be expressed
as a combination of a small number of Mls of that topology and of simpler ones. In
this case we, therefore, have to calculate the MIs of the problem. Firstly, we can
not say a priori if the system admits MIs or if it is completely reducible. We are
talking about systems of hundreds of equation vs. hundreds of unknown amplitudes.
Secondly, if we have a problem with a certain number of MIs, provided that this
number is fixed, we can choose the set of MIs we prefer. It is sufficient to re-express
the MIs that we want to keep out of the initial set in terms of another MI using the
same identity relation as already found. This thing can be useful for later purposes.
In fact, we can look for the set of MIs that makes the system of differential equations
we construct for them as simple as possible.

All we said up to now constitutes a very suitable basis for a mechanical autom-
atization of the procedure of the reduction to MIs. From a computational point of
view, there is no limit to the size of the linear system to solve and we can think of
constructing a system large enough for our goal.

3.3 Reduze

Reduze is a computer program written in C++ which generates the IBP and optionally
the LI identities and then reduce the integrals to master integrals [62]. Reduze uses
the GiNaC [46] library to perform the simplification of the prefactors.

The reduction algorithm is called the “Laporta algorithm”. It is essentially the
Gauss algorithm with additional rules to determine the next equation which should be
solved and inserted into the others. To get the reduction of a certain Feynman diagram
one first defines a set of integrals by restricting the exponents of the propagators.
Reduze then generates the identities form the set and starts solving the system of
equations.

For a reduction of several diagrams Reduze can treat different diagrams with
the same number of propagators simultaneously. One defines how many cores or
process are available and then Reduze will automatically launch some reductions
simultaneously. Comparing to the other published reduction programs like AIR [47]
and FIRE [48], the advantage of Reduze is that the more core are available the more
diagrams one can reduce in parallel.

3.4 The calculation of the master integrals
Once we have obtained all the relations necessary to reduce the problem of the calcu-

lation of a certain class of integrals to the calculation of a small number of MIs, we
have to consider how to solve this.
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The way we proceed was first pointed out in [49, 50], and successively developed in
[51]. It consists in the construction of a system of first-order linear differential equa-
tions in the external invariants where the unknown functions are the MIs themselves.

In the following sections we will explain how to construct the system and give two
possible ways to its solution.

3.4.1 The differential equations method

Let us take, for simplicity, the case of a single MI (a three-point function):

deldeQ 871“' 'S:;q
"r / 2(D—2) Dm1 . D:m = ‘F(Mz)7 (38)

function, in general, of three external kinematical invariants M; = p* = (p; +p2)? and
the square external momenta M; ; = p?, which will be put later on the mass shell.
Let us construct the following object:

By derivation of the function F with respect to the invariants M;, we have:
M, 1
Oij pz;[aM 8p]] z&:ag(pz p])aM %:ag( ’)aM (3.10)

where 4, j = 1,2, 3 and where the functions a¢ ;;(M;) are linear combinations of invari-
ants.

On the other hand, because we are working with dimensionally regularized ampli-
tudes, we can perform a direct derivation of the integrand in Eq. (3.9). This derivation
gives a complicated combination of integrals: F itself; integrals that belong to the
same topology class as F, I, s, but can have a different degree of the numerator and
the denominator( up to r+1 and s+1); other integrals belonging to lower topologies.
Therefore, we also have:

Z ha AJ tuptor—i—l uptos+1 + hl]‘r + Q(Ml) (311)

In Q(M;) we put integrals of the kind [;_; , 5. Putting the r.h.s. of Eq. (3.11) equal to

that of Eq. (3.12), we find a linear system in the derivation 88]\/; , which can be solved
to give:

oF a '

8_]\46 = Z ha]t,upto?"—l—l,uptos—i—l + bg(Ml)J—: + ) (312)

where £ =1,2,--- 6.
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It is obvious that the system of Eq. (3.13) is not useful for our goals because it
is not a true system of differential equations. It still involves integrals with different
degrees of numerators and denominator.

We can recover a true system by using the relations we found for the reduction
to MIs. They allow us to re-express the term > Aol tor i1 uptosta 0 Eq. (3.13) as
a combination of F itself and amplitudes of simpler topology, which we can absorb
again in the last term, (2. Putting the external momenta on the mass shell, we remain
with a system of a linear partial differential equation in p? :

oF 2 r(o2
a_p2 :h(p 7a>‘F+Ql(p 7a)7 (313)
The generalization to n MlIs is straightforward:
oF,
g2 = 2 Fit (%, 0) (3.14)

We have an homogeneous part, which involves the functions F; and gives the structure
of the solution. The F; now are to be considered as generic analytical functions of the
complex variables p?. The coefficient functions of the system, h,,; and g, ;, determine
the analytic behavior of F;, the possible singular point. However we know from
analytical properties of Feynman integrals that not all the singular points occurring in
the coefficient functions are really singular point for the amplitudes. The combination
of knowledge of the analytical structure of the system and the general analytical
properties of Feynman amplitudes gives us a powerful tool for the determination of
boundary conditions.

The non-homogeneous part of the system determines the particular solution and
then fixed the expression of the amplitudes F;. By construction, the function €2,, are
combinations of simpler topology amplitudes, which are to be considered as known.
In effect we can proceed in the following way. Once we know all the MIs of the class
I; , s to be calculated, we can note that they are in a pyramidal structure. At the basis
there are the MIs with the minimum number of denominators and at top the MIs of
the topology t. The analysis, because of the structure of the system of differential
equations, must proceed from the bottom up; in fact each step of the pyramid enters
in the non-homogeneous part of the following step. If we are able to calculate all the
MIs of the first step, we can move to the second, and so on.

Where the boundary conditions are concerned, we have different cases to take into
account. Sometimes we can extract them from the integral representation of the Mls,
performing the suitable limit directly under the loop momenta integration; otherwise
we can try to extract information directly from the system itself. There is no unique
prescription and we have to find the right way time by time.
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3.4.2 The exact D-dimensional solution and hypergeometric
functions

Once we found the system of differential equations and boundary conditions that the
MIs must verify, we can think of its solution.

We can distinguish two kinds of approaches. From one side we would like to express
the final results in a form as compact as possible, in terms of known functions, directly
in the D-dimensional space. We would also like a suitable analytical behavior of the
functions used, in order to perform analytic continuations to the physical regions in
which external invariants, our variables, are defined. On the opposite side, however,
practical calculations force us to find a solution as Laurent expansion in (D — 4),
because the renormalization procedure needs divergences (which occur as poles in
(D —4)) to be removed and the finite part of the amplitude to be evaluated. Residues
for given power of the poles are to be expressed anyhow in terms of known functions, in
a way that is compact and non-redundant as well as suitable for numerical evaluations.

The two cases, obviously, must be connected, i.e. it must be possible to move from
the exact D-dimensional expression to the expansion in Laurent series.

We know that an important role in mathematical physics is played by hypergeo-
metric functions, since they are related to a wide class of special functions appearing
in a large variety of fields. In particular the connection between multiloop calcula-
tions of Feynman amplitudes and generalized hypergeometric functions [57] has been
known for a long time. A connection between hypergeometric functions and poly-
logarithms, which are in general used for the expression of residues in the expansion
approach, is also well known. Therefore the following scenario is outlined. An exact
D-dimensional solution is to be looked for in the class of generalized hypergeomet-
ric functions. Afterwards the Laurent expansion in (D — 4) can be performed from
the exact solution. Practically, this step is not to be considered, and residues in the
Laurent series have to be computed directly, without passing through hypergeometric
representations.

Let us note that the connection between Feynman amplitudes and hypergeometric
functions was established through their integral representations. In [51], however,
solutions in term of hypergeometric functions were found for the two-loop MIs of the
massless double box through the differential equations method.

In general, we have to deal with different kinds of structures, depending on how
many scales the problem has.

In this work we are considering the case of on-shell amplitudes in which both W
and Z bosons are present. Therefore, in the general case, the quantum corrections
are characterized by three scales: s, myz and my,. For some of the Feynman dia-
grams considered in the calculation of the perturbative corrections, only two scales
are present at the same time. Nevertheless, there are corrections that involve all the
three scales (see for instance the interference between the one-loop box diagram in
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which the quark u and the anti-quark d produce a W and a gluon, exchanging a
Z boson, and the corresponding tree-level). The presence of three scales makes the
calculation more complicated. In particular, the functions involved in the expression
of the analytic result should be function of two dimensionless variables (ratios of the
scales under consideration). However, in the case at hand, the masses of the two
bosons are not so different and a simplification can be made, considering few terms of
a Taylor expansion in the parameter £ = Am?/m?, ~ 0.26, where Am? = m% —m3,.
A propagator that depends on the Z mass in a scalar integral will be re-expressed as
follows
1 1 1 Am*  m¥,

= ~ — 3.15
pP4+my  pP+my, +Am? o pr4omi, 771%1,(]924—m12,v)2jL (3.15)

Order by order in the parameter £, we have to consider only integrals depending on
one mass (for instance myy) and, therefore, the results can be expressed in terms of a
2

single dimensionless parameter z = mTW Note that now, in the evaluation of the scalar
integrals, we have to deal with integrals in which a propagator is squared. However,
this does not cause any complication to the calculation of the cross section. In fact,
these integrals are related to the MIs via IBPs identities. In the end, we will have a
cross section expressed in a Taylor series of £, the first term being the cross section in
which we use a degenerate mass for both the vector bosons Z and W equal to myy:

(0) (1) 2 (2

g~ U(mZ:mw) + £U(mZ:mw) +€ U(mZ:mw) + ... (316)

where o ((1) - ) @ _ are terms in which we have scalar integrals with propa-
mz=mw) (mz=mw)

gators raised to power 2 and 4, and so on. Of course, the validity of the expansion
relies in the fact that the coefficients oM, 0(? etc., are all of order ¢(®. This can be
verified a posteriori once we computed the cross section.

Let us note that the solution of the differential equations, occurring for the MlIs,
in term of generalized hypergeometric function is very complicated. This is the case,
for example, when the non-homogeneous part of the equation is constituted by a
non-trivial combination of simpler topology MIs.

3.4.3 The (D —4) expansion and harmonic polylogarithms

Because, in general, for renormalization purposes, we need to remove divergences in
the amplitudes and to evaluate the finite part, we will solve the system of differential
equations (3.15), directly expanding it in Laurent series, together with the amplitudes
themselves. The reason is twofold. First of all, as we said in the previous section,
it is not always possible to find a solution in terms of hypergeometric functions and
consequently a (D—4) expansion. Secondly, this kind of approach is the more powerful
from a computational point of view. Computer programs were written for the symbolic
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integration of the differential equations, based on the knowledge of the homogeneous
part of the system at D = 4 and on the Euler’s method of variation of constants.
We will write in general:

A(_Zzl (@)
Fi—;erAo +0O(D —4), (3.17)

where n goes from 1 to an upper limit determined from the number of loops considered
(in our case n = 2 for the virtual part, and n = 3 for the real part) and where the
poles can be ultraviolet or infrared.

The structure derived from the Laurent expansion of the system is the following.
We have the homogeneous system, which is common to all orders in the expansion
and involves the amplitudes at that order. The triple pole in (D — 4) is the only
order that involves only the function A(_Zé Going ahead, we find a cascade structure
in which the previous orders appear in the non-homogeneous part of the amplitude, it
sometimes happens that first or second order in (D — 4) are needed. It is the case in
which the amplitudes appear multiplied by power (D —4)~" in the non-homogeneous
part of the amplitudes of an upper topology. We note that radiative corrections at
the one-loop level suggest that a suitable basis to express result in the D — 4 limit
was constituted by Nielsen’s generalized polylogarithm. An extension of this class of
functions was introduced in [58], where harmonic polylogarithms (HPLs) of one vari-
able are considered, and in [59], where a further extension to 2-dimensional harmonic
polylogarithm(2dHPLs) was needed for the solution of the differential equations. The
solution of our differential equations will be extracted, in general, in this particular
case.
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Chapter 4

IBPs reduction of the real part

Real radiative corrections at two-loop level for the W and Z production involve many
Feynman diagrams. Some of them have been known for almost one decade. However,
others have not been calculated yet. In particular, there are diagrams with more than
one massive propagator, that appear specifically in the electroweak corrections and are
not known. The purpose of this thesis is to present the calculation of these diagrams,
using a technique that was introduced more than 10 years ago in [61] for the calculation
of the total cross section of production of an Higgs boson at hadron colliders in NNLO
QCD. This technique allows for the use of the “machinery” introduced in the previous
Chapter in the case of calculation of virtual corrections, also in the case of phase-space
integrals.

In order to do that, we use in a reversed way the Cutkosky rules.

The total cross section is related via the optical theorem to the imaginary part of
the forward scattering amplitude, and then to the discontinuity across the physical
branch cut. This discontinuity can be computed using the Cutkosky rules, cutting in
all possible ways the corresponding diagrams and summing the contributions of all
possible cuts. Here, we do the reverse process. The contributions of all the possible
cuts (integrations over the phase-space) are re-written in terms of forward scattering
two-loop integrals. These integrals are then evaluated using the reduction to the MIs
via the Laporta algorithm and then the evaluation of the MIs with the differential
equation method.

All the topologies will be classified by the number of cut propagators and the
number of massive propagators.
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4.1 The topologies of the real radiative corrections

4.1.1 Cutkosky rules
To illustrate the method, consider the following double-real contribution at NNLO:

k2 Ay deyd (p? — m2)8, (K2)5, (K2) . ..
NN, -~ / 1 2 +( . ) +( 1)4+( 2)[ ]7 (41)
(p—p1)" (k1 — p2)
—— oo
P2 kg

where we work in D dimensions, and 6" include the positive energy condition E > 0.
We can replace each delta function in the final state phase space with the difference
of two propagators with opposite prescription for their imaginary parts [63]:

1 1 1
2 [ —
)_Qm'(

S(p* —m ). (4.2)

p2—m2—2'0_p2—m2+i0

In so doing, the integral in Eq. (4.1) is now equal to a forward scattering diagram,
as it is shown in Fig. 4.1. We have exchanged the square of a Born amplitude with

VWA VW = A%
TO0 Q)

Figure 4.1: Forward scattering diagram.

a two-loop diagram, in contrast to the usual application of the Cutkosky rules. We
do this in order to utilize IBPs and LI relations between multi-loop integrals. The
phase-space integrals can then be evaluated in the same algorithmic fashion as the
multi-loop integrals.

Note that this way to use Cutkosky rules can be applied also to differential quan-
tities. In [36], the authors compute the rapidity distributions of Z and W bosons
produced at Tevatron and LHC writing the distribution do/dY as an integral over
the phase space at fixed rapidity. This involves a delta function (that fixes the rapid-
ity), that is then interpreted as the mass-shell condition of a fake particle and replaced
by the difference of two “special” massive propagators, as in Eq. (4.2).

We begin our calculation by summing over the colors and spins of the external par-
ticles in the cut two-loop integral. These integrals are equal to the forward scattering
diagram. Then these original diagrams are expressed in terms of a large number of
scalar two-loop integrals to which the same cutting rules apply. We can use the IBPs
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method to reduce the cut scalar integrals. This is a consequence of the fact that the
delta-function in Eq. (4.3) is represented in a very simple manner by the difference of
two propagators with opposite prescriptions for their imaginary parts. We derive the
IBPs equations by integrating over derivatives which act on the propagators of the cut
scalar integrals. The prescription for the imaginary part of the two propagators in the
r.h.s of Eq. (4.3) is irrelevant for the differentiation. Therefore the IBP relations for
the two descendants of these two terms have the same form as the IBP relations for
the original integral without the cut. It is then allowed to commute the application
of IBP reduction algorithms with the application of the Cutkosky rules.

4.1.2 Topologies for the real corrections

The modulus squared includes all the Feynman diagrams, we will combine all the
possibilities in order to find the interference terms and replace the delta-functions by
a difference of two propagators with opposite prescription. We consider all the light
quarks, as well as gluons and photons, massless comparing to the W and Z bosons.
From now on, the bold lines represent the massive W and Z bosons, and while massless
gluon, photon and light quarks will be represented by the thin lines, the dashed (red)
line cut the propagators that have been replaced by the § function. A large number
of combination has been found, but not all of them are independent. Symmetries
help us to find the relation between diagrams and hopefully to reduce their number.
For example, there are two diagrams we can find after the combination. These two
diagrams can transform into each other by exchanging the two incoming momenta p,
and py. This does not change the integration over the phase-space, which is a function
of s:

v

P
<>
I:’1

>

We choose the set of independent diagrams as they appear in Figs. 4.2, 4.3, 4.4,
and 4.5, To calculate them, we can distinguish two possible big sectors. In the first
sector, there are 14 topologies with 3 cuts as show in Fig. 4.2. In the second sector,
there are 20 topologies with 2 cuts (Figs. 4.3, 4.4, and 4.5). For the 3-cut diagrams,
we have “planar” and “crossed” diagrams. In Fig. 4.2, for every planar diagram, there
is a corresponding crossed digram; for example in the case of diagram (a) and (a’).
The difference between the two is that the “final-state” momenta are exchanged.

!Note that in Fig. 4.2 the gluon and photon propagators are distinguished, while in Figs. 4.3-4.5
they are represented by plain thin lines.
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Considering the virtual-real topologies, these include some massive boson propa-
gator lines. Based on the number of the massive propagators of the 2-cut diagrams,
we can classify them in three groups: i) the 2-cut diagrams with one massive prop-
agator, shown in Fig. 4.3; 4i) diagrams with two massive propagator lines, shown in
Fig. 4.4, and diagrams with three massive propagators, shown in Fig. 4.5. In the first
two groups, all the massive lines can be W-boson or Z-boson lines.

P1 1 P1 pP1 p1 pP1 . p1 P1 1 P1
P2 . P2 p2 - P2 P2 - p2 p2 - p2
(a) (b) (c) (e)
P1 1 P1 P1 1 P1 pP1 ' P1
P2 - P2 P2 - P2 p2 - P2
(f) (9) (h)
P1 . p2 P1 p2 P1 . p2 P1 1 p2
P2 - P1 P2 . P1 P2 - P1 P2 : P1
(a") (b") (c") (e")

pP1 ' P2 P1 1 P2 P1 1 P2
P> b1 P2 - P1 P2 : Py
(f) (9" (h"
Figure 4.2: 3-cut diagrams: the first two lines include the planar diagrams, the last
two lines include the corresponding crossed diagrams. Arrows do not indicate ferminic

lines, but they label the flow of external momenta. On the left both p; and p, are
incoming and on the right they are both outgoing.

4.1.3 DMaster integrals for the real corrections

When we perform the reduction of diagrams, we must pay attention to a point: the
0 functions should be recovered using the inverse of Eq. (4.2). This means that
a cut propagators cannot be shrinked in the reduction procedure. In other words,
the original phase-space integral is expressed in terms of a small number of master
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P1  P1 P1 P2 P1 i P1 P1 P2
: : I :
1 1 1 1
1 1 . 1 . . 1 .
P2 "2 P2 "1 p2 "2 p2 "1
P1 P P v P2 P1L P2 P1  ,P1
- 3 \ . .
: I > : ) :
I 1 I 1
> ' > > ! > > ! > > ' >
P2 'op2 P2 " b1 P2 "p1 P2 " p2

Figure 4.3: 2-cut diagrams with one massive propagator. Arrows do not indicate
ferminic lines, but they label the flow of external momenta. On the left both p; and
po are incoming and on the right they are both outgoing.

integrals, which have the same cut propagators as the initial diagram. We process
the reduction as mentioned in Chapter 2, by using the public program Reduze. The
original phase-space integral is expressed in terms of a small number of irreducible and
independent integrals, the MIs. Once we have the result of all the MIs, all the diagrams
are solved immediately because all of them can be expressed by a combination of MIs.

Master integrals for the 3-cut diagrams

In Fig. 4.6, there is an example of 3-cut (double-real) diagram that can be reduced to
a combination of MIs of the sub-topologies. G; are functions that are known directly
from the reduction. The last master integral in this formula is different from the
second one, because it has one additional term on the numerator. After the reduction
of all the 3-cut diagrams, all the MIs are presented in Fig. 4.7. First let us analyse
these MIs. One thing to remarke is that in some cases more than one MI per topology
is present. This is the case for instance of the first two masters or the fourth and fifth
of Fig. 4.7. These entangled MIs will be, in general, more difficult to solve using the
differential equations method. This is due to the fact that they give rise to systems
of first-order linear differential equations instead of single equations.

Master integrals for the 2-cut diagrams

The reduction procedure can be applied to the 2-cut (virtual-real) diagrams. We have
treated all the W and Z bosons as having the same mass, for the reduction. The first
group is shown in Fig. 4.8 and it contains 5 MIs coming from the diagrams with one
massive propagator. In Fig. 4.9 again entangled MIs show up. In particular, there
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P1 1 P1 P1 P2 P1  P1 P1 P2

I : I :

1 1 1 1

! - ' » > ' » » ' »
P2 b2 P2 " p1 p2 " P2 P2 " p1
P1  P1 P1 1 P2 P1 , P2 pl= 1 p=1

: : ) : ) :

1 1 I 1

: > ' > ! > ' »
P2 Y. P2 " P P, 'p1 P2 ' p2

Figure 4.4: 2-cut diagrams with two massive propagators. Arrows do not indicate
ferminic lines, but they label the flow of external momenta. On the left both p; and
po are incoming and on the right they are both outgoing.

PL . P1 P14 P2 P1 PP v P2
> > »> T —>— ——
/ / : :

1 1 1 1
1 R l R 1 1
P2 p2 P2 - P1 D2 T m T

Figure 4.5: 2-cut diagrams with three massive propagators. Arrows do not indicate
ferminic lines, but they label the flow of external momenta. On the left both p; and
po are incoming and on the right they are both outgoing.

are two entangled masters in the first line and three entangled MIs in the second line.
In Fig. 4.10, we show the MIs with three massive propagators. The situation is even
more complicated with respect to Fig. 4.8. In fact, in this case we find a topology
with four entangled MIs.

4.2 Soft limits of the MlIs

To find an analytic solution for the MIs presented above we apply the differential
equations method. All the MIs depend on two invariants: the mass of boson squared,
a?, and the square of the sum of the incoming momenta, s = —(p; + p2)?. It is
convenient to express the MIs in terms of the dimensionless ratio z = %

In order to fully solve differential equations, we need to constrain the integration
constants. This can be achieved by requiring the master integrals to take particular
values, computed separately by other means, for special values of z. Since 0 < z < 1,
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H: Gi1(z,D) E + G2(Z,D)+ G3(Z,D)p1_k1)2

Figure 4.6: A 3-cut diagram which is reducible, i.e. it can be expressed as a combi-
nation of sub-topologies.

o/ \_/

P1 i p2 P1

E \/ 1 o
1 : P2 pP1 p2

Figure 4.7: MIs for the 3-cut diagrams. A dot on the propagator line means that the
propagator is rased to the power 2.

there are two natural choices for such special values. The case z = 0 physically
corresponds to the situation where the produced particle is massless. The other limit,
z — 1 represents, instead, the threshold production of the gauge boson. This limit
is in general not smooth, as the amplitude might develop new infrared poles in this
region. For this reason we choose the point z = 1 as an initial condition to the
differential equation. This corresponds to the “soft limit”, where the momenta of all
the final-state partons vanish simultanously. This limit is important not only as an
initial condition for the differential equations, but also for the structure of the phase
space integrals.
Following [64], we define the soft limit of a master integral, F(z, €) as

FS(z,¢) = Z (Fnﬂ a,n>1, (4.3)

1— Z)a—i—me’ —
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1 P1 P2

! P2 P1

Figure 4.8: MIs for the 2-cut diagrams with one massive propagator.

The function F,(z,¢€) is finite at z = 1. n is an integer, such that,

_ F5(z¢)
fimy F(z,e) L (4.4)

The right side is valid to all order in ¢, so that the hard part FZ(z, €) of a master can
be expressed by

FA(z,€) = F(z,€) — F9(z,¢€) (4.5)

From Eq. (4.6), we can see that the soft part will be the boundary condition to
constrain the integral constants when we do the limit 2 — 1. Moreover, let us study
this behavior:

(1 —2)

ae

(1 o Z)71+ae

L L 1 } E oo [bgla_ - zq +

+(616)3 Fog(l —2)?

3 T L + O ((eY) (4.6)

and the + indicates the common plus-prescription,

/ e [(<11__Zz))ka<z> -/ e %‘_ZI {f(z) _ f(O)]. wn)

In general, measurement of the phase space volume for a massive particle X of
mass my and n — 1 massless particles can defined by

10, = 0k~ ([ s ()2 6 D)o + -+ = ). (45)

In following sections we will introduce a convenient parameterization to calculate the
soft limit of the double-real and virtual-real MIs.
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P2 p

P2 P1

Figure 4.9: MIs for the 2-cut diagrams with two massive propagators. A dot on the

propagator line means that the propagator is raised to power 2.

4.2.1 Soft limits of double-real MIs

To evaluate the soft limits of the double-real master integrals, we use the following ex-
act parametrization for the 2 — 3 phase space [64], which allow for a more convenient

evaluation of the different diagrams,

[ =80 /d Hd Z )
3= 16F(1 20 L2 Yi Yi
523k
X (ﬁ)(s%‘lm‘l sin?(may) H yi) €
with z =1 — z. We define,

S12 = 2p1po, 513 = —2p1p3,
S93 = —2pap3,  Si14 = —2P1P4,
So4 = —2papa, S314 = —2p3pa,

In this parametrization the propagators of the massless parton read

8§13 = —SZKY1, S23 = —SZKY2,
814 = —SZKY3, S24 = —SZKY4,

S3u = SZKZE

5}

(4.9)

(4.10)

(4.11)



o 7,

Figure 4.10: MIs for the 2-cut diagrams with three massive propagators.

where
§= 5(yly4 + yoy3 + 2 cos(xgﬁ)vy1y4y2y), (4~12)
and
1—+1—-4
R = Tf € [1,2), (413)

In addition, the MIs depend on the following denominators

S$134 = S13 + S14 + S34, S234 = S23 + S24 + S34,

S123 = S12 + S23 + S13, S124 = S12 + S24 + S14. (4.14)

If we now perform the change of variable [65]

Y1 = T1T3 Y2 = T3T1 Y3 = T4T1 Y4 = T124 (4.15)
One can obtain
(2m)—3+2¢ /1 s(1 — 2)3k1e1 (1 — 21)
by = ——F dxidxydrsd
/ ST er(1—aq) , Wrdradradr 2 )

x(s2(1 — 2)*k*' 22 (1 — 21)%23(1 — 23)24(1 — 34) sin?(75)) ¢ (4.16)

The propagators of massless partons in this parameterization take the following form:

si3 = —s(1—2)kxixs

So3 = —8(1—2)kxy(1 — x3)

sy = —s(1—2)r(1 —xq)2y

Soa = —s(1—2)r(1 —axq1)(1 — x4) (4.17)
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We now take the limit, z — 1. It is easy to see that in the soft limit we have the
relations

lim S123 — lim S124 = S12 = S, lim k = 1,

z—1 z—1 z—1

lim S134 — S13 + S14, lim S9234 — S93 + So4. (418)
z—1 z—1

This construction therefore allows one to derive the soft limits of almost all master
integrals in terms of simple Beta-functions,

['(2)C(y)

Tz +9) (4.19)

1
B(z,y) = / dtt* N1 —t)¥ ! =
0

Let us calculate the three-body phase space, using the Eq. (4.13) and taking the limit,

ﬂ lim z—1 (271')_3-1-2681—26(1 _ 2)3—46 /1
B 1 — 21)daydwsdasd
v 16F(1—2€) ; wl( 5151) T1dxodr3dr,

x (22(1 — 21)2w3(1 — 23)w4(1 — 24) sin’(725))

(27.‘-)*34’268(1726)(1 _ 2)3—46 /1 - - /1 - -
— d € 1 _ € d € 1 _ €
16T(1 — 2 , (1=m) , s (1= )

1 1
« / draa (1 — 24)" / vy (sin? (722)) (4.20)
0 0

where we used the formula

L) _ vr 1 (4.21)

and
nl'(n) =T(n+1). (4.22)
Then, we have
1 1 D(3—¢€ 2%D(1 - 2)
d 202 —e _ = 2 — )
/0 s () = SR T T =)
Using the Beta-function of Eq. (4.21), we find

]
ﬂ lmso1  (2m)73F2s0729(1 — )34 T3(1 — ) I'(5 — ¢)

v 16T°(1 — 2e¢) (4 —4e) /7

(4.23)
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9—3+4e 1 —3+2¢ (1—2¢) 1 — )34 (1 —¢)2
= L il ) Ul WYY
16 T(4— 4e)

For the other MIs, with different propagators, we can perform the same steps, finding

(p1—k1)?
1 ! = /dq)3><(523+824)

1
2—3+267T—3+2652—26(1 _

2)4—46 1 . .
6T (1 = 20) /o dxs(sin®(mxs))

1 1
X (/ driz3 (1 — xl)l_QE/ drszs (1 — x3)' ¢
0 0

1
x/ drgwy (1 —x4)"€
0

lim z—1

1 1
+/ dryry (1 — x1)2_2€/ drsrs (1 —x3)~¢
0 0

1
x/ da:4:c46(1—x4)16>
0

['1—eI(2—¢)

— 276+46 —34+2¢ 2—2¢ 1 o 4—4e 425
T =) (5 — 4¢) (4:25)
1
: B / d;
. 514523
1
I 2—7+267T—3+268—1—26(1 _ Z)l—4e 1 L 3
2 d ‘
F1 29 /0 To(sin®(mxg))
1 1
X (/ drizy*(1 — xl)_%/ drsry (1 — x3) 7
0 0
1
x/ drgz, (1 —904)_6)
0
_ o THep—Bbde1-2e(] _yl-de I?(1—¢) (4.26)

(2 —4e)
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B / dd;
: 524513

lim 21 2—7+2E7T—3+268—1—26(1 _ Z)1—4e
B I'(1 — 2¢)

1 1
X (/ drizy*(1 — xl)_QE/ drszs (1 — x3)~¢
0 0

1
x/ drgr; (1 —x4)16)
0

1—4e PZ(]' — 6)
(2 —4e)
We list all the results of soft limits of the MIs which have an infrared divergence when

z — 1. These will be used as boundary conditions to fix the integration constants in
the solution of the differential equations.

/ dPs
513523514524
P1

limé—ﬂ (27T)—3+268(3—2E)(1 o Z)—1—4e /1 " x*l*?ﬁ(l
16T(1 — 2¢) o 1

/0  diry(sin® (rrg))

_ 277+45ﬂ_73+25871725(1 o ) (4.27)

P1 p2

p2

o 1,1)71726

1 1 1
X / dtzzy (1 — 1’3)_1_6/ drgz; (1 — x4)_1_6/ dxo(sin?(may)) ¢
0 0 0

10 D1 — €)% —=8(1 — 2€)(1 — 4e)(3 — 4e)

— 2—7+467r—3+468—3—26(1 o Z)

['(4 — 4e) €
= gty ot 4 P ey o) (s)

If we perform the change of variables
i =tts, ya=tits, yz=tits, ys=tily. (4.29)

Then soft limit of the following two master integrals can be easier calculated. In
particular the term of s;3+ 514 and so3 + 594 effectively reduce to t; and ¢; respectively

P1 1 p2
B / dd;
52345134
P2 P1
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2—7+2€7T—3+268—1—26(1 _

Z>1—4e 1 w .
T2 /0 dzxo(sin®(mxs))

1 1
X (/ dtt7*(1 —tl)_2€/ dtstz (1 —t3)~°
0 0
1
X/ dt4t26(1 —t4)_€)
0

L0 T2(1 = 26)T2(1 —¢)
[2(2 — 2¢)'(2 — 4e)

12 2(3—46)T%(1 —¢)
(1—26)'(4 —4e)

lim z—1

— 2_7+4E7T_3+2ES_1_2€(1 . )

— 2_7+467T_3+2ES_1_2€(1 o )

(4.30)

P1 i P2
i _ / d®;
. : ~ 52345235135134
P2 ! P1
_— 2 —3+2¢€ ,—3—2¢ 1— —1—4e 1
lim 21 (2m) s ( z) / dtlelfze(l _t1)7172€
16T°(1 — 2¢) 0
1 1 1
></ dtgtgl—e(l—tg)—f/ dt4t;1—f(1—t4)—€/ dxo(sin®(mwy)) ¢
0 0 0

_ _ _ a1 = €)% =2(1 — 2€)(1 — 4¢€)(3 — 4e)

-9 T+4e,_—3+4e (3—2¢) 1 — 1—4e

L A v el
1 8&(2
_ 2—7+4€7T—3+4€S(3—26)(1 _Z)—1—4e(__3_|_ f( )—{-205(3)4—0(6)) (431)
€ €
P1 : P2
B / dds
. 52345245135134
P2 ! P1
- 2 —3+2€ ,—3—2¢ 1— —1—4e 1
lim z—1 (2m) s ( z) / dtlelde(l _t1)71726
16T°(1 — 2¢) 0

1 1 1
></ dtgtgl—f(l—tg)—€/ dt4t;5(1—t4)—1—6/ dxo(sin?(may)) ¢

g D1 — €)% —2(1 — 2€)(1 — 4€)(3 — 4e)
(4 — 4e) e

— 2—7+467r—3+468(3—26)(1 o Z)
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— 9 T3t g(3-29 (] _ Z)_1_4E(_el3 + %(2) +20¢(3) + O(e). (4.32)

4.2.2 Soft limits of virtual-real MlIs

The virtual-real MIs with one massive propagator are shown in Fig. 4.8. A convenient
phase space parametrization is given by

1 (4n)*
C8rI(1—e)

dd, 571 — 2)7 A1 — N)]d), (4.33)

where A € [0,1], with the Lorentz invariants taking the simple form

s1i3 = (p1—ps)? = —s1a(1 = 2)\,
s93 = (po—p3)* = —s12(1 — 2)(1 — N). (4.34)

Note that the singularities of s13 and sg3 are factorized in A, (1 —\) and (1 — z) which
allows for a simple substraction of the poles. Now one can derive all the soft limits
of master integrals using the Beta-function identity (4.21). The following three MIs
include a massless bubble (Bub(x) as a function of the invariant z). We can insert
the result in the integration with the correspondent momentum:

{)@ - / d®,Bub(s15)

imas1 [T 1 (47)° . 1o 1 T(1+e)T?*1—¢)
- /0 sra—o ) ) T2 — 20

% (s12) " [A(L — )] ~“dA

1o 1 T+ T —¢)
472 de(4m)=<I2(2 — 2¢)

D(1+eI¥(1—e)
el2(2—2¢)

= s7%(1 - 2)

— 2—7+4E7r—3+26 COS(T(E)S_QE(I . Z)l—Qe

(4.35)

@ = / d®,Bub(a?)

limﬁ—)l /0 1 (477')6 (—8)76<1 _ Z)li%i F(]_ + 6)F2(1 — 6)

8r (1 —¢) A7 4e(4m)~T(2 — 2¢)
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X (8123)_6[)\(1 — )\)]_6(1)\

_Re(—l)_e G 1—-2¢
=T - ™ -2

1 T+l (1—e)
472 de(4m)=<I'2(2 — 2¢)
1m0 (1 + (1 — 6)_
el2(2—2¢)

— 2—7+4€7T—1+2€

cos(me)s “a2(1 — z)

E»«p = / d®,Bub(s;3)

imao1 (11 (47 I s 1 T(1+eT%(1—e)
- /O§F(1—e)(_ 12) (=) =) T2 = 20)

(4.36)

) AT2(1 — A) " dA

1 (4w
T 8rl(1—e)

1 1 T(14+e)I3(1 —e)l(1 — 2e¢)
A2 de(4m)=<I'(2 — 2¢)'(2 — 3e)
L3 L(1+ 6?1 —e)T(1 — 2e)
el'(2 —2¢)I'(2 — 3¢)

s7%(1 - 2)

_ 2—7+467T—3+268—26(1 —2) (4.37)

Before calculating the other Mls, let us first study the massless box with one off-shell
leg. The four point-function (in the following we refer to it as Box) can be expressed
as follows

q P,

_ / (de ! C@ss)

2m)P k2(k — p2)?(k — p1 — p2)?(k — p1 — p2 — p3)®

b, P,

The three-point function (in the following we refer to it as T'ri) can be obtained after
reducing the box,

dPk 1
’L / 2m)D k2 (k — p2)*(k — p1 — pa — p3)? (4.39)
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Using the IBPs, we find that this vertex is reducible:

q P, q P,
\ / d—3 2
T d—4 S19 — S93
p3 p1 Py p1

d—3 2 q
_ 4.40
d — 4 S12 — 823@ ( )
Then we have the relation

% = d(I)QTIi(Slg, a2)
1
/d@ 1—2¢ /dCD 2¢ 1
? S12 — 523 f ? S12 — 523

lmz=l  o—Ttde —3+2¢ ~1- 26(1_2)1 5L (1+¢) T2(1 —¢)

2T(2 — 3¢)
1—2¢)I'(1 31—
T2 (og ()1 g2 (1 — 2)1—2e( 66)21“(2(;—6)26)( 6), (4.41)

The virtual result of the massless box can be found in [66]:

4(1 — 26) 1
2¢ 513512

_S13512 523
2F1 _67_€a]-_€7
S12 + So3 S12 + S23

S
( 513512 ) JF ( e —e1—e 23 )
S13 + So3 813 + So3

—€
8123812813 >
(s12 + s13)(S13 + Sa3)

X

+

x 2F1(— € —e1—¢ 5123523 )} (4.42)

(s12 + s13)(S23 + S13)
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where 5 F7 indicates the hypergeometric function. Then, we have

P1 P2

_ / d(I)2 BOX(Slg, S12, 32)

523

p2 P1

lim 251 /1 4(1-2¢) 1 L @r) T+ 6eT%(1—€) 1 (4m)F
= 8 —_—
0 2¢ 513512523 13 472 4€F<2 — 26) 8 F(l — E)

X oF (=€, —€,1 —€,1)s7(1 — 2)' 72N 7¢(1 — \)~“d\

=9~ +4e —3+2€¢ —681—23 e(l . Z)—l—?)e 2F1(_€a —€, 1— €, 0)

€2 (2 — 2¢)
13321 —e)T(1+€)
e3I(1 — 3e)

. /1 (1—=26)T(14+e)I'(1 —¢) /\_1_2e(1 _ A)_l_ed/\

— o THler 3232 (] )= (4.43)

Now let us consider a 2-cut MIs with two massive propagators. We use the same
parameters and we find

/ 4, Tad(a
1 I'(1+e)

hmi—ﬂ/ 8T FE;M—) €) s (1= 2)1_2€(m2)1_64ﬂ'2 de(4m)=<(1 —¢€) ML= A)]7dA

10 T(1—e)'(1+¢€)

2—7+46 —34+2¢ _—€/ 2\1—¢ 1 —
T ) T =) e T e — e

(4.44)

where Tad(a?) is the tadpole of mass a, i.e. the integral

/ Ak 1 (4.45)

2m) P k2 + a?

)>®\ /dq)g TI'I 812

lmZ L 1 6 F 1
tim 21 ) 70— =) T X)) A Tl+e

0 87rF
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2

X(—ga *2(H(0,0,2) ~ H(1,0,2) — = + O(¢)

4
_ _ _ 9 o (X —=€)I'(1+¢)
— 2) T+4e 3+2¢ —¢€ 1 — 1—2¢ 2
T s (1 —2) z (2~ 2¢)
X (H(0,0,2z) — H(1,0,2) — 6((2) + O(e)). (4.46)
/dq)g Bub 812
1
hmz—)l 1 (47T ¢ 1—9 _ P(l + 6)
— AL — N AN X ————7—
/0 7 T(1— —2) P AT =
3.1 3 —-e13 1
(PR3
_ _ _ L L=l (1+e€)
— 2 T+4e 3+2¢ —¢ 1 — 1—2¢
s (1= 2) T2 -2
3. 1-2¢ 3—e 1 3 1
X(Z) 2 2F1( 5 ,5,5,—1). (447)
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Chapter 5

Differential Equations and Solution

In the last chapter we have shown all the MIs. The MIs with one massive propaga-
tor have been calculated in [61]. The MIs with more massive propagators are still
unknown. In this chapter, we first present the MIs of every group, ordering them in
a “pyramid” in which at the base there are the masters with the smallest number
of denominators and on the top the ones with up to 7 denominators. We are free
to choose them at our wish. The point that matters is the complexity of the sys-
tem of differential equations derived. Moreover, when the linear differential equations
are introduced to solve the MIs, one should start from the bottom to the top of the
pyramid. Usually we call the MIs appearing in the bottom of the pyramid as “base”
master integrals.

It is important to note that the entire reduction of diagrams to the independent
topologies and finally to the MlIs is done in a completely mechanical way. This is
crucial, because of the number of equation involved. It would be impossible to perform
the calculation by hand. Then next step is to calculate the MIs. The base MIs stay
in the bottom of the pyramid and they have to be integrated firstly. Some of the
base MIs should be integrated directly, since the corresponding differential equations
are homogeneous. After we have the result of the base Mls, which are expressed
in Laurent series of (D — 4) with the coefficients of the series expressed in terms of
harmonic polylogarithms, we solve the MIs with more denominators, using the linear
differential equations and the appropriate initial conditions. Higher-order differential
equations can be created to handle the entangled MIs. However, a good strategy
consists in finding a base of masters which triangularizes the system of first order
linear differential equations in (D — 4). This strategy was considered during all the
calculations.
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Table 5.1: MIs for the 3-cut diagrams

Topology t Master integrals
P1 1 P2 P, P2 '
1 1
7 : ;
- 1 N 1 > 1
p2 ! P1 P2 ! P1 1

5.1 The calculation of Master integrals with 3 cuts

We present the MIs for the pyramid of the 3-cut diagrams in Table 5.1. The calculation
will start from the bottom of the table: from the masters with three denominators.
These base MIs appear as a sub-topology in the non-homogenous part of the linear
differential equations of the MIs with four denominators, and so on.

5.1.1 The solution of the base Master integrals with 3 cuts

In order to integrate the base MIs we use the optical theorem. The optical theorem
relates the imaginary part of a loop diagram to the sum over all its cuts in the form
of a unitarity relation. For instance, for vacuum polarization diagrams, the following
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unitarity relation holds:

@9 -

where the ¢ enumerates all possible ways to cut this diagram into two connected
amplitudes under the condition that the final state resulting from the cut lines belong
to physical processes.

We illustrate the application of the method on the derivation of the base MI. The
unitarity relation relevant to the base MIs reads pictorially:

@

The full expression of MI in the left side of the Eq. (5.2) in D dimensions can be easily
computed using Feynman parameters. We find:

D) / dPky dPk, 1
-0 (2m)P (2m)P (k2 + m?)k2(p — k1 — ka)?

4 OQ(D)GQ a? D74F( D)I ( 2 )
Tl S Ny ey
4 — D D s

X2F1<3 D

where a is the mass of the W or Z boson, and p the incoming momentum, s =
—(p1 + p2)?. C(D) is the following function of the dimension D :

D
c(D) = (47r) > F(3 — 5) (5.4)
The function C'(D) is an overall multiplicative term and it appears in each 1-loop
diagram. Let us remember that, after the renormalization procedure, in the final
physical quantities all singular terms in ( L__ cancel out, so that one could take

D—1)
simply the D — 4 limit of C'(D):

lim C(D) = 1. (5.5)

D—4
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However, in intermediate states of the calculation it is better to keep the overall term,
that has a non trivial D dependence.

Note that the integrals depend on a and s and we can express the master integrals
in term of the dimensionless ratio z = a?/s. We transformed the hypergeometric
function of 1/z in a combination of hypergeometric functions of z:

I'(B)I'(A2 — Ay)
[(A)T(By — Ay)
['(B)I'(A; — Ag)
[(A)T (B — Ag)
Since in any case we will need to extract the behavior at the threshold of the different
integrals (to cure the soft divergences), we start already with the example of the
sunrise. Note that the behavior at z — 0 (asymptotic behavior) is not important
in this case, since the integration in z for the hadronic cross section will go from

z = 1 to the (finite) collider energy. Using the relevant Kummer relation for the
hypergeometric function

oF1 (A, Ay, By 2) = (1 — 2)PrM42 .1 (B) — Ay, B, — Ay, By, 2), (5.7)

1
(—Z)Q_A1F1(A1,A1 +1—DBi; A +1— Ay; ;)

2F1(A1>A2,31; Z)

1
(—2)5 "2 F1(Az, Ag + 1 — By; Ay + 1 — Ay; 2)-(5.6)

we find:

@ _ (27T)4(112256a2(3—2>(1—2)346{

T(—1+426)(1 — €)?

—? 03— 30 221 4N o F (1 — 6,2 — 26,6 2)
F(1+6e)L'(1—€)’*T'(—1+¢)
€(—1 €
02— 2¢) FLH A
XoF (2 —2¢,3—3¢,2 —¢; z)} (5.8)

Using the following relations for the imaginary part,

{( L+ T(1 4+ ne)l'(1 — ne } = -,
[m{ —1+iN)™I(1 + ne)l 1—ne} =
Im{( 1 —4A)7"I'(1 4+ ne)l'(1 — ne) } =,
Im{ A)™I(1 4+ ne)l'(1 — ne } = -, (5.9)
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the base MI can be evaluated by extracting the imaginary part of the virtual loop
integration
1

l“ = pr / %5(@71 — k2)* — a*)8((kz + p)*)d (KY)

I —2I3(1 — €)T'(—1 + 2¢)
el2(e)I'(3 — 3e)['(1 + 2¢)I'(1 — 2¢)

— Na2[2—1+26

X(1—2)33F (1 —€,2 — 26 ¢ 2)
e T(E149r -0
el'(2—=2e)I'(1 4 ¢)T'(¢)

[3(1 —¢)
e2I2(e)'(3 — 3¢)I'(2 — 2¢)

(1—2)>%3F(3 — 36,2 — 26,2 — ¢ 2)]

— Na2[z—1+25

x(1—2)3 (1 — €2 —2¢¢ 2)

. D(=1+el'(1—e 5t ‘ '
Tz eL'(2 — 26)T(1 + e)I'(e) (1—2) o F1(3 — 36,2 — 26,2 — ¢; 2))] (5.10)

where the N is a normalization factor:

2 2
N = CQ(D)(%)D“‘(%)“‘ = g THep—3+2ep2(] e)(%)D—% (5.11)

It is important to extract the (1 — z) part, because when we consider the total
cross section, the power of the (1 — z) can become negative which means this term will
contribute to the infrared divergences. The hypergeometric function, instead, can be
expanded in € and the coefficients of such an expansion will be expressed in terms of
Harmonic Polylogarithms (HPLs) .

To explain how the system of differential equation for the MIs is obtain, let us
consider a two-loop scalar integral with a single W/Z boson propagator

3—4e

dPk dPl 1
76 = | G Gy Ao T (512
By differentiating with respect to a2, we obtain:
OF;(p*, a?) _ / dPk dP1 1 (5.13)
a2 (27)(D-2) (27)D-2) [k2 — 2]vH1 D™ ... D :

Using all the identity relations (IBPs, LI, Sym), we can construct the last equation
in terms of the master intergrals F;,

0F;(p*, a%)

o = kit (5.14)

J
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where (); contain the integrals of the sub-topologies to be considered known. These
differential equation can be solved up to a constant in terms of logarithm and gener-
alized Harmonic polylogarithms, order by order in (D — 4). This constant is obtained
by evaluating the master integrals at a specific kinematic point. An example is shown
below.

INTT i A i
5N =ACDN] + e A (5.15)

We compute the value of the integral at a specific kinematic point in order to determine
the constant. A convenient choice is the threshold for W or Z boson, z = 1, where
the hard part of the integral vanishes. When we do the limit z — 1, if there is not
infrared divergence in the soft limit, this MI will go to zero directly, for example:

: (z=1) = 0. (5.16)

5.2 The calculation of the MlIs with 2 cuts

In this section, the pyramids for the 2-cut diagrams with a different number of massive
propagators will be presented. The same technique was applied as the one for the
3-cut MIs. The greater difficulties come out from the MlIs with 2 massive propagators,
and in particular from the masters with 3 massive propagators. The solution of the
fourfold entangled MIs with 3 massive propagators is a big challenge.

5.2.1 The calculation of the MIs with one massive propaga-
tor

The pyramid of 2-cut MIs with one massive propagator is shown in Table 5.2. There
are three base MIs in the topology t = 4. All of them can be calculated directly using
the optical theorem and the results of the virtual diagrams. The first two Mls are
combinations of the one-loop massless bubble integral and the two-body phase-space
integral. These two MIs can be evaluated directly by extracting the imaginary part
from the cut-diagram and the real part from the remaining one-loop integral. The
differential equation of virtual MI corresponding to the last real MI in topology t = 4
will be generated. After solving the differential equation, the result of real MI can be
extracted with that technique. The result of virtual one-loop bubble with one massive
propagator is as follows:

O = 24P / (;l:)kD (k% — a%(k —p)?
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Table 5.2: MIs for pyramid of 2-cut diagrams with one massive propagator

Topology t Master integrals
P1 P2
7 :
P2 Cp1
:
)
[
1
OO D B
C(D) ,a?
— (27T)_2 (2;)2 (%)_6(—Z)_1+26(1 _ Z)l—?ex

1
XoF1(2—26,1—€2—¢-)
z

_ o) a_2 (1 — z)te z—r(l +6) —2¢,1—¢2—¢€2
= (2%)2( 5) (1 ) { 6(1_6)2F1(2 26,1 —€,2 — €;2)%
« {(_1 +NT(1+ r(1 - e)ﬂ %z}

Using the Eq. (5.9), we have:

O a_2 efe(] _ )12 (2 —¢)
‘@‘ B (27r)2( ) =2) 2(1—e)r(2—26)r(1+e)]'

~—

[\

The result for the one-loop massless bubble is

_ / k1
(2m)P k2(k — p)?

» CD) T(1=¢), 5, .
= ot
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Taking the real part of the Eq. (5.19) and combining with Eq. (5.18), we have

_ e / APk dPky (k3 — a?)3((ka + p))?
@0 Kk +p)?

(1 —e)l(2—¢)
€(1—¢e)I2(2 —2¢)I'(1 +¢)
We found that the difference between the first two diagrams of topology ¢ = 4 in

Table 5.2 is the incoming momenta of the virtual part. So we can easily get the result
of the second MI,

= N[Z*(1—2)'"* Re(e™)]. (5.20)

_ M2(47D) / dPkyd"ky 0(k3 — a®)o((ka +p))*
(2m)2P k3 (ky + ko)?

(1 —e)(2—¢)
e(1—e)2(2—2¢)I'(1+¢)
In order to use the same technique to calculate the last base MI extracting the imagi-

nary part from the virtual diagram, we present the differential equation in Eq. (5.22).
The result can be expressed in terms of an hypergeometric function.

Kl _ (D=2 sD-10,
Op* - 20 2(p? —a2

= N[(1-2)* Re(e™)] (5.21)

1 D—2
2p? 2(p? —a2

(5.22)
We choose p? = 0 as a regular point to constrain the integration constant:

1 2 i
z> - —E(l—%)l 362F1(2_3€71_6;2_67%)@ (523)

The 2-loop tadpole with one massive propagator is known. Changing the variable to
z, we find

_ 2(4—D>/de1de25(k§ — a?)6(ks + p)”
(2m)20 k3 (py + kg — kp)?

20 (—1 + 26)I%(1 —¢)
el'(2 = 3e)I'(e)[(1 + 2¢)
N is the normalization factor defined in Eq. (5.11). Before starting to calculate the

topologies with a bigger number of denominators, all the hypegeometric functions will
be expanded in e.

= N[—2%(1—2) ]. (5.24)
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5.2.2 The calculation of the MIs with two massive propaga-
tors

Let us first have a look to the pyramid of the 2-cut MIs with two massive propagators.
On the bottom of the pyramid, there is only one base diagram that will appear as
sub-topology in the differential equation of other topologies. It should be taken into
account first. It is easy to present the result of the following two MIs,

0’ — 24D / dPkidPk; 0(k3 — a®)d (ks + p)*

(2m)2D K — a2

| ['(2—¢)
e(l—€)2T'(2—2¢)['(1 +¢)

= Na*[—z(1 —z)' 7% ], (5.25)

sy [ APkidPks  S(K — a?)3(ks + p)?
j>@ s / (2m)2P (K} — a?)(p1 — k1)2(p2 + k1)?
['(2—¢) Ix

e(1—¢e)T(2—26)T'(1+¢)

x[—ia‘QZ(H(O, 0,2) — H(1,0,2) — %(2)) +0(e)].  (5.26)

= N[(1 -2

5.2.3 The calculation of the MIs with three massive propa-
gators

First we list the result of the one-loop bubble with two massive propagators:

_ @p) dPk, 1
‘<::>* g l/@ﬂﬂ%%ﬂm«h+pv—f>

_ _ F(l—i—e) S L 1-2¢ 3—¢ 3
2 44-2¢ 24e- \—- " ~) 1 — —— F 2 __23(52
™ . ( 4@2) ) 1( 9 ) 727 4(1,2) (5 7)

Then we present the result of the base MI which has to be calculated directly,

(7 __2wm/M%W@ 5((k2 — a?)5 (ks + p)?
- @m0 (ky + k2)? — a2) (k2 — a?)

S

DO | —

€ 1—2¢ ['(2—¢)
= N - a—are —ora 1o f
Oyl (5.28)



5.3 Differential equation and solution of the MIs

In the last section the base MIs were calculated by extracting the imaginary part
from the virtual result. We will illustrate, in this section, how to use the differential
equations to solve the MIs with the results of base MIs and constrain the integral
constants order by order in (D — 4).

First let us take a simple example as shown in Eq. (5.15). Since this master integral
has no infrared divergences, when we use the initial conditions Eq. (5.16) this forces
all the pieces to go to zero. Then the integral constants can be easily constrained.
For more complicated Mls, which have an infrared soft divergence, the situation is
more complicated. In particular, the behaviour of the integral in the limit z — 1 has
to be extracted in D dimensions. We consider the MI in Eq. (4.33). The differential
equation is:

pP1 ' P2 P1 ' P2
ﬁ+ T 7—d+5—d :
0z ' N z 1—=z :
p2 + P P2+ p1
P1 i P2
2(3—-d 23—-d)| 1
L [26-a) 26-a)1
1—=z (1—=2)2]a*
P2 P1
[ 48 —72d  228d — 132 1 (p1—k1)2
+_( )+(1—z)+ (12 :|a10

)
1
i 68— 76d  268d — 244 1
A(d -1 . 5.29
e RS e G e

Therefore, we have:

P1 P2

y 2(3 1
1—t at
+/ dt t73(1 — )2 x

68 — 76d 268d — 244 1 a
Ad—1)+ —— % g0 e =
X{(d e e P }
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+/ dt t73(1 — )2 x

48 —72d  228d — 132 1 /T \(pr-kn)?
x{(d—G)—l— A= + L +”}ﬁ ).(5.30)

Inserting the result of the MIs of the sub-topologies into Eq. (5.30), the integrations
will be calculated order by order, so everything will be expended in €. Before doing
the expansion in €, we have to pay attention to some terms. For example, there is a
term [7(1 —¢)7'72*H(1,0,¢)dt in the zeroth order. Integrating by part, we obtain:

/ (=t H(L 0, = 2l<<1 — 2)"2H(1,0,z)

_ /Z(l — )72 H(0, z)dt) (5.31)

It can seem that this integration gives a pole which will be affect the previous order
in €. However, if we finish the integration and expand (1 — 2z)7%¢ in €, we find

/Z(1 )N H(L0,)de = %((1 _ ) 2H(1,0,2) — H(1,0, )

+2€¢(H(1,0,2) + H(0,1,2)) + 0(62)>

= H(1,0,2)+ H(0,1,2) + C + O(e), (5.32)

where C' is the integral constant. We can treat in a similar way the terms [“(1 —
6712 H(1,1,0,t)dt, [T(1—1t)7'"2H(1,1,1,0,t)dt, etc. This kind of integrations has
no contribution to the previous orders in ¢, and therefore we can expand the terms
(1—1t)7172¢ directly from the beginning. A term like [*(1—¢)"'"2H(1,¢)dt, however,
will affect the previous order in €

/ (1—t)"""*H(1,t)dt = 2%((1 —2) *H(1,2) — 2ie(l —2)7*+ C) (5.33)
This term belongs to the soft part and we can also expand it at the beginning, since
the integration constants of the soft part can be constrained by the results of the soft
limits.
Now we present the most complicated case with two massive propagators, the
three entangled MIs. The system of differential equations is the following:
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5 [ 1 1 7 1 I
&% {;+[d—4]([1_z]2+2[1—z]+[1+Z])] %
[d_4]- 1 i : ) p1k1k2
e e e R
[d ) 4] - 1 i ! ) pli(l «2)~4
[ (e e e

1 16 1 17 19

d—ﬂﬁﬁ+hﬁ%ﬁﬂl—d+3ﬂ+z

_9u—43+4@izy+““+0@ﬂ (5.34)

a (pl-%l-kz)’\z 1 1 9 2 (pl-El-kZ)"Z
@% {; Sk (R e B [1+z])] :IZ:>
(pl-i(l-kZ)"4
L[ 20d-4 2 3[d — 4]
o [ e [1—z]+2[1+z]} :IZ\:>

1 32 4 16 16H(0,2)
+{_ [d—4P3: 3[d—4 [1+4 31-2¢
15 4 16
T T W—F 3.2 +--+0(e )} (5.35)

(pLi1k2)~4 (pL1k2)~a
o [N T 2d-4 1 {
0z | B 11—z =z |
1 1
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1
(pl»ll<1»k2)’\2

ta? [ B 1 % n 32 1 + 16 n 32H(0, z)
=423z T3d—4][1—74  [1+2 31—z
15 32 67
I e T .+o(e)} , (5.36)

where the dots in the equations stand for the remaining terms of zero oder in €, the
two dots on the propagator mean that the propagator is rased to power 3 and the two
labels (p; — ki — k2)? and (p; — ki — k2)* appearing in the equations mean that the
corresponding quantity is on the numerator of the scalar MI. The differential equation
for the last MI is similar to Eq. (5.35). From Eq. (5.34), we can see that there is a
coefficient [d — 4] for every entangled MIs which appear in the non-homogenous part.
We choose these bases so that the MI with two dots decouples, order by order in e,
from the other two. The solution of the system can be therefore found order-by-order
in € solving a first-order linear differential equation and subsequently a second-order
linear differential equation.

5.4 The calculation of the real corrections

We use the Laporta algorithm for the reduction of the dimensionally regularized scalar
integrals to the set of MIs. Then the differential equations method [60] for their
analytic evaluation. The integral constants are constrained by the initial condition
and soft limit. In this section, we show the results of the MIs.

5.4.1 Results of the 3-cut MlIs

= P [ R = ka)? — @i+ )38

= Na(1 - 2)46{ ( + % - g + H(0, z))
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H(0, z) N 3zH(0,z) 3H(0,0,z)

13 13z 3H(0,2)
2 — 2 4+ _ _
8z 8 2 2z 4 2

+2H(1,0,2) + 2¢(2))

+462(+ 115 B 115z 3H(0,z2) N 13H (0, 2) B 392H(0, 2)

32: 32 2 82 16
5C(2)H(0,z) 9H(0,0,2z) H(0,0,2z) 7zH(0,0,z)

_ 5 + 1 + 22 B 8

+7H<O’f707z> e ;’O’ D LA H(.2) - 3H(10.2)
H(va’z) n ZH(ZO’Z) —3H(1,0,2) +4H(1,1,0, z) — 3¢(2)
3¢(2) | 5¢(2)z

360 X g+ o) ) (5:31)

|01 -k1)? 24-D) dPkidPks(p1 — k1)?0((k1 — k2)? — a?)d (k2 + p)?)d(kT)
\_/ B

(2)2D
1 1 1 =z
— 4 1 . —4e - - = = H
Na*(1-2) {+2+6z2 +3 (0, 2)
35 13 37 13z 3H(0,z) H(0,z) H(0,z) H(0,2)z
—2¢l — — — + — + — —
24 2422 12z 12 4 622 z 2
H
4 3200.0,2) (02’ 02) _om1,0,2) - 2g(2))
e 95, 15105 1152 20H(0.2) | 13H(0.2)  19H(0,2)
32 9622 16z 48 48 2422 62
+132H(0,z) N 5H(0,2)¢(2) 11H(0,0,2) N H(0,0,z)
8 2 8 622
H(0,0,2) 7zH(0,0,2) T7H(0,0,0,z) H(0,1,0,z2)
- + - +
z 12 4 2
—4¢(2)H (1, z)) + 0(63)} (5.38)
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; _ 2D / dPk1dP koo (k1 — ko)* — a®)d(ka +p)*)d(K7)
(27m)2P (p1 — k1 — k2)2(p2 — k2)?

_ Na—2{ - ZH4(€02’ ?) _ % (4ZH(0, 0,2) +82H(0,1,2) — Szg(2)> +62C(2)H(0, 2)

—4zH(0,0,0,z) —82H(0,0,1,2) — 102H(0,1,0,2) — 162H (0,1, 1, 2)

42¢(3) + 0(@} (5.39)

|
_ 24D) / dPk1dP ko0 (k} — a*)0(p1 + p2 — k1 — k2)?)d(k?)
(27)2P (p1 — k1)?(ky + k2)?

5 [zH(0,2) 1/ H(0,0,2)
=Na z{ " 5 5 2H (0,1, 2) + 2¢(2))
2)H (0 5H(0,0,0
_g( ) ( ’Z) _|_ ( ? 72) +H(07070, Z)
2 1
H(0,1
+%OZ) Y AH(0,1,1, 2)
15C(2)H(0,2)  9¢(2)H(0,0,2) 17H(0,0,0,0,2) 5H(0,0,0,1,2)
—2e + — —
1 1 8 2
H(0,0,1 17H(0,1
5 (0’04: 02 9 p(0,0,1,1,2) + 4C(2)H(0,1, 2) — 17 (0’4’0’0’ ?)

—5H(0,1,0,1,2) — 5H(0,1,1,0,2) — 8H(0,1,1,1,2) + 3g(2)> + 0(63)}(5.40)

1
e [ Pl Wt R
(2m)2P (p1 — k1) (ky + k2)?

=Na*2(1 - 2)46{ — H(QOE’ 2) _ H(O’QO’ ) +2H (1,0, 2) +2¢(2)
_26( B C(2)h;(0,z) N H(O,Z,O,z) N 3H(0,21,0,z) L AC@)H(L )
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9H(1,0,0,2) + AH(1,1,0,2) + <<3>)

4 4 8 4
9H(0,1,0,0, 2)
4

+462(C(3)1L[(0,z) n ¢(2)H(0,0,z) H(0,0,0,0,2) 3H(0,0,1,0,z)

+3¢(2)H(0,1, 2) — +3H(0,1,1,0,2) — 2¢(3)H(1, 2)
—3C(2)H(1,0,2) + 3H(1,0,0,0,z) + H(1,0,1,0, 2) + 8¢C(2)H(1,1, )

—4H(1,1,0,0,2) +8H(1,1,1,0, 2) + %(2) + 0(63)} (5.41)

_ D) / APk dPkyd (k7 — a®)0(py 4 p2 — k1 — ko)*)3(K7)
. (2m)20 (p1 — K1)2 (K1 + ka)2(p2 — k2)?

= ./\/'(1422{4—M _ 1 (—QH(0,0, z)—12H(0,1,2) — 5H(1,0, z))
4e2 2¢
_8C(2)H(0,2) + w +22H(0,0,1,2) + 15H(0, 1,0, 2) + 24H(0, 1,1, 2)
COHLOL2) | 05(1,0,1,2) + 10H(1,1,0, 2) + 2¢(2)
+E0022 COI o 1) + 000} (5.42)

The following results for the two entangled MIs will be fully determinated by their
soft limits. Here we keep the integration constants C(, [ |m), where n refers to the
number of MI and m labels the order in e.

P1 1 P2
_ ,26-D) / dPkyd" ka0 (k1 — ko) — a®)d(ky + p)*)d (k)
(27m)2P (pa — k1 — k2)%(p1 — k1 — k2)?
p2 P1
3zH (0, 2)((2)
2

=Na?(1— z)_QG{zH(O, 0,2) 4+ zH(1,0,2) + 2((2) — 26(

3zH(0,1,0, 2)

—2H(0,0,z) —22H(0,0,0, 2) + 5

+22H(1,2)¢(2) — zH(1,0, 2)
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_w +22H(1,1,0,2) — 2((2) + 522(3)) + 0(62)} (5.43)

_ 24-D) / d"k1d ka0 (k1 — ko)? — a®)d (ks + p)*)d(K7)
: (277)2[)(}72 — k1 — k2)2(p2 - k2)2
zH(0,z) 1

R

€2

5 <4zH(O, 0,2) — 82H(1,0,2) — 82@(2))

+62H(0,2)((2) —4zH(0,0,0,2) —22H(0,1,0, 2) — 162H(1, 2){(2)

+82H(1,0,0,2) — 16zH(1,1,0, 2) + 192¢(3)

—26( —5zH(0,2) —62H(0,0,2)¢(2) + 42H(0,0,0,0, 2)
+22H(0,0,1,0,2) — 42H(0,1,2)¢(2) + 32H(0, 1,0,0, 2)
C4zH(0,1,1,0,2) + 382H(1, 2)C(3) + 122H(1,0, 2)¢(2)
_82H(1,0,0,0,2) — 42H(1,0,1,0,2) — 322H(1, 1, 2)¢(2)

+162H(1,1,0,0,2) — 32H(1,1,1,0, 2) +

6zé(2>> N O(Ez)} (5.44)

P1 P2

_24D) / dPk1d"kad (k1 — ka)* — a®)d(ka + p)*)d (A7)
(277)21)(172 — ki — k2)2(]72 - kl)Q(pl - k‘1)2(p1 — k1 — k’2)2

P2 P1

= N2 (1 — 2)126a6{ — 613 + %(62) +20¢(3) + O(e)}

N2 (1 — z)”faﬁ{ _4H0z) 1 ( +24H (0,0, 2)

€2 2¢
+16H(0,1,2) +8H(1,0,2) — 8((2))

+38C(2)H(0, 2) — 30H(0,0,0,2) — 24H(0,0,1, z) — 18H(0,1,0, 2)
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P1

—16H(0,1,1,2) — 2¢(2)H (0, 2) — 6H(1,0,0, 2) — 8H(1,0,1, )

—10H(1,1,0,2) + 4¢(3) + O(E)} (5.45)

P2

dPkydPksd((ky — k)2 — a2)d(ks + p)2)d(k?)

_ ,2(4-D)
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P2

P1
=Nz (1 - 2)12€a6{ - ;ig + —Szi@) +80¢(3) + (’)(e)}

10H 1
_ 100, 2) —2—(4OH(0,0,2)

€2 €

+N 23 (1 — z)lzeaﬁ{
40H(0, 1, 2) + 40H (1,0, z)>
160C(2)H (0, 2) — 40H(0,0,0, 2) — 32H(0,0, 1, 2)

—52H(0,1,0,z) — 40H(0,1,1,z) — 44H(1,0,0, z)

—40H(1, 0,1, z) — 4OH(1, 1,0, z) — 28{(3) + O(e)} (5.46)
P1 p2

' s / APk dPkad((y — ko)? — a2)0(k2)5(K?)
:%: - (27T)2D(p2 - k1)2(p2 —ky — k:2)2(p1 - k1)2(])2 - k2)2

P2 ! P1

_ NZ3(1 _ Z)—1—2ea—6{ _ i + %(2) +20¢(3) + O(E)}
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+N 22 (1 — z)—l—%a—ﬁ{ _HO2) 1(4[{(0, 1,2)

€ 2
+12H(1,0,2) — 8((2))
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F14¢(3) + 0(@} (5.47)

5.4.2 Results of the 2-cut MIs with one massive propagator

e [ R
g GrPD Rk + PP

=N(1- 2)1—26{% +4+2H(0, 2)

—26( —6—4H(0,2) — 2H(0,0, 2) + 3g(2))

+4é? <8 +6H(0,2) — 3C(2)H(0, 2) +4H(0,0, 2) + 2H(0,0,0, 2)
~60(2) - )

—863( — 10 —8H(0, 2) + 6¢(2)H(0, ) + ¢(3)H(0,z) — 6H(0,0, 2)
+3¢(2)H(0,0, 2) — 4H(0,0,0,z) — 2H(0,0,0,0, 2)

+9¢(2) — %2)2 + 2<(3)) + 0(64)} (5.48)

_ ) / AP dP Ry 5(k2 — a?)5 (ks + p)?
8 @0 Kk + pP

— N1 — @W{% + 4+ H(0,2)

_26( G- 2H(0,2) - w + 3<(2)>
+4e? (8 +3H(0,2) — —34(2)2[(0’ %) 4 H(0,0,2) + T10:0.0.2) 2’ 0,2)

6¢(2) - <<3>)
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2 2
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4 33H( = 2) C(g) +(’)(6)} (5.52)

5.4.3 Results for the 2-cut MIs with two massive propagators

Q’ — 24D / dPkidPky 6(k3 — a?)d(ky + p)?

(2m)2P ki (k1 + p)?

= Nd*(1 - z)1—2€{ — % —3—2H(0,2)+
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Table 5.3: MlIs for the 2-cut diagrams with two massive propagators

Topology t Master integrals
- 1 b P1 P2
i 1 ]
1 1
7 : '
1 1
[ " P1
6
1
1
|
1
5
|
1
1
| - —~— P
Triplet entangle Mis
1 1
1 1
4
1 1
1 1
1 ’
,
|
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Table 5.4: MIs for the 2-cut diagrams with three massive propagators

Topology t Master integrals
P1 P21 P : b,
1
7 ; : ; I
N I
P2 N P; R
|
1
6

ot

fourfold entangled Mis
1

; (7
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Chapter 6

Conclusions and outlook

Drell-Yan production of Z and W bosons is a fundamental process for an accurate
check of the SM at hadron colliders. Fermion-pair production above the Z and W
boson poles is a rich field for the search of new phenomena at present and future high
energy colliders. The experimental measurements of observables related to the Drell-
Yan mechanism will reach very high accuracy in the near future. Hence, it is very
important to provide for the latter a reliable and equally accurate theoretical predic-
tion. This means that a good control on the higher-order perturbative corrections is
required for the physics studies at hadron colliders. Even though NNLO QCD correc-
tions and NLO EW perturbative corrections to the total cross section of production
of a lepton (or lepton-neutrino) pairs are known (including also the corrections to
more exclusive quantities like the invariant mass distribution, the rapidity distribu-
tion, etc.), the NNLO mixed QCD-EW corrections are still missing. This constitutes
the topic of the present thesis.

Using the narrow-width approximation, we decoupled the production of the on-
shell gauge boson from its subsequent decay. We concentrated our attention, then,
on the production process and in particular on the real part of the NNLO mixed
QCD-EW corrections to the Drell-Yan production of an on-shell Z (or W) boson.

All the Feynman diagrams, needed for the calculation of the corrections at O(aay),
were generated by FeynArts. The integration over the phase-space of the interference
terms were re-written using the Cutkosky rules in terms of a combination of diagrams
with propagators having the correct causality prescription and propagators with the
opposite one. Then, these integrals were reduced using Integration-By-Parts Identi-
ties, to a small set of independent integrals, called Master Integrals. The reduction
was done using the C++ program called Reduze, which is publicly available. The cal-
culation of the MlIs is performed using the differential equations method. In order to
constrain the integral constants, we calculated the soft-limits of the MIs.

The result of the basic MIs with one massive propagator can be extracted directly,
since we know the results of the corresponding virtual MlIs. For the rest, we found the
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method of differential equations to be adequate to solve the MIs. We re-calculated
all the results of the MIs with one massive propagator, which were already present
in the literature for the calculation of the NNLO QCD corrections to Higgs boson
hadro-production. They amount to 8 masters with three cuts and 5 masters with
two cuts. After accounting for the different normalization, our results are in perfect
agreement with the ones already existing in the literature [61] .

For the MIs with two massive propagators, the situation becomes trickier. The
presence of the additional massive propagator makes in such a way that there are
topologies with more than one MI. Consequently, the corresponding system of first-
order linear differential equations is more complicated to solve. Moreover, the analytic
structure of the result is richer and some of the masters exhibit the presence of ad-
ditional denominators in the differential equations. This fact in turn translates into
the need of an extended set of generalized polylogarithms, in order to express the
final results. The basic MIs are calculated in the same way as the basic MIs with
one massive propagator. The system of coupled linear differential equations can be
dis-entangled if we chose the base of masters properly. In our case, the main difficulty
is done by three entangled MIs. It is not easy to disentangle completely their differ-
ential equations. However, we can choose a base in which one of the masters can be
disentangled in €. In this way, the system can be solved in two steps: firstly we solve
the first-order linear differential equation and then the second-order one. Once these
difficulties are overcome, one is able to perform analytically all phase space integrals
with two massive propagators. In the thesis, we collected the result for the 3 new MIs
with three cuts and 7 new MIs with two cuts.

In the case of MIs with three massive propagators, the system of four entangled MIs
constitutes the biggest challenge. At the moment, we are not able to disentangle the
masters. This means that one should solve a fourth order linear differential equation,
and no general algorithm is known for this goal. The hope is that, once the “correct”
base of MIs will be found, the system will decouple at least in two second order linear
differential equations. Since these masters enter in the non-homogeneous part of the
three MIs with a bigger number of denominators, we were not able to perform the
calculation of the latters. We have their differential equations and they do not present
particular difficulties. The base MI with three massive denominators is calculated and
its result presented in the thesis.

The soft limit of the boxes with two and three massive propagators also needs
further studies.
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Appendix A

Notations

For what concerns the relativistic notations, we use the “Pauli-Veltman” definitions
of vector p* and scalar product:

P = (p,ip"), pi-p2 = p'p’ S = P1-P2— DiDs, (A1)

such that:
P’ = |pll* —pi- (A.2)

The vector p* will be said time-like, light-like or space-like if p* < 0, p> = 0 or
p? > 0, respectively.
With this notation the mass-shell relation for a massive particle becomes:

p2 = _m2 ) (Ag)
from which the energy can be extracted:
E = pi = |p|*+m*. (A.4)

The metric tensor is the identity in four dimensions:

Guv — O =

o O O
o O = O
O = OO
= o O O

The notation adopted for the vectors brings to the following Feynman rules of the
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propagator:

Oy :
(k2+ie) Photonic Propagator , (A.5)
(p<2—j— ]jr;jlz)e) Fermionic Propagator, (A.6)
O
T xmd —i0) W Propagator, (A.7)
O
T mi =i Z Propagator, (A.8)
Owlab _ Gloun P t (A.9)
—_— oun Propagator :
(k2 — i) PAgAtor,
The Feynman rules for the vertices are:
iey"  evye Vertex, (A.10)
1 a as
i §g57“/\ij qg9°q Vertex, (A.11)
1 8
ig4—fy“[1 — gs?u +9°]  Z%u Vertex, (A.12)
Cw
1
ig4—’y“[45121) —1-+9°]  eZ% Vertex, (A.13)
Cw
1 _
i g——=7"(1+~")\VE  dW~V*u Vertex, A.14
1
ig—=7"(1+9"WVug  EWHV,ad Vertex, A15
95757 (L+7)Wua R d (A.15)
1
1 M1 +A° eW v Vertex A.16
95757 (1+77) (A.16)
1
i “(1 440 vWte Vertex AT
95757 1477 (A.17)
with the following expressions for the energy projectors:
—ip+m
U - — A.18
EU(p) u(p) Sy (A.18)
i p+m
0 = — . A.19
Es: v(p) v(p) 5 (A.19)
The Mandelstam variables for a 2 — 2 particles process (p; + ps — ps + p4) are:
s (p1+p2)* = (ps+pa)?, (A.20)
= (m—p3)? = (pa—p2)°, (A.21)
w = (pr+ps)’ = (ps—p2)°. (A.22)
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Finally, the causality prescription forces the squared center-of-mass energy, s, to
get an infinitesimal positive imaginary part s 4+ ¢0%. This is important to correctly
define the imaginary part of the integrals, when their value lie in the physical region,
above the threshold of production of the final state particles. In particular, we usually
solve the differential equations for “Euclidean” integrals (in which all the denominators
are positive definite expressions and the integrals are real quantities). We recover the
Minkowski region using the Wick rotation and the substitution

p*— —(s+i0") (A.23)

in the analytic formulas. This produces the imaginary part of the integral. For
the differential equations that involve directly the cut diagrams (or equivalently the
imaginary parts), we solve the equation directly in the physical s.
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Appendix B

Harmonic Polylogarithms

In this appendix we review some well known results about Harmonic Polylogarithms
of one variable (HPL).
We define the following set of functions:

f-la) = (B.1)
f(0,2) = (1ix), (B.2)
f,7) = (1:@. (B.3)

Then, one-dimensional HPL, H(m,,, x), are defined as the functions which form a
closed and linearly independent set under the class of integrations

[ e -1 0500 50,0) HOm), B4
where we put
H(-1,2) = /O (1‘% — n(1+2), (B.5)
H(0,2) = Inz, (B.6)
H(l,2) — /0 (1d_tt) — (-2, (B.7)

and where m,, is an w-dimensional vector with components 1, 0 or —1.

We have:

H(0,,z) = ilnwx, (B.8)
H(a,my_y,z) = /:dtf(a,t)H(mw_l,t), (B.9)
iH(a, m, 1,2) = f(a,2)H(m, 1,). (B.10)

dx
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The following identities between HPL are widly used:
H(my, -+ ,mg,x) = H(my,x)H(mg, -+ ,mg,x) — H(mg,my, x)H(ms, - ,mg, x) +

+H(mgs, ma, my, x)H(my,- - ,mg,x) — -+ — (=1)7H(mg,--- ,mq,x)(B.11)

which holds by subsequently integrating by parts, and

H(p,x)H(q,z) = »  H(r,z), (B.12)

r=p+q

where r is a (w, + w,)-dimensional vector constituted by all mergers of p and q in
wich the relative orders of the elements of p and q are preserved. In the case w, =1,
we have:

H(a,x)H(my, - ,mg,x) = H(a,my,--- ,mgx)+ H(my,a,mg, - ,mg, )+
+- -+ H(my, - ,mg,a,x). (B.13)

Relation Eq. (B.12) tells us that HPL fulfil an algebra; the product of two HPL
of weights w; and wy of argument x is a combination of HPL of the same argument
and weight w = wy + ws.
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