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<th>Signification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>matrice</td>
</tr>
<tr>
<td>$d$</td>
<td>scalaire</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>vecteur</td>
</tr>
<tr>
<td>$*$</td>
<td>convolution</td>
</tr>
<tr>
<td>$M^T$</td>
<td>transposée de $M$</td>
</tr>
<tr>
<td>$f$</td>
<td>fonction</td>
</tr>
<tr>
<td>$f^{-1}$</td>
<td>inverse de $f$</td>
</tr>
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<td>$\mathcal{M}$</td>
<td>variété</td>
</tr>
</tbody>
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<thead>
<tr>
<th>Abrévéiation</th>
<th>Signification</th>
</tr>
</thead>
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<tr>
<td>ACP</td>
<td>Analyse en Composantes Principales</td>
</tr>
<tr>
<td>AP</td>
<td>Average Precision</td>
</tr>
<tr>
<td>AE</td>
<td>AutoEncodeur</td>
</tr>
<tr>
<td>AED</td>
<td>AutoEncodeur Discriminant</td>
</tr>
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<td>AEDMC</td>
<td>AutoEncodeur Discriminant Multi-Classes</td>
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<tr>
<td>BOW</td>
<td>Bag Of Words / Sac de Mots</td>
</tr>
<tr>
<td>CMU</td>
<td>Carnegie Mellon University</td>
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<tr>
<td>CNN</td>
<td>Convolutional Neural Network / Réseau convolutionel</td>
</tr>
<tr>
<td>CODA</td>
<td>COnvolutional Discriminant Autoencodeur / Autoencodeur Convolutionel Discriminant</td>
</tr>
<tr>
<td>Chap.</td>
<td>Chapitre</td>
</tr>
<tr>
<td>DET</td>
<td>Detection Error Tradeoff</td>
</tr>
<tr>
<td>DPM</td>
<td>Deformable Parts Model</td>
</tr>
<tr>
<td>DRI</td>
<td>Détection Reconnaissance Identification</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation Maximisation</td>
</tr>
<tr>
<td>ETHZ</td>
<td>Swiss Federal Institute of Zürich</td>
</tr>
<tr>
<td>FAST</td>
<td>Features from Accelerated Segment Test</td>
</tr>
<tr>
<td>Fig.</td>
<td>Figure</td>
</tr>
<tr>
<td>FN</td>
<td>Faux Négatif</td>
</tr>
<tr>
<td>FP</td>
<td>Faux Positif</td>
</tr>
<tr>
<td>FPPF</td>
<td>Faux Positif Par Fenêtres</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>FPPI</td>
<td>Faux Positif Par Image</td>
</tr>
<tr>
<td>GM</td>
<td>Gaussian Mixture</td>
</tr>
<tr>
<td>GRA</td>
<td>GRAdient normalisé</td>
</tr>
<tr>
<td>HOG</td>
<td>Histogram of Oriented Gradients / Histogramme de gradients orientés</td>
</tr>
<tr>
<td>LBP</td>
<td>Local Binary Pattern</td>
</tr>
<tr>
<td>LTP</td>
<td>Local Ternary Pattern</td>
</tr>
<tr>
<td>mAP</td>
<td>Average Precision moyenne</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi-Layers Perceptron / Perceptron Multi-couches</td>
</tr>
<tr>
<td>MR</td>
<td>Miss Rate / Taux d’erreur</td>
</tr>
<tr>
<td>NDG</td>
<td>Niveaux De Gris normalisés</td>
</tr>
<tr>
<td>NMS</td>
<td>Non-Maximum Suppression / Suppression des Non-Maxima</td>
</tr>
<tr>
<td>OIRDS</td>
<td>Overhead Imagery Research DataSet</td>
</tr>
<tr>
<td>OIRDS-EGI</td>
<td>OIRDS-Ensemble de Grandes Images</td>
</tr>
<tr>
<td>OIRDS-EPI</td>
<td>OIRDS-Ensemble de Petites Images</td>
</tr>
<tr>
<td>OP</td>
<td>Operating Point / Point Opérationnel</td>
</tr>
<tr>
<td>P</td>
<td>Nombre de Positifs</td>
</tr>
<tr>
<td>Prec</td>
<td>Précision</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial Basis Function</td>
</tr>
<tr>
<td>Rec</td>
<td>Recall / Rappel</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operator Characteristic</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale Invariant Feature Transform</td>
</tr>
<tr>
<td>SURF</td>
<td>Speeded Up Robust Feature</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine / Séparateur à Vaste Marge</td>
</tr>
<tr>
<td>Tab.</td>
<td>Table</td>
</tr>
<tr>
<td>TM</td>
<td>Template Matching</td>
</tr>
<tr>
<td>TVP</td>
<td>Taux de Vrais Positifs</td>
</tr>
<tr>
<td>TFP</td>
<td>Taux de Faux Positifs</td>
</tr>
<tr>
<td>VeDAI</td>
<td>Vehicle Detection in Aerial Imagery</td>
</tr>
<tr>
<td>VeDAI-GIC</td>
<td>VeDAI, Grandes Images Couleurs</td>
</tr>
<tr>
<td>VeDAI-GII</td>
<td>VeDAI, Grandes Images Infrarouges</td>
</tr>
<tr>
<td>VeDAI-PIC</td>
<td>VeDAI, Petites Images Couleurs</td>
</tr>
<tr>
<td>VeDAI-PII</td>
<td>VeDAI, Petites Images Infrarouges</td>
</tr>
<tr>
<td>VN</td>
<td>Vrai Négatif</td>
</tr>
<tr>
<td>VP</td>
<td>Vrai Positif</td>
</tr>
<tr>
<td>WGSS</td>
<td>Within Group Scatter Sum, distance intra-cluster</td>
</tr>
</tbody>
</table>
Abstract

This manuscript addresses the problematics of Detection and Recognition of vehicles of poor resolution in aerial imagery. First, we present these two problems and we give a survey of the different state-of-the-art technics that exist to solve them. We then introduce databases which are used by the Computer Vision community and the databases created and used during our work, that are more suited to our industrial context. Thirdly, we test some of the state-of-the-art algorithms and we present the related results on these databases. Next, we introduce the use of manifolds as generative models in order to decorrelate the modelisation of the vehicles from the modelisation of the background regions. Then, the discriminative autoencoder, a novel algorithm based on metric learning to detect and recognise efficiently vehicles, as well as its extension, the convolutional discriminative autoencoder, are presented with the associated experiments and results. Finally, we present some experiments on learning the caracteristics of the background of an image. The document is closed by the conclusions and a discussion about the future works.

Résumé

Cette thèse traite les problématiques de Détectio et Reconnaissance de véhicules faiblement résolus dans des images aériennes. Nous présentons tout d’abord ces deux problématiques et leurs difficultés, tant générales que spécifiques au contexte industriel. Dans un second temps, nous effectuons un état de l’art des techniques existantes qui permettent de résoudre ces problématiques sur les contextes classiques, puis nous présentons les bases de données utilisées par la communauté de vision par ordinateur et les bases de données utilisées et créées dans cette thèse. Par la suite, nous présentons les expériences et résultats obtenus avec des méthodes de l’état de l’art sur les bases de données présentées, après quoi nous introduisons l’utilisation des variétés de manière générative, afin de découpler la modélisation des véhicules à détecter et la modélisation du fond à traiter. Ensuite, l’autoencodeur discriminant, un nouvel algorithme basé sur de l’apprentissage de métrique à des fins de classification est présenté, ainsi que son extension, l’autoencodeur discriminant convolutiel. Enfin, nous présentons quelques expériences basées sur l’apprentissage des caractéristiques du fond d’une image. Nous exposons finalement les conclusions et perspectives des travaux effectués.
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Chapitre 1

Introduction

Chaque jour, toujours plus de données sont fournies par les capteurs qui nous entourent. Ces capteurs sont eux mêmes plus précis et donc plus volubiles. Certains d'entre eux enregistrent les données de l'environnement et les traduisent dans un vocabulaire compréhensible par l'être humain (caméra IR, ultrasons, télescopes...). D'autres, alimentent les entrées d'objets intelligents, par exemple les capteurs de collision pour un robot ou encore un simple détecteur de mouvement pour une lampe d'extérieur. Le domaine de la vision par ordinateur consiste à traiter les données fournies par les nombreux capteurs d'images à notre disposition afin de permettre à un ordinateur d'accomplir des tâches spécifiques sans le concours de l'homme pour pré-traiter les données. Malgré les avancées importantes de ce champ de recherche, le couple capteur-ordinateur est aujourd'hui encore loin de d'égaier les performances de celui formé par l'œil et le cerveau.

Dans le domaine de la vision par ordinateur, la Détection d'objets consiste à trouver automatiquement des objets dans des images, c'est-à-dire donner leurs positions dans ces images. Les applications les plus courantes sont des systèmes de sécurité ou de sûreté (détectection de piétons, identification de comportement), ainsi que des systèmes de contrôle (détectection de défauts sur des surfaces). La Reconnaissance est un problème lié qui consiste à savoir à quelle catégorie d'objet appartient le contenu d'une image ou d'une portion d'image. La problématique de cette thèse est plus spécifique, car elle se pose dans le cas plus restreint, mais également plus difficile, de la détection de véhicules faiblement résolus présents dans des images aériennes.

Cette thèse s’est inscrite dans le cadre d’un contrat CIFRE entre le laboratoire GREYC Image et la société Sagem – membre du groupe SAFRAN, figurant parmi les leaders mondiaux en optronique et avionique – et plus précisément avec sa division Avionique. Cette division travaille dans les domaines de la navigation inertielle et de l'avionique civile et militaire. Ses systèmes de navigation, de guidage et de pointage équipent les avions, navires de surface et sous-marins, missiles, véhicules blindés et systèmes d’armement terrestre de nombreux pays. Ses systèmes et équipements avioniques sont présents dans les plus grands programmes d’avions et d’hélicoptères. Enfin, ses systèmes d’information et de préparation de mission sont utilisés par de nombreuses forces armées.

Ce premier chapitre est une introduction à ce manuscrit. Il contient la problématique, les difficultés tant générales aux problématiques abordées que spécifiques à cette thèse, suivie du plan. Cette thèse a fait l’objet de différentes publications, dont la liste exhaustive est située en Annexe E.

1. Laboratoire de l’Université de Caen Basse-Normandie et de l’ENSICAEN, UMR 6602 du CNRS
1.1 Problématique

Cette thèse s’intéresse aux problèmes de Détectection et Reconnaissance de véhicules faiblement résolus, en imagerie aérienne. Différentes définitions sont possibles quant à ces problématiques et diffèrent selon les travaux dans la communauté de vision par ordinateur. En conséquence, il nous a paru important de définir clairement ces problématiques. Dans cette section, nous définissons ce que couvrent les termes Détectection et Reconnaissance dans ce manuscrit et nous abordons les spécificités contextuelles de cette thèse. Dans le domaine militaire, ces problématiques sont regroupées sous le terme DRI, pour Détectection, Reconnaissance et Identification.

Le premier problème, celui de la Détectection d’objets consiste à prédire la position des objets appartenant à une catégorie donnée dans une image. Une catégorie d’objets ou classe d’objets, est constituée d’un ensemble d’objets similaires, le plus souvent du point de vue sémantique (par exemple, différents types de voitures forment la catégorie voiture). Dans le cadre de ces travaux, les véhicules sont plus particulièrement étudiés afin de mieux correspondre au cadre d’emploi des imageurs de Sagem. Les véhicules étant des objets rigides et globalement convexes, le cadre est différent des cas étudiés habituellement par la communauté, comme nous le verrons dans le Chap. 3. Cependant, en dehors de ces restrictions, les véhicules à détecter peuvent être sur n’importe quel fond, dans des conditions de prises de vue quelconques. Néanmoins, pour des raisons pratiques, nous nous sommes restreints à des images en vue verticale. La position d’un objet dans une image peut être définie par divers méthodes : les coordonnées de son centre, l’ensemble des pixels de l’objet, sa boîte englobante, son polygone englobant. La figure 1.1 illustre tant le type d’image traitée que le résultat souhaité pour une détection de véhicules en imagerie aérienne.

Par la problématique de Reconnaissance d’objets, nous signifions la détermination de la sous-catégorie d’un objet. Par exemple, dans la catégorie des véhicules, nous souhaitons déterminer si l’objet est un van, une voiture ou un pick-up. Nous nous plaçons dans le cadre applicatif pour lequel la problématique de localisation d’un véhicule dans l’image est résolue (par exemple par un détecteur de mouvement ou une désignation manuelle). Nous souhaitons alors connaître le type de véhicule dont il s’agit (véhicule blindé, voiture civile, autre...). Notons que la Reconnaissance peut être vue comme un sous-problème de la Détectection dans une image fixe dans des conditions plus restreintes. La figure 1.2 illustre la problématique de Reconnaissance telle qu’abordée ici.

Les travaux de cette thèse s’intéressent à ces problématiques plus particulièrement appliquées aux véhicules faiblement résolus. Cette terminologie vient renforcer le contraste entre nos travaux et la majorité des travaux existants dans la communauté de la vision par ordinateur et s’explique par le domaine d’activités de Sagem. En effet, les objets à détecter ou reconnaître ont des tailles aux alentours de 40x40 pixels, certains pouvant aller jusqu’à 10x20 pixels, tandis que dans l’état de l’art les objets ont des tailles plus conséquentes, comme nous l’expliquerons au Chap. 3. Même si de nouveaux capteurs sont développés, plus performants et plus résolus, travailler sur des faibles résolutions permet de Détecter et Reconnaître des objets qui sont situés plus loin du capteur (étant plus petits), cette étude reste donc pertinente quelle que soit l’évolution de la technologie. Enfin, les travaux doivent s’appliquer à différents types d’images, que ce soit les images couleur ou infrarouge.

Quant aux des applications, nous traitons l’imagerie aérienne, c’est-à-dire que les images traitées sont issues de capteurs situés dans les airs, pointés vers le sol. Cette
1.2 Difficultés

Les problématiques de Reconnaissance et de Détection abordées présentent plusieurs difficultés, certaines intrinsèques, d’autres spécifiques au contexte des imageurs Sagem.

Une des premières difficultés classiques est la disparité des apparences des objets au sein d’une même classe. Cette difficulté est appelée la variabilité intra-classe. Malgré des apparences parfois très différentes dans une classe donnée, il est attendu que les algorithmes soient capables de prédire correctement cette classe. L’exemple classique est la classe ‘chaise’, qui a une très grande variabilité intra-classe. Pour les véhicules, il est possible de souhaiter classer dans la même catégorie une petite citadine et un 4x4. Cette
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Figure 1.2 – Illustration de la problématique de Reconnaissance. Nous souhaitons déterminer la classe du véhicule à droite parmi les 6 classes connues présentées à gauche.

Figure 1.3 – Illustrations des différentes difficultés du problème. De gauche à droite : la variabilité intra-classe (deux bateaux à voiles différents), la proximité inter-classes (comparaison d’un pickup et d’une voiture), les conditions d’acquisition (distorsion et flou), les différences de fonds (deux avions, sur fond complexe ou sur fond simple).

La variabilité dépend également de la définition des classes, qui caractérise (souvent) une fonction et non pas une apparence. Cette difficulté rend la modélisation d’une classe d’objet plus difficile de par sa disparité interne. À l’inverse les apparences peuvent être très similaires dans deux classes à différencier, comme par exemple, une voiture et un pickup. Il s’agit de la proximité inter-classes. Cette proximité inter-classes pose des problèmes pour séparer deux classes, la frontière entre elles pouvant être mal définie en termes d’apparence. Une autre difficulté classique est la forte variabilité des fonds. Nous définissons comme fond toute région de l’image qui ne contient pas de véhicule. Contrairement à la Détection dans des environnements contrôlés, les fonds des images traitées peuvent être divers et il n’est pas possible de les modéliser fidèlement sans restriction. La variabilité des points de vue représente une autre difficulté : un même objet pris sous
deux angles différents peut avoir une apparence complètement différente. De même, les conditions d’acquisition, le type de capteur ou l’environnement extérieur peuvent varier et ainsi changer l’apparence de l’objet dans l’image. Enfin, les objets étudiés peuvent subir des occultations. Quelques unes de ces difficultés sont illustrées Fig. 1.3.

Certaines difficultés sont propres au cadre applicatif de la thèse. Ainsi, nous souhaitons traiter des images infrarouge qui ont des propriétés particulières. En effet, un véhicule change d’apparence dans une image infrarouge en fonction de son historique récent (si son moteur est allumé/éteint, si il a roulé) et de son environnement (les conditions météorologiques sont différentes, ses conditions d’éclairage différent...). Autre difficulté spécifique, la proximité inter-classe est renforcée car nous travaillons sur des véhicules. Par exemple, une voiture civile devra être distinguée d’un véhicule blindé. Les objets sont faiblement résolus, l’information du signal est donc limitée et sensible au bruit. En imagerie aérienne, des degrés de liberté supplémentaires de point de vue sont ajoutés (absence de la contrainte du sol en bas de l’image). De plus, en surveillance, les véhicules à détecter ne sont pas coopératifs avec le système de détection, en conséquence ils n’occupent pas une place privilégiée dans l’image et peuvent disposer de systèmes de camouflage. Enfin, peu de données réelles sont disponibles, en raison des méthodes d’acquisition difficiles à mettre en place (campagne de prises d’images en vol avec un imageur).

1.3 Organisation du document

Cette thèse vise à développer de nouveaux d’algorithmes de Détection et Reconnaissance, appliqués au contexte particulier des véhicules faiblement résolus en imagerie aérienne. La problématique de Détection consiste à prédire à quel endroit se trouvent les véhicules dans une image, tandis que celle de Reconnaissance vise à prédire quel type de véhicule est dans une région donnée. Ces deux problèmes sont intimement liés ; ainsi pour localiser un objet il faut (généralement) le reconnaître et inversement. Les deux problématiques sont traitées, cependant le manuscrit est plus orienté vers la problématique de Détection. Les défis à relever sont la variabilité forte des fonds, la variabilité entre différentes images d’un même objet (point de vue, illumination), la variabilité intra-classe (deux voitures peuvent être très différentes), la proximité inter-classes (proximité d’un petit camion et d’une grosse voiture), les occlusions partielles.

Dans un premier temps, le Chap. 2 présente différentes méthodes et techniques de l’état de l’art qui tentent de résoudre ces tâches, en détaillant les éléments clefs de celles-ci. Ensuite, les bases de données pré-existantes à la thèse, puis celles créées et utilisées pour la thèse sont présentées dans le Chap. 3. Les expériences et résultats obtenus avec des algorithmes classiques de l’état de l’art sur les bases de données présentées sont détaillés dans le Chap. 4. Le Chap. 5 aborde l’utilisation des variétés génératives, modélisant différemment le fond et les objets. Le Chap. 6 présente une nouvelle méthode de classification, l’autoencoder discriminant, ainsi que ses applications. Le Chap. 7 présente une extension des autoencodageurs discriminants pour un apprentissage plus global. Le Chap. 8 présente des expériences sur l’apprentissage automatique des caractéristiques propres au fond d’une image. Enfin, les conclusions sont présentées et les perspectives futures sont abordées dans le dernier chapitre.
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Chapitre 2

État de l’art

Ainsi que présenté dans l’introduction, cette thèse vise à proposer des méthodes de Détection et de Reconnaissance de véhicules faiblement résolus dans des images. Nous proposons dans ce premier chapitre un état de l’art des différentes approches récentes qui nous ont semblé les plus pertinentes pour aborder ces problématiques. Ce premier chapitre se veut général afin de positionner les travaux par rapport aux techniques employées dans le domaine. Certains points plus spécifiques, tels que les bases de données, les techniques par apprentissage de variétés ou les réseaux convolutionnels sont abordés plus en détails dans les chapitres les concernant.

Les algorithmes de Détection présents dans la littérature récente sont fondés sur trois principes clés : l’apprentissage statistique, la représentation de l’information et la définition de mécanismes de localisation. Nous rappelons que la Reconnaissance peut être vue comme un sous-problème de la Détection. Cette problématique est usuellement abordée en utilisant des techniques similaires, mais dans un cadre différent et plus restreint. Ce chapitre a en conséquence une optique plus orientée vers la problématique de la Détection, tout en notant que la Reconnaissance est implicitement traitée.

Dans ce chapitre, nous aborderons successivement les trois principes évoqués ci-dessus, à savoir l’apprentissage statistique, la représentation de l’information et la localisation. Enfin, nous évoquerons la question de la mesure de performance.

2.1 Apprentissage statistique

Les méthodes de détection d’objets proposées dans la littérature récente reposent sur des mécanismes d’apprentissage statistique. L’apprentissage statistique consiste à construire un modèle à partir de données, dans le but d’accomplir une tâche, qui est généralement une tâche de régression (c’est-à-dire prédire une grandeur à partir d’observations) ou de classification (c’est-à-dire prédire une classe ou label à partir d’observations). Dans notre cas, il s’agira d’apprendre à faire la différence entre les objets à reconnaître et leur environnement pour la détection (classification binaire) et pour la reconnaissance, d’apprendre à séparer les différentes sous-catégories d’objets (classification multi-classes).

Il est possible de comparer directement les apparence disponibles et les apparence à détecter. Les algorithmes de comparaison directe appartiennent à la large et ancienne famille des algorithmes de K plus proches voisins [49]. De nombreuses difficultés quand à l’échantillonnage, l’exhaustivité, le coût computationnel (tant en mémoire qu’en rapidité) et l’absence totale de modélisation de la structure entre les données font que les techniques
basées sur l’utilisation d’ensembles d’apprentissage entiers ne sont pas des techniques couramment utilisées en détection.

En dehors de ces méthodes, l’apprentissage statistique peut être séparé en deux grandes familles d’approches. Les approches dites génératives, qui s’attachent à modéliser des objets le plus finement possible, sont à l’opposé des approches dites discriminantes, qui s’attachent à modéliser les frontières entre les objets le mieux possible.

Un algorithme d’apprentissage statistique en Détection s’utilise classiquement en deux phases. Lors de la phase dite d’apprentissage, les données disponibles sont utilisées pour effectuer la modélisation souhaitée. Lors de la phase dite de test, la modélisation apprise précédemment est utilisée sur de nouvelles données. Certains algorithmes, dits algorithmes à apprentissage par renforcement, utilisent les données recueillies pendant la phase de test pour apprendre.

Dans cette section, nous présentons différentes méthodes d’apprentissage statistique de modèles, qu’elles soient génératives ou discriminantes, puis nous expliquons les différentes architectures de modèles possibles pour expliquer des données. Enfin, nous donnons quelques détails sur les méthodes de combinaisons d’algorithmes.

### 2.1.1 Les modèles discriminants

Les modèles discriminants modélisent la frontière entre deux objets. Le modèle ne permettra pas de générer les apparences des classes, mais donne une comparaison entre différentes classes. Il se concentre sur les différences entre les classes plutôt que dans une modélisation précise de chacune d’entre elles.

**Séparateurs à Vaste Marge**

Les Séparateurs à Vastes Marges (Support Vectors Machine en anglais) ont été introduits par Vapnik [20]. Ils consistent à trouver un hyperplan séparateur qui donnera la meilleure généralisation possible, en maximisant la distance de cet hyperplan aux exemples donnés dans la base d’apprentissage (la marge, illustration en Fig. 2.1). De très nombreux travaux en Détection s’appuient sur ce classifieur [40, 109, 26], au vu de sa puissance théorique. L’hyperplan peut être calculé dans un espace dual, permettant ainsi l’obtention de frontière plus complexe qu’un hyperplan [167]. De nombreuses variantes ont été développées, permettant de travailler en multi-classes [177], sur une classe unique [14] ou encore d’incorporer des variables latentes [40]. Plusieurs librairies permettant d’apprendre un SVM sont disponibles librement sur internet, les plus connues et les plus utilisées étant SVMlight [81] et LIBSVM [12].

**Réseaux de neurones**

Les réseaux de neurones classiques, c’est-à-dire ceux utilisant au moins deux couches de neurones, tels que le perceptron [141], permettent de faire de la classification de données. La théorie des réseaux de neurones montre que ceux-ci peuvent approximer n’importe quelle fonction [25]. Leur principale difficulté d’utilisation est l’apprentissage en lui-même, bien que de nombreuses techniques existent afin d’éviter l’écueil des minima locaux et le sur-apprentissage [97].

Dans le domaine de la Détection d’objets, les réseaux profonds sont utilisés et plus particulièrement les réseaux convolutionnels [96] qui ont obtenu de grandes avancées en
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Figure 2.1 – Séparateur à vaste marge. L’hyperplan séparateur est choisi de telle sorte qu’il soit le plus éloigné possible des données, par la marge. La marge est ici représentée par les lignes pointillées, la ligne pleine correspondant à l’hyperplan. Les vecteurs supports sont les données les plus proches de l’hyperplan.

termes de résultats [95, 96, 125, 90] encore très récemment [153, 124]. Les architectures profondes prennent en entrée des niveaux de gris normalisés, afin de construire les descripteurs en même temps que l’apprentissage de la frontière entre les classes. Les premiers étages de l’architecture agissent comme les étapes de calculs de descripteurs, puis les étages suivants classent les informations. Un point plus détaillé sur les réseaux convolutionnels est effectué dans le Chap. 7.

2.1.2 Modèles génératifs

Les modèles génératifs permettent de modéliser les apparences d’un objet à partir des exemples disponibles. La force de ce genre de modélisation est de permettre de générer des apparences non disponibles pas au départ ou de régénérer des apparences à partir du modèle. Souvent, un modèle génératif permet l’interprétation du modèle. La plupart des techniques d’apprentissage génératif sont des algorithmes dits non supervisés, c’est-à-dire qu’ils ne nécessitent pas de données labellisées. Cependant, dans les tâches de Détectio et Reconnaissance, souvent plusieurs modèles génératifs seront mis en correspondance. Dans ce cas, chaque classe doit être apprise séparément.

Partitionnement de données

L’une des techniques les plus simples à mettre en oeuvre est le partitionnement de données (Data Clustering). Il s’agit de modéliser les données en regroupant celles qui sont similaires sous forme de représentants clés, appelés centroïdes. L’information de la base d’exemples est ainsi condensée. L’espace parcouru est découpé en zones labellisées, appelées clusters. De très nombreux autres algorithmes de partitionnement de données ont été développés, le lecteur intéressé pourra se référer à [79]. Il est également possible de faire du partitionnement de données en utilisant des réseaux de neurones. Les cartes auto-organisées (réseaux de Kohonen [87]) cherchent à trouver la structure qui génère les différentes apparences d’un objet. À chaque ensemble d’apparences est associé un
neurone. Inversement, il est possible d’utiliser les activations de ces neurones pour obtenir des apparences. Une autre méthode de partitionnement de données est l’algorithme de K-moyennes [2], qui construit des centroïdes qui sont les barycentres des points proches de la même classe. Ce genre de techniques est envisageable pour des bases de données jugées représentatives de l’espace de travail, comme par exemple dans [178].

Variétés

Une autre manière de modéliser des données de manière non supervisée est d’utiliser des méthodes de réduction de dimension, qui permettent de générer des données à partir d’un petit nombre de variables dites latentes, c’est-à-dire inconnues a priori. Des méthodes de réduction de dimension classiques comme l’Analyse en Composante Principale [73] sont couramment utilisées pour résoudre la problématique de Détection [118, 129]. De même, certains travaux utilisent des réseaux de neurones pour apprendre des variétés à des fins de détection [43, 67]. Ce genre de réseaux fait partie de la famille des mémoires associatives, conçus pour conserver le maximum d’information dans un minimum de neurones. Les autoencodeurs [88] et les machines de Boltzmann [1] sont des réseaux capables d’apprendre la variété regroupant toutes les apparences d’un objet. Un point plus détaillé sur les variétés et leur utilisation dans les problématiques traitées est abordé dans le chapitre 5.

Densités mélanges

Enfin, l’utilisation de densités mélanges (mixture models en anglais) est une autre méthode de modélisation de données de manière non supervisée utilisée en Détection d’objets ([118, 184, 101]). Elle consiste à approximer une distribution de probabilité quelconque par une somme de distributions plus simples (souvent gaussiennes). Ensuite différentes techniques sont utilisées pour estimer les paramètres de ces distributions, l’une des plus utilisées étant l’algorithme Expectation Minimization (EM [29]).

2.1.3 Structure d’un modèle

Il existe plusieurs structures pour modéliser un objet grâce à l’apprentissage statistique. L’un des modèles les plus classique est le modèle dit à parties, introduit dans [47]. L’objet est alors représenté comme des parties interconnectées. Les connexions peuvent être modélisées explicitement, (ad hoc ou par apprentissage [126, 172]) ou implicitement [98]. Dérivant de la structure par parties, il existe les modèles dits en constellation [44], en étoile [41], un mélange des deux [22] ou encore en arbre [137].

Si ces approches permettent de gérer les déformations partielles et veulent modéliser la complexité de certains objets, elles restent lourdes à mettre en place. Une structure plus simple consiste à considérer un ensemble de modèle rigide, sans partie et sans lien entre eux. Cette technique est appelée le Template Matching [8]. Elle consiste à modéliser un objet par tout ou une partie de ces apparences connues, que ce soit directement ou par le biais de descripteurs comme ceux présentés dans la section suivante. Cette approche est très simple, mais pâtit des difficultés liées aux changements de points de vue ou encore de la variabilité intra-classe. Quelques méthodes plus récentes, appelées Deformable Template Matching ou active shape models ont été mises en place [21, 18] et consistent à donner un peu de latitude aux modèles en ajoutant de possibles déformations locales.
2.1.4 Combinaison de classifieurs

Il est également possible de combiner plusieurs classifieurs différents afin d’obtenir de meilleurs résultats. Leur apprentissage peut se faire conjointement, comme dans le boosting [50]. Une fusion peut sinon être effectuée a posteriori, comme l’ont fait les organisateurs du challenge PASCAL VOC en créant un super classifieur à partir des résultats de tous les participants [37].

Boosting

Pour l’apprentissage conjoint de classifieurs, la méthode la plus utilisée est le boosting. Le principe est de combiner les classifieurs dits ‘faibles’ pour les fusionner et obtenir alors un classifieur dit ‘fort’. Un classifieur sera dit faible s’il a une probabilité de bonne classification légèrement au dessus du hasard. En utilisant un système de vote entre les différents participants, il peut être montré que le boosting améliore la capacité de décision. Un des algorithmes les plus utilisés en Détection est Adaboost (Adaptive Boosting, [168]). Des variantes du boosting tel que gentleboost [51] et realAdaboost [146] sont également utilisées. Une illustration de cette technique est présentée Fig. 2.2.

![Figure 2.2 – Principe du boosting. À chaque nouveau classifieur, un classifieur est appris en priorité sur les exemples mal classés, afin d’apprendre des classifieurs complémentaires. Chaque classifieur seul est mauvais, mais regroupés ils permettent de modéliser la frontière.](image-url)
**Cascades**

Une cascade de détecteurs prend plusieurs détecteurs les uns à la suite des autres, chacun éliminant les hypothèses les moins probables [168, 65, 165]. Ainsi, les classifiants simples sont utilisés pour les premières étapes et enlèvent les négatifs considérés comme les plus évidents, tandis que les derniers classifiants seront plus précis mais aussi plus lourds à utiliser sur une fenêtre. Cela permet de gagner en temps de calcul, mais il est possible de perdre de la performance. Si le dernier classifieur est très performant, il est possible que ses résultats soient dégradés du fait que certaines bonnes détections ont été rejetées par les étages précédents de la cascade. La Fig. 2.3 illustre le principe.

**Figure 2.3** – Principe d’une cascade de classifieur. Chaque étage de la cascade retire des exemples négatifs.

**Fusion**

Enfin, il est également possible de fusionner les classifiants en utilisant différentes théories de fusion, comme de simples combinaisons linéaires, moyennes [84], la logique floue [35], les probabilités [164] ou encore la théorie de Dempster Shafer [152]. Certaines fusions, plus spécifiques, tendent à maximiser la performance plutôt que de travailler sur les probabilités d’occurences des objets, comme par exemple [85]. Certains travaux apprennent un classifieur sur les classifiants.

**2.2 Localisation**

L’apprentissage statistique permet d’apprendre des modèles à partir de données, mais ne permet pas en lui même de résoudre le problème de la localisation de l’objet d’intérêt dans une image. À cette fin, deux approches s’opposent. La première consiste à effectuer un parcours exhaustif de l’espace des poses, c’est-à-dire l’ensemble des positions de l’image, tandis que la seconde consiste à ne regarder qu’un sous ensemble de l’espace des poses, et à en déduire la position de l’objet.

**2.2.1 Localisation par parcours exhaustif**

Ainsi qu’annoncé, la première approche se base sur l’apparence de l’objet dans son ensemble. La méthode la plus simple consiste à scanner densément à différentes échelles et
2.2. LOCALISATION

![Image](image.png)  
**Figure 2.4** – Illustration du concept de parcours par fenêtre glissante. Le parcours s’effectue en deux étapes : la constitution d’une pyramide d’image, puis le découpage de cette pyramide d’image de manière exhaustive par des fenêtres qui se recouvrent.

Fig. 2.4 permet de voir les 3 étapes principales d’un parcours par fenêtre glissante. Tout d’abord, une pyramide multi-échelles de l’image est construite. Nous avons $h_{n-1} = r.h_n$ et $w_{n-1} = r.w_n$, avec $w_n$ et $h_n$ la largeur et la hauteur du niveau $n$ de la pyramide, $r$ le ratio entre deux niveaux, le niveau 0 étant l’image de départ sur échantillonnée. Dans un deuxième temps, chacun de ces niveaux est découpé en un certain nombre de fenêtres rectangulaires (celles-ci peuvent se chevaucher). Les méthodes pour choisir les tailles des fenêtres et leur chevauchement dépendent des chaînes algorithmiques. Enfin, pour chacune de ces fenêtres, les étapes de description et classification présentées dans les sections précédentes déterminent la présence ou l’absence du véhicule. Si cette technique permet d’être exhaustif sur les positions, elle peut être mise en difficulté dans des situations d’occlusion, où seule une partie de l’objet est visible. Les objets non convexes ou déformables présentent également des difficultés supplémentaires de par la présence de fond à l’intérieur des fenêtres. De même, les objets fortement déformables ont tendance à fausser ces méthodes car la taille des fenêtres est fixée à l’avance.

Des approches utilisant des parties déformables [42, 183] ont été conçues pour contourner ces problèmes. Des techniques ont été développées pour accélérer la recherche exhaustive, comme utiliser des images intégrales ou histogrammes intégraux [134, 168], ne traiter que certaines sous-fenêtres [16] ou encore effectuer une stratégie de séparation et évaluation (*branch and bound* en anglais [93]).

2.2.2 Localisation par hypothèse/validation

La deuxième technique la plus utilisée consiste à décrire l’objet comme une réunion d’éléments caractéristiques. Il s’agit de l’approche par hypothèse/validation. Chaque élément caractéristique localisé permet ensuite d’en déduire les positions probables de l’objet recherché. La Fig. 2.5 illustre le concept. Cette technique peut se décliner en de nombreuses approches différentes. Certaines d’entre elles utilisent des parties définies de manière *ad hoc*, (membres, tête, torse pour un détecteur de piéton par exemple [115, 119]). D’autres apprennent des dictionnaires de caractéristiques [99, 149, 108]. Le modèle liant ces caractéristiques/parties doit ensuite être appris [46, 136, 44, 147]. Ces travaux se rap-
prochent de l'idée de la transformée de Hough [75] et sont parfois appelés transformées de Hough généralisées [54, 53].

Figure 2.5 – Transformée de Hough généralisée. De gauche à droite : l'image de départ, les détections d'éléments caractéristiques, le vote des différentes parties, le résultat.

Ces approches permettent de gérer les occlusions et les déformations, mais sont beaucoup plus complexes à mettre en œuvre. L'hypothèse de parties bien définies et détectables doit être applicable, ce qui peut être limitant. Le problème a simplement été repoussé d’un cran, avec d’autres objets plus faiblement résolus à détecter, mais en plus grand nombre pour un seul objet. La difficulté de détection des parties est augmentée, mais les restrictions imposées par les modèles des relations entre les parties et le nombre de ces parties contrebalancent cet effet.

2.2.3 Suppression des Non Maxima

Lorsqu’un ensemble de localisations de l’objet a été déterminé, il est fort possible d’avoir deux détections pour deux emplacements proches dans l’image correspondant au même objet. Pour fusionner les résultats, l’algorithme glouton de Suppression des Non Maxima (NMS pour *Non Maximum Suppression* en anglais), est souvent utilisé [40, 168]. Il consiste à prendre toutes les détections, à les trier par score, puis la détection de meilleur score est retenue comme candidat. Les détections qui ont un critère de recouvrement trop élevé (aire en commun ou critère de Jaccard par exemple) par rapport à celle-ci sont enlevées de l’ensemble des détections, puis le processus est réitéré avec la détection de plus fort score restante jusqu’à ce qu’aucune détection n’en recouvre une autre (au sens du critère choisi).

2.2.4 Utilisation du contexte

Il est également possible d’ajouter des informations de contexte pour mieux détecter l’objet. Dans un cadre applicatif où il est possible que des images ne contenant pas l’objet à détecter soient présentes, l’image en elle même permet d’extraire de l’information [65]. De même, des a priori sur la position peuvent être retirés d’informations globales, comme dans [121], qui propose de localiser d’après le *gist* (essence) de l’image, les positions les plus probables pour un objet. Les travaux de [182] proposent de détecter les routes pour ensuite détecter les voitures. Il est à noter que dans notre contexte applicatif, nous ne souhaitions pas avoir de biais dû au contexte. En effet, il est important de détecter pareillement un véhicule sur une route que sur un terrain quelconque.
2.3 Primitives visuelles

Si l’utilisation de l’apprentissage statistique permet d’obtenir de bons résultats, il est nécessaire de l’appliquer sur des données ayant de bonnes propriétés intrinsèques. Ainsi, les données brutes des capteurs sont rarement utilisées telles quelles, mais sont plutôt transformées en primitives. Ces dernières sont conçues ou apprises afin de maximiser l’efficacité de l’apprentissage statistique, que ce soit en réduisant le bruit, en ayant des propriétés topologiques intéressantes ou en mettant en valeurs des caractéristiques particulières. Dans cette section, nous présentons différents types de primitives utilisées pour traiter les tâches de Détection et de Reconnaissance.

2.3.1 Primitives 2D

Un objet peut être décrit au moyen d’une collection d’images. Il s’agit alors d’extraire des primitives de ces images. Cette technique est la plus répandue dans l’état de l’art, d’une part du fait qu’il est plus facile de disposer d’images d’un objet plutôt que de son apparence 3D complète, et d’autre part que cette approche permet d’avoir des données équivalentes entre la phase de construction du modèle et la phase de test. Les primitives 2D peuvent avoir une approche globale, c’est-à-dire prendre l’objet dans sa globalité ou locale, c’est-à-dire voir l’objet comme la somme de parties.

Information globale

La méthode par extraction d’information globale se fonde sur des indices de caractéristiques de l’objet modélisé comme un tout. Certains descripteurs s’appuient sur des transformations d’espace comme les coefficients de Fourier, les coefficients de Fourier-Clifford [5], les ondelettes de Haar [110] ou de Daubechies [27]. Dans la même idée, les filtres de Gabor [52] donnent une décomposition en orientation et en échelle d’une image (quelques illustrations Fig. 2.6). Des descripteurs de gradients, de contours ou de silhouettes [55, 19, 7] permettent également de décrire l’objet dans son ensemble. De par leur nature, ces descripteurs sont peu robustes aux occlusions, changements de points de vues et déformations. Ils peuvent cependant donner des résultats remarquables en détection [168, 169, 36].

Figure 2.6 – À gauche : filtre de Gabor. Au centre : ondelette de Haar. À droite : ondelette de Daubechies

Information locale

L’une des méthodes de description utilisée est la méthode par extraction de point d’intérêt. Elle consiste à considérer des parties de l’objet dans l’image qui seront invariantes
à de légers changements de l'image, à savoir des invariances par rotation, translation et intensité. L'objet est ainsi représenté comme une collection de détails. Par conséquent, s'il est vu selon un angle légèrement différent et sous une intensité différente, les points d'intérêt resteront en grande partie les mêmes. Les points d'intérêt les plus utilisés sont les points d'intérêt SIFT (Scale Invariant Feature Transform) [105], ceux de Harris [64], les points SURF (Speeded Up Robust Feature [6]) ou FAST (Features from Accelerated Segment Test [138]). Ces différentes techniques permettent de trouver des points qui sont remarquables dans une image (illustration Fig. 2.7).

Une fois ces points détectés, des descripteurs locaux leurs sont associés. Les points SIFT et ceux de Harris possèdent des descripteurs associés, qui sont basés sur les gradients. Le descripteur HOG [26] peut être vu comme une version plus simple de SIFT (illustration Fig. 2.8). D'autres, tels les LBP (Local Binary Pattern [171], LTP (Local Trinary Pattern [159], BRIEF [10] sont basés sur des différences de pixels par paires, sur des voisinages plus ou moins grands (illustration Fig. 2.8). Enfin, d’autres descripteurs se basent sur la couleur, comme les histogrammes de couleurs [158] ou les corrélogrammes de couleurs [77].

**Agrégation de descripteurs**

Il est également possible de mélanger les deux approches. Dans ce cas, il s'agit de donner une structure aux informations locales. La méthode par sac de mots [23] est une des techniques les plus courantes (son nom provient de l’analyse et la classification de texte). Elle consiste à prendre des descripteurs locaux de points d’intérêts et à considérer chacun d’entre eux comme un mot visuel. Un histogramme de ces mots visuels est constitué et les techniques de classification sont ensuite utilisées sur ces histogrammes [44]. L’histogramme peut être brut [24] (dans ce cas là il s’agit presque d’une méthode purement globale) ou spatialement organisé (en pyramides de descripteurs par exemple [94]). La décomposition d’un objet en mots visuels est illustrée Fig. 2.9. Il est possible de
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Figure 2.8 – Illustration des descripteurs LBP et HOG. Pour le LBP (à gauche) le pixel central est comparé à ses voisins. Cette comparaison donne lieu à des codes binaires, qui sont ensuite gardés ou rejettés en fonction de critères simples (pour plus de détails se référer à [171]). Pour le HOG (à droite), les gradients sont calculés sur le voisinage, puis, pour un nombre prédéterminé d’orientations. Chaque gradient vote selon sa magnitude sur son orientation. Le résultat est un histogramme des orientations du gradient.

calculer densément les descripteurs en chaque pixel, plutôt que de prendre uniquement les descripteurs sur des points d’intérêts, comme dans [26, 171, 159]. Ces histogrammes peuvent de même être spatialement organisés en cellules, le plus souvent cartésiennes, mais aussi en des configurations polaires [26]. Souvent, les extractions denses se basent sur des histogrammes intégraux de descripteurs [134], qui permettent de diminuer le temps de calcul.

Figure 2.9 – Principe du sac de mots. Des points d’intérêt et leurs descripteurs locaux sont extraits, puis, après avoir généré un dictionnaire de ces mots visuels, leur histogramme est construit. Cet histogramme sert de descripteur de l’image.

Une autre manière d’organiser les descripteurs est d’utiliser un découpage en régions pour éviter le côté arbitraire de la découpe en cellules [61] et ainsi ajouter des descripteurs propres à la région, comme son contour, sa taille, ses couleurs.

Enfin, une des techniques les plus étudiées [40, 183] consiste à modéliser l’objet à la fois par de manière globale par ce qui est appelé racine, chacune d’entre elle étant en relation avec des descriptions locales, nommés parties. Un point plus complet sur les racines est abordé Chap. 4. Cette représentation permet de gagner en flexibilité sur des objets déformables ou articulés, tout en gardant la force des modèles globaux (toutes les structures de modèle présentées précédemment sont possible).

2.3.2 Apprentissage de descripteurs

Il est également possible d’apprendre des descripteurs de manière automatique, au lieu d’utiliser les descripteurs mentionnés. Les Fisher Vector [78] par exemple utilisent
un modèle génératif pour caractériser une image, en étendant l’idée des BOW, tout en apprenant la structure de l’espace des mots visuels. De même, les travaux basés sur les réseaux convolutionnels, tels que [151, 57] ont pour but d’apprendre les descripteurs les plus adaptés possibles. Le principe consiste à apprendre un réseau convolutionnel, puis à utiliser la sortie de la dernière couche de convolution comme un descripteur. Les travaux récents de [153] montrent que l’utilisation de tels descripteurs permet de gagner significativement en performance, et ce dans de nombreuses problématiques proche de la Détection. Comme la plupart des travaux dans le domaine de la détection, ces techniques sont appliquées à des images web plutôt bien résolues. En effet, les images à détecter sont ré-échantillonnées afin d’avoir une taille fixe de 221x221 pixels, très éloignée des tailles d’objets que nous souhaitons détecter. Plus de détails sur les réseaux convolutionnels sont donnés dans le Chap. 7.

2.3.3 Primitives 3D

Pour cette approche un modèle 3D est supposé disponible. Étant donné qu’il doit in fine le comparer à une image 2D, la difficulté supplémentaire de la comparaison 2D/3D doit être surmontée. Ceci est compensé par l’apport d’informations plus riches. Il est toujours possible d’utiliser ce modèle 3D pour revenir au cas précédent en générant des images de vues caractéristiques de l’objet dans un panel de conditions représentatives. La comparaison 3D/3D se fait également, en particulier dans la reconnaissance de visages [34], avec une acquisition de modèle 3D et une base de modèles 3D. Dans cette thèse, nous ne nous intéresserons cependant qu’à la reconnaissance dans des images 2D.

Il est possible d’approximer un modèle 3D en tant que suite de patchs de vues 2D, positionnés en 3D [139], puis de chercher un appariement entre les patchs du modèle et les patchs 2D extraits de l’image. Cet appariement s’effectue en utilisant les contraintes géométriques entre les patchs (méthode RANSAC améliorée). La limitation principale de cette approche est le besoin d’un grand nombre de patchs positionnés en 3D et donc la nécessité d’avoir une bonne résolution à la fois pour construire les modèles 3D et pour reconnaître l’objet. Cette technique ne permet également que de reconnaître un objet particulier et n’est pas robuste au changement intra-classes.

L’utilisation de la 3D est plus efficace pour des objets bien connus, souvent pour des objets industriels dont un modèle CAO est disponible [101, 154].

2.4 Évaluation des performances

Une fois l’information pertinente extraite des images et une fois celle-ci modélisée par rapport aux applications souhaitées, il est nécessaire d’évaluer la performance d’une chaîne de traitement algorithmique. C’est pourquoi il est très important d’utiliser des protocoles clairs et reproductibles, correspondant à l’application visée.

2.4.1 Décision en Détection

Une fois les modèles appris, qu’ils soient discriminants ou génératifs, il est nécessaire de transformer les modèles en une décision, qui peut être continue (scalaire) ou binaire (présence/absence de l’objet).

Pour les modèles génératifs, il est possible soit d’utiliser directement la probabilité d’apparence de l’objet sachant le modèle et la donnée, soit d’utiliser des règles telles que la probabilité a posteriori ou le maximum de vraisemblance, comme par exemple dans
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[99]. Pour les modèles discriminants, l’utilisation d’une distance à la frontière modélisée est utilisée pour prendre une décision.

Pour les deux types de modélisations, les décisions scalaires sont transformées en décisions binaire par un seuillage. Le plus souvent, le seuil est choisi en fonction des performances à atteindre. Par la suite, nous appellerons une détection un point de l’espace des poses qui a été étiqueté comme contenant l’objet recherché.

2.4.2 Positifs/Négatifs : quelques définitions pour la Détection

Les algorithmes précédemment présentés ont comme sortie un ensemble de détections sur l’espace des poses. Celles-ci doivent être reliées à la réalité terrain, c’est-à-dire à des annotations définies comme le meilleur résultat possible (dans le cas d’annotations parfaites), afin d’évaluer les performances d’un algorithme de Détection.

Un Vrai Positif (VP) sera défini comme une détection donnée par un algorithme qui est effectivement l’objet recherché. Un Faux Positif (FP), en revanche, consistera en une détection sur une position pour laquelle l’objet n’est pas présent. Enfin, naturellement, les Vrais Négatifs sont les positions pour lesquelles aucune détection n’est fournie et il n’y a effectivement pas d’objet et les Faux Négatifs sont les positions pour lesquelles un objet est présent, mais aucune détection n’a cependant été retournée.

Un protocole d’évaluation se doit de définir si une détection donnée est un Vrai Positif. Une fois l’objet détecté, il peut être nécessaire de savoir le format sous lequel le résultat est souhaité. La plupart du temps, ce résultat est assez direct et découle du modèle qui a été appris. Il suffit en effet de donner le rectangle constitué des bords de la fenêtre utilisée lors de la détection [26]. Cependant, pour les détecteurs possédant plusieurs parties mobiles de positions inconnues, il s’agit de calculer les coordonnées maximales de la boîte englobante. Ces coordonnées peuvent être calculées par une méthode de régression linéaire, comme dans [40].

La plupart des algorithmes prennent en compte une délimitation rectangulaire autour des objets, appelée boîte englobante. Une prédiction est considérée comme correcte si la position et l’échelle de cette boîte englobante sont correctes par rapport à une boîte englobante vraie. Un des moyens de vérifier les deux à la fois est d’utiliser l’indice de Jaccard (par exemple [38]), défini comme la fraction de l’aire de l’intersection entre les boîtes sur l’aire de l’union de ces boîtes. D’autres travaux utilisent simplement le recouvrement entre les deux boîtes [83].

Quand plusieurs objets sont sur une image, plusieurs détections pourraient être assignées à une même vérité terrain, par exemple lorsque différents objets sont alignés et que chacun masque partiellement un objet derrière lui. Une méthode naïve peut se contenter d’assigner chaque détection à son plus proche voisin par un algorithme glouton, comme dans la plupart des challenges. Ce problème peut être géré de différentes manières, par exemple par la construction d’un graphe bipartite entre les détections et les objets [103, 80] ou bien en utilisant un critère de relaxation lors de l’optimisation de l’attribution des détections [72, 112]. Lors de multiples détections sur le même objet, soit la détection est considérée comme un faux positif supplémentaire, soit la détection est ignorée et retirée du décompte des faux positifs.

Il est à savoir que l’utilisation des boîtes englobantes n’est pas sans poser des problèmes, ainsi qu’indiqué dans [71]. La Fig. 2.10 présente deux illustrations de problèmes courants sur l’évaluation de performances. Les problèmes évoqués peuvent être évités en fonction de l’application visée.
Certains challenges [142] proposent d’annoter l’intégralité de l’image, pixel par pixel et utilisent donc en métrique le taux de pixels bien classés. Ce taux permet de s’affranchir des problèmes posés par l’annotation rectangulaire mais reste problématique quant à la performance d’un algorithme vis-à-vis de la détection d’un seul objet contre tous les autres.

2.4.3 Le calcul de la performance en Détection

Une fois les détections associées à des objets ou considérées comme des faux positifs, il reste à évaluer la performance totale. Tout d’abord, ainsi qu’expliqué dans [31], il est possible d’opposer la mesure de performance par fenêtre, utilisée dans plusieurs travaux de détection [26], à la mesure de performance par image, autre norme pour la détection [133]. Le cas par fenêtre suppose que la tâche de détection est évaluée en classant des fenêtres centrées sur des objets d’intérêt, contenant ou ne contenant pas l’objet à détecter. L’hypothèse étant que meilleur est le score par fenêtre, meilleur sera le score par image. En pratique, les travaux présentés dans [31] ont montré que ce n’était pas toujours le cas. Mesurer la performance par fenêtre permet de s’affranchir d’une taille d’image standardisée.

Ainsi qu’expliqué par [28], les courbes Receiver Operator Characteristic (ROC) [106] sont couramment utilisées (par exemple [168, 140]) pour présenter des résultats sur des problèmes de classification. Ces courbes font l’hypothèse que la chaîne algorithmique renvoie une liste de détections chacunes associées à des scores. La courbe ROC est dessinée en affichant la fraction de Vrais Positifs sur le nombre de Positifs (TVP = Taux de Vrai Positif $TVP = \frac{VP}{P}$) contre la fraction de Faux Positifs sur le nombre de Négatifs (TFP = Taux de Faux Positifs $TFP = \frac{FP}{N}$) et ce pour différentes valeurs de seuil. La courbe ROC est parfois substituée par la courbe Detection Error Tradeoff (DET) (par exemple dans [26, 165]), qui représente le Taux de Faux Rejet contre le Taux de Fausses Acceptation. Elle fournie la même information, mais utilise 1-TVP au lieu de TVP.

Cependant, les courbes ROC peuvent présenter une vue très optimiste d’un algorithme de performance s’il existe un biais dans la distribution des classes. C’est typiquement le cas des algorithmes utilisant des parcours par fenêtre glissante, car la majorité
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des fenêtres à tester sont des négatifs. En conséquence, une grande variation dans le nombre de faux positifs peut amener à de petites variations sur la courbe ROC. En effet, que l’ensemble des fenêtres négatives soit évalué une seule fois ou des milliers de fois, la courbe ne change pas. Cependant, le nombre de faux positifs est alors multiplié par mille.

En conséquence, pour ce genre d’algorithmes travaillant sur des répartitions de données pour lesquelles le ratio positif/négatif est très déséquilibré, la courbe Précision Rappel [135] donne une image plus représentative de la performance d’un algorithme. Le Rappel est défini comme la fraction des Vrais Positifs sur le nombre de Positifs (P) c’est-à-dire $Rappel = \frac{VP}{P}$, tandis que la Précision est la fraction du nombre de Vrais Positifs (VP) parmi toutes les détections considérées comme positives (Faux Positifs FP plus Vrais Positifs VP), c’est-à-dire $Precision = \frac{VP}{VP + FP}$. Le Rappel est parfois appelé taux de détection, car il représente le pourcentage d’objets effectivement détectés parmi tous les objets à détecter. Cette courbe est très souvent utilisée pour représenter des résultats de détection [60, 166, 128, 42, 38]. Évidemment, elle présente le défaut inverse de la courbe ROC, qui est qu’un ajout arbitraire de fenêtres à tester comprenant des négatifs cause une chute de performance.

Enfin, il est possible d’utiliser une troisième courbe, en traçant le Rappel en fonction du taux de Faux Positifs Par Image (FPPI) ou du taux de Faux Positifs Par Fenêtre (FPPF), définis tels que $FPPI = \frac{FP}{nbImages}$ et $FPPF = \frac{FP}{nbFenT est}$.

Au lieu de représenter la performance par une courbe, il est souvent plus approprié d’utiliser des points opérationnels. Par exemple, dans [26], le point choisi est Rappel à $10^{-4}$ FPPI, tandis que dans [31], le Rappel pour 1 FPPI a été utilisé. Dans un contexte industriel, les traitements algorithmiques rencontrent des spécifications, c’est pourquoi ces métriques sont plus souvent utilisées par les entreprises. D’autres points sont parfois utilisés, comme le point d’erreur égale, qui correspond au point où le Taux de Faux Positif est égal au rappel. C’est un choix arbitraire mais facile à calculer.

Enfin, une autre manière de représenter les performances des algorithmes consiste à utiliser des intégrales des courbes précédemment vues (ROC, PR). Ces intégrales sont appelées, respectivement, Area Unders ROC (AUROC) et Average Precision (AP). Ces deux scalaires ont l’avantage d’être compris entre 0 et 1, 1 étant un classifieur parfait.

2.4.4 Le calcul de la performance en Reconnaissance

Lors de la reconnaissance, chaque donnée se voit attribuer un label. Il est alors possible de définir la matrice de confusion telle que :

$$M(i, j) = \frac{\sum O_{i,j}}{\sum O_i}$$

(2.1)

où $O_i$ est l’objet appartenant à la classe $i$ et $O_{i,j}$ est l’objet appartenant à la classe $i$ attribué à la classe $j$. Ainsi, la diagonale de la matrice de confusion donne les taux de bonne reconnaissance de chaque classe. De plus, elle permet de voir à quelles classes correspondent les faux positifs et en déduire si des classes sont proches ou éloignées, donnant ainsi une idée de la proximité inter-classe.

En plus de la matrice de confusion, il est possible de définir deux indicateurs qui permettent de résumer les performances d’un classifieur multi-classes. Le macro averaging est la moyenne de la diagonale de la matrice de confusion. Cette mesure permet de connaître la performance moyenne sur n’importe quelle classe et ce quel que soit le nombre d’éléments dans chaque classe. Le micro averaging consiste à prendre le nombre de Vrais
Positifs et à diviser par le nombre d’éléments à classifier. Ainsi une performance globale sur la probabilité de reconnaissance attendue est donnée, toutes classes confondues.

2.4.5 Robustesse statistique

Les indicateurs donnés précédemment permettent d’avoir des performances sur des ensembles de données. Une problématique importante est de savoir dans quelles mesures les performances obtenues sont représentatives des applications visées. Afin de mesurer la robustesse des algorithmes lors du changement de données, plusieurs méthodes, appelées méthodes par validation croisée existent. Une méthode simple et qui permet d’utiliser un maximum de données disponibles est d’utiliser toutes les données à l’exclusion d’une pour créer le modèle, puis de tester le modèle sur cette donnée mise à l’écart et enfin de recommencer pour chaque donnée disponible. Cette estimation, appelée Leave-One-Out cross-validation (LOOCV, littéralement validation croisée Laisser-un-dehors) est la meilleure disponible, cependant elle est en pratique difficile à mettre en place au vu du nombre de simulations à effectuer (une par donnée disponible). La technique de validation croisée simple est plus souvent utilisée. Les données sont découpées en trois ensembles, un pour apprendre (l’ensemble d’apprentissage), un pour tester afin de régler les paramètres (appelé ensemble de validation) et un dernier pour tester les performances effectives de l’algorithme une fois terminé (ensemble de test à proprement parler). Cette technique est utilisée par exemple dans [38]. Enfin, une technique à mi-chemin appelée méthode par "folds" consiste à découper les données disponibles en $k$ ensembles, les folds. Il s’agit ensuite d’apprendre sur $k - 1$ folds, tandis que le test se fait sur le fold restant et ce pour les $k$ folds. Ainsi, il est possible de calculer une performance moyenne et une variance de cette performance, permettant d’estimer la généralisation de l’algorithme développé.

2.5 Conclusions

Dans ce chapitre, nous avons vu les principales techniques utilisées afin de résoudre les problématiques de Détection et de Reconnaissance. Ces techniques sont basées sur l’apprentissage statistique, couplé à des représentations efficaces et des techniques de localisation de l’objet pour ce qui est de la Détection. Enfin, nous avons donné les bases pour effectuer une évaluation des performances rigoureuse.
Chapitre 3

Bases de données

Comme expliqué dans le Chap. 2, la plupart des approches modernes de Détection et Reconnaissance se fondent sur des techniques d’apprentissage statistique, qui nécessitent des données d’entraînement. Il est de plus crucial de pouvoir comparer les algorithmes les uns avec les autres, ce qui suppose là encore de pouvoir disposer de données annotées (images pour lesquels les véhicules sont localisés et identifiés). En conséquence, de nombreuses bases de données d’images ont été construites et rendues publiques afin que la communauté de vision par ordinateur puisse les utiliser pour entraîner ses algorithmes et comparer ses résultats. Si la plupart d’entre elles se concentrent sur de la reconnaissance de scène ou de la classification [120, 96, 163, 130, 144], seule une petite partie couvre la détection d’objets à proprement parler.

Dans ce chapitre, nous ferons la différence entre un ensemble d’images, que nous définissons comme un regroupement d’images éparse, une collection d’images, que nous définissons comme un ensemble d’images annotées (disposant donc d’une vérité terrain) et une base de données d’images, que nous définissons comme une collection d’images enrichie d’un protocole d’évaluation de performance.

Dans ce chapitre, nous allons d’abord présenter les bases de données et collections qui sont disponibles pour entraîner et évaluer des algorithmes de Détection et Reconnaissance dans la section 3.1. Dans la section 3.2, nous exposerons la collection OIRDS, ainsi que les modifications que nous avons dû y apporter pour la transformer en base de données. La base VeDAI, nouvelle base de données publique pour la détection d’objets en imagerie aérienne, développée dans le cadre de cette thèse, sera présentée dans la section 3.3. Enfin, les bases de données Sagem seront abordées section 3.4.

3.1 Bases de Données de référence

Il est possible de catégoriser les sujets de Détection et Reconnaissance que couvrent ces bases de données comme suit : (i) les piétons, (ii) les visages, (iii) les objets de la vie de tous les jours, (iv) les véhicules. Un résumé des différentes bases est donné au Tab. 3.4.

3.1.1 Personnes et piétons

La détection de personnes/piétons est l’une des tâches les plus populaires, grâce aux très nombreuses applications qui peuvent en découler (surveillance, sécurité routière, sauvetage, etc). L’une des premières bases de données de référence de détection de piétons est la base INRIA person dataset [26]. Elle contient des centaines d’images découpées
à différentes résolutions (64x128, 70x134, 96x160). Des images de fonds sont également fournies, ainsi que la séparation en un ensemble d’apprentissage et un ensemble de test. Les images originales sont des photographies personnelles des membres du laboratoire de l’époque, ainsi que quelques images provenant d’internet. Les personnes apparaissent selon diverses poses et orientations, et ce sur des fonds très variés. Cette base de données a été créée pour aller au-delà de la première base de données de détection de piétons – *MIT person dataset* [126] – qui était devenue trop simple.

De même, la *CalTech pedestrian dataset* [31] a été introduite pour remplacer la base de données de l’INRIA. Elle pose le problème de la détection de piétons pour une application de sécurité routière : les images sont prises depuis un véhicule roulant dans un environnement urbain. Elle contient 350,000 piétons labellisés dans 250,000 frames. Les occlusions sont annotées avec un système de deux boîtes englobantes, et les annotations sont reliées d’une frame à l’autre, permettant d’évaluer également des algorithmes de poursuite.

L’augmentation du nombre de données dans ces bases reflète une tendance actuelle d’augmentation de la production de données.

Pour ce qui est de la Reconnaissance, la base de Gavrila [120] regroupe des fenêtres déjà pré-découpées de piétons et autres négatifs difficiles.

### 3.1.2 Détection de visages

La détection de visages est une autre tâche de détection bien connue. Contrairement à la détection de piétons et bien que les applications soient tout aussi importantes, peu de bases de données libres existent. La plupart des bases de données existantes sont orientées vers l’identification de visage [130]. La *CMU-MIT dataset* [140], qui inclut la *MIT dataset* [157], est une collection d’images de référence, qui a beaucoup été utilisée par le passé. Elle ne contient que 130 d’images différentes pour un total de 507 visages, tous de face et elle ne propose pas de protocole d’évaluation bien défini. Les résultats présentés dans les différents articles ne peuvent donc pas être comparés de manière fiable, comme expliqué dans [70]. Plus récemment, Kodak a rassemblé de nouvelles images afin d’évaluer les algorithmes de détection et reconnaissance de visages [104]. Cette base de données propose 300 images de tailles différentes, les visages présents variant d’une résolution de $13 \times 13$ pixels à $300 \times 300$ pixels. Pour les visages, il est à noter que beaucoup de bases de données sont tournées vers l’identification, qui est un problème différent de la Détection et la Reconnaissance, où on ne souhaite pas reconnaître un visage mais savoir à qui appartient ce visage (par exemple [76]).

### 3.1.3 Les objets du quotidien

3.1. BASES DE DONNÉES DE RÉFÉRENCE

Les challenges récents traitent souvent les deux problématiques à la fois, en proposant de classer les images en catégories mais également de détecter les objets inclus dans ces images. Une des bases les plus connues contenant des objets du quotidien est celle utilisée pour le challenge Pascal VOC [38] – l’un des challenges les plus connus et reconnus dans la communauté de la vision par ordinateur, qui a eu lieu entre 2007 et 2012. Les dernières éditions de Pascal VOC présentent 20 classes réparties sur des milliers d’images. Le découpage en ensembles d’apprentissage, de validation et de test ainsi que le protocole d’évaluation sont fournis. Enfin, la collection LabelMe dataset [142] est celle présentant le plus de données. Elle est différente par le fait que, ainsi que son nom l’indique (Annote Moi), LabelMe peut être annotée par n’importe qui. Le nombre précis de classes change en permanence, ainsi que le nombre d’images annotées. En décembre 2006, date à laquelle un décompte précis a été effectué, elle contenait 111 490 polygones sur 11 845 images et 18 524 séquences vidéo.

3.1.4 Les véhicules

Plus proche de notre problématique, la détection de véhicules a également reçu l’attention de la communauté de vision par ordinateur. Cependant, la plupart des bases de véhicules se concentrent sur des images vues du sol, dans lesquelles le véhicule est le sujet principal (par exemple INRIA Car dataset [11]). Certains travaux utilisent des bases de données en vue aérienne, mais aucune d’entre elles n’est publique ([58, 156]). La seule collection existant avant la création de la base VeDAI (présentée section 3.3) est OIRDS (Overhead Imagery Research DataSet) [160], qui est présentée en détail section suivante.

En se restreignant aux bases de données de reconnaissance de véhicules, la plupart d’entre elles sont construites dans une optique de surveillance du traffic, tels que [107, 15] et ne sont souvent pas, elles non plus, disponibles. Il existe également des bases de données portées sur la classification très fine de véhicules, telles que [155] et [89]. Le challenge de ces bases de données est de donner pour chaque voiture sa marque, son modèle et son année de sortie. Les images de voitures analysées sont cette fois ci issues d’images web et ont une très bonne résolution (une résolution trop faible rendrait la tâche impossible).

3.1.5 Adéquation avec la problématique

Les bases de données précédemment présentées ne conviennent pas pour développer les applications de détection et reconnaissance de véhicules faiblement résolus, et ce, pour trois raisons principales.

Tout d’abord, la question du contexte applicatif reste en suspens. La plupart des données présentes dans ces bases sont des images extraites de Flickr, c’est-à-dire des photographies prises à l’aide d’appareils photo grand public. Si ces images sont bien
adaptées aux algorithme de recherches d’images sur le web, le contexte est beaucoup trop éloigné des applications de détection en imagerie aérienne. Les problèmes de points de vue, de résolution des objets et de conditions météorologiques ne sont pas présents sur la plupart des images.

Ensuite, nous traitons des véhicules. En dehors des bases dédiées à cette catégorie d’objet, les piétons, les visages et une grand partie des objets issus d’images web sont fortement déformables. De plus, la variabilité intra-classe est souvent très forte (sofa, chaise). Ces variabilités ne correspondent pas à celles à traiter dans nos problématiques.

De plus, les objets d’intérêt sont souvent le sujet principal de la photographie, étant donné que la personne ayant pris cette dernière souhaitait justement capturer un sujet précis. Nous traitons une problématique différente, pour laquelle les objets n’occupent aucune place privilégiée dans l’image. Quelques photographies présentées Fig. 3.1 extraites du challenge Pascal VOC 2007 permettent de visualiser ce biais.

3.2 Overhead Imagery Research DataSet

3.2.1 Présentation

La base OIRDS (Overhead Imagery Research DataSet) est une collection de 900 images issues de différentes sources (USGS et VIVID), contenant 1800 véhicules répartis sur quatre classes (‘truck’, ‘pickup’, ‘cars’ et ‘unknown’). Les annotations sont très riches. En effet la couleur, la présence de reflets spéculaires, la distance au sol lors de la prise de la photo, la taille du véhicule en pixel (aux alentours de 20x20 pixels) sont disponibles. Quelques images de cette base sont présentées Fig. 3.2 et quelques fenêtres typiques sont présentées Fig. 3.3. Il est important de noter que cette collection présente plusieurs problèmes, tant par sa difficulté d’utilisation que par des problèmes intrinsèques aux données.

En ce qui concerne l’utilisation de cette collection, l’ensemble des images est découpé en 20 sous-ensembles de données hétérogènes, répartis dans 20 dossiers différents. Les images provenant de sources différentes, les noms ne sont pas uniformisés et nécessitent une indexation à part, qui n’est pas fournie. Les annotations sont fournies en format Excel et la définition des différentes colonnes se trouvent sur la page web de présentation de la collection. Ces défauts nécessitent d’être corrigés avant toute utilisation rigoureuse de la collection.

En plus de ces défauts mineurs mais qui rendent la collection difficile à utiliser et à interfaacer, d’autres problèmes viennent s’y ajouter. Tout d’abord, ainsi qu’annoncé, OIRDS est une collection et non une base de données. Aucun protocole d’évaluation et aucune séparation des ensembles entre test et validation ne sont fournis. Ensuite, deuxième faiblesse, les images proviennent de 20 sources différentes (ce qui implique des capteurs différents, des résolutions différentes, des contextes différents). Cette multiplication des sources rend difficile la reproductibilité des résultats en fonction du découpage de la base, car en moyenne chaque source ne fournit que 45 images. Troisièmement, les annotations n’ont pas été définies correctement lors de leur génération. En conséquence, les orientations des véhicules, en particulier, sont moyennées sur les 3 annotateurs et donnent donc des résultats erronés.

Les articles utilisant cette base de données (par exemple [83] qui sépare OIRDS en trois ensembles : un facile, un moyen et un difficile) utilisent leurs propres partages mais sans le définir précisément. De plus, les images de OIRDS sont parfois mélangées avec
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3.2.1 Images représentatives.

Figure 3.2 – OIRDS : images représentatives.

Des images de Google Earth, qui sont protégées et ne peuvent pas être distribuées. Les résultats ne sont donc pas reproductibles.

3.2.2 De la collection à la base de données

Les premières expériences concernant le codage des méthodes de l’état de l’art ont été effectuées sur la base OIRDS. Étant donné la disparité des données, nous avons décidé de découper la base en 2 ensembles, un contenant des images de tailles similaires, que nous appellerons Ensemble des Petites Images (EPI), et un contenant des images de tailles plus importantes (EGI, Ensemble des Grandes Images). Nous avons utilisé un protocole de validation croisée en 10 folds (voir 2.4.5 pour plus de détails). Comme la problématique

Figure 3.3 – OIRDS : fenêtres représentatives. Haut : fenêtres centrées sur des véhicules. Bas : fenêtres centrées sur des fonds
nous intéressant est la détection de véhicules faiblement résolus, les images ont été sous-
échantillonnées afin que les véhicules ne soient pas plus grands que $20 \times 20$ pixels. Les Vrais Positifs sont définis comme les détections associées à une vérité terrain avec une distance de 10 pixels ou moins autour du centre. Si plusieurs détections sont attribuées à la même vérité terrain, celle de meilleur score est conservée et les autres sont éliminées. L’AP est utilisée pour mesurer les performances, en utilisant une interpolation à 11 points de la courbe précision rappel, comme c’est habituellement effectué ([111]). Nous avons utilisé la classe ‘voiture’ uniquement, les autres classes étant parfois ambiguës dans leurs apparences. Enfin, il a été choisi comme indicateur l’Average Precision moyenne (mAP), qui est la moyenne sur les 10 folds de l’AP.

3.3 Vehicle Detection in Aerial Imagery

La base de données VeDAI (Vehicule Detection in Aerial Imagery) présentée dans cette section a été constituée au vu de l’absence de base de données se rapprochant suffisamment du cadre applicatif, la base OIRDS ayant montré de nombreuses limites. VeDAI se veut être le premier benchmark de détection de véhicules faiblement résolus.

3.3.1 Contraintes

Après avoir utilisé les bases INRIA, PASCAL VOC, et OIRDS, il a été possible d’effectuer les spécifications qu’une base de données qui suit les critères souhaités doit satisfaire :

— Les images doivent être libres de droit. Ce critère est assez limitant au vu du coût de production d’une image aérienne, en effet, la plupart des organismes affrétant un avion souhaitent conserver leurs droits sur les images prises en vol.

— Le nombre d’objets à détecter et leur type doit être assez varié. En pratique, 5 classes est un minimum pour des analyses pertinentes.

— Les fonds doivent être les plus diversifiés possible.

— Les objets doivent être faiblement résolus.

— Les annotations et les images doivent être faciles à parcourir et à utiliser.

— Un protocole de test clair doit être mis en place.

3.3.2 Images

Après avoir recherché différentes sources d’images aériennes disponibles, nous avons décidé d’utiliser les images proposées par le site Utah AGRC [173], qui donne accès à de nombreuses images aériennes orthonormées. Il est toutefois à noter que la métropole de Rennes propose une couverture satellite disponible gratuitement http://www.data.rennes-metropole.fr/, de même que le site http://gis.ny.gov. Un projet de regroupement d’images aériennes recensait divers sites d’images aériennes gratuites. Après quelques temps d’arrêt, il semblerait que le projet est récemment repris http://wiki.openstreetmap.org/wiki/Vertical_Aerial_Photographs. Sur le site de l’AGRC, nous avons sélectionné les données HRO 2012 $6\text{inch}$ photography, qui ont une résolutions de $4.92\text{in} \times 4.92\text{in}$ par pixel ($12.5\text{cm} \times 12.5\text{cm}$ par pixel). Toutes les images sont orthonormées et sont prises à la même distance du sol. Les images ont quatre canaux de couleur (trois canaux visibles et un en proche infrarouge).

Les images originelles étant beaucoup trop grandes pour un traitement efficace ou pour correspondre à une quelconque application pour des algorithmes de détection utili-
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Figure 3.4 – VeDAI : images représentatives. Haut : images en couleurs. Bas : images proche infrarouge.

Figure 3.5 – Répartition des images en fonction de leur principal fond.

En supposant une seule caméra à un instant donné, nous les avons découpées en images plus petites. Cela nous a permis également de concentrer les images sur les régions intéressantes. En effet, la large majorité des images contiennent des régions de textures similaires, vides de véhicules (par exemple des lacs, des montagnes, des forêts). Ces nombreuses images ne feraient que baisser arbitrairement la performance lors des évaluations, ainsi qu’expliqué section 2.4.3.

Étant donné que l’annotation exhaustive n’était pas possible, un choix a été fait en
faveur de la diversité. La Fig. 3.5 indique la répartition de différents types d’images, voir Annexe B pour quelques exemples. En effet, en sélectionnant les régions dites intéressantes, nous avons essayé autant que possible d’avoir la plus grande diversité dans la base de données, tant en termes de véhicules qu’en termes de fonds et de potentiels faux positifs. Tandis que certains travaux de l’état de l’art se concentrent sur un seul type d’environnement ([156]), en particulier des véhicules sur des routes dans des environnements urbains, VeDAI propose un grand nombre d’environnements différents (des champs, de l’herbe, des forêts, des montagnes, des bordures de lacs et de rivière, mais aussi des villes, des usines, des carrières...)

Les images qui contenaient trop de véhicules, par exemple des images de parking comme celle présentée dans [83] ont été exclues. En effet, un algorithme qui renverrait des positions aléatoires donnerait de bons scores sur de telles images, et évaluer la performance serait difficile. La Fig. 3.4 montre quelques images de VeDAI.

Au total, 1210 images $1024 \times 1024$ ont été annotées et inclues dans 4 sous-bases de données différentes : (i) les images réduites à leurs canaux couleurs, à leur résolution originelle, que nous avons nommée Grandes Images Couleur (GIC), (ii) ces mêmes images, en une résolution deux fois moindre, Petites Images Couleur (PIC), (iii) le canal infrarouge à la résolution originelle Grandes Images Infrarouge, (GII) et (iv), ce même canal infrarouge mais à une résolution moindre, appelé Petites Images Infrarouge (PII). Un résumé des différentes sous-bases est disponible Tab. 3.1.

La position exacte des images $1024 \times 1024$ dans les images de l’AGRC est également disponible. Les bases contenant les images "petites" sont les mêmes images que les grandes, sous échantillonnées jusqu’à une résolution de $(512 \times 512)$, dans le but de rendre les véhicules plus faiblement résolus. Les images couleurs sont constituées de trois canaux 8-bits (R,G, B), tandis que les images infrarouges sont constituées d’un seul canal 8-bits, proche infrarouge. Le découpage de la base en fonction de ces deux critères (taille et résolution), permet de couvrir deux besoins dans les applications de détection. Tout d’abord, nous pouvons étudier l’influence de la résolution sur les performances. Plus les objets détectés de manière fiable peuvent être petits dans l’image et être détecté, plus grande sera la portée de détection. Ainsi, ces performances permettront de dimensionner un capteur pour une application donnée. Ensuite, la différence de bande de fréquence permet de voir la robustesse vis-à-vis de l’utilisation des couleurs ou de la transposition des fréquences. De même que pour la portée, il est important de connaître l’apport d’un capteur 3 bandes par rapport à un capteur 1 bande.

### 3.3.3 Véhicules


<table>
<thead>
<tr>
<th>nom de l’ensemble</th>
<th>sigle</th>
<th>taille d'image</th>
<th>résolution(cmpp)</th>
<th>#canaux</th>
<th>type de canaux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grandes Images Couleur</td>
<td>GIC</td>
<td>1024x1024</td>
<td>12.5x12.5</td>
<td>3</td>
<td>couleurs</td>
</tr>
<tr>
<td>Petites Images Couleur</td>
<td>PIC</td>
<td>512x512</td>
<td>25.0x25.0</td>
<td>3</td>
<td>couleurs</td>
</tr>
<tr>
<td>Grandes Images Infrarouge</td>
<td>GII</td>
<td>1024x1024</td>
<td>12.5x12.5</td>
<td>1</td>
<td>proche infrarouge</td>
</tr>
<tr>
<td>Petites Images Infrarouge</td>
<td>PII</td>
<td>512x512</td>
<td>25.0x25.0</td>
<td>1</td>
<td>proche infrarouge</td>
</tr>
</tbody>
</table>
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de ces classes sont présentées Fig. 3.6. De plus, deux méta-classes ont été définies : la classe des 'small land vehicle', qui contient les classes 'car', 'pick-up', 'tractor' et 'van', et la classe 'large land vehicle', qui contient les classes 'Truck' et 'Camping Car'.

Figure 3.6 – VeDAI : Images illustrant les différentes catégories de la base de données. De gauche à droite : 'Car', 'Truck', 'Camping car', 'Tractor', 'Plane', 'Boat', 'Other', 'Pick-up' et 'Van'.

3.3.4 Protocole d’évaluation

L’ensemble des images a été découpé en 10 ‘folds’ (2.4.5) afin de pouvoir effectuer une validation croisée. Les ‘folds’ ont été constitués de manière à ce qu’ils contiennent chacun le même nombre de véhicules de chaque classe, à l’exception de la classe ‘Planes’, pour laquelle trop peu d’occurrences étaient disponibles pour les diviser de manière équitable. Des statistiques représentatives de la base sont présentées Tab. 3.2.

Les indicateurs choisis pour étudier les performances sont l’AP moyenne (mAP, calculée sur 11 points), ainsi que différents points opérationnels, qui sont le taux de Rappel pour 0.01 FPPI, 0.1 FPPI et 1 FPPI. Ces indicateurs sont tels que décrits dans le Chap. 2.

Nous avons défini les Vrais Positifs de la manière suivante. En principe, il est nécessaire de trouver le meilleur appariement entre les prédictions et la vérité terrain, ainsi qu’expliqué 2.4.2. Cependant, dans notre cas, tout comme pour OIRDS, les véhicules ne se recouvrent pas et sont à une échelle similaire. Ainsi, chaque détection est assignée à la vérité terrain la plus proche.

En notant $p = (x, y)$ les coordonnées (en pixels) de la détection et $P = (X, Y)$ les coordonnées du véhicule le plus proche dans la vérité terrain, la détection est considérée comme correcte (c’est-à-dire comme un VP) si elle se situe dans une ellipse centrée sur la vérité terrain, suivant ce critère :

$$ (p - P)^t \begin{pmatrix} \cos a & -\sin a \\ \sin a & \cos a \end{pmatrix} \begin{pmatrix} \frac{1}{W^2} & 0 \\ 0 & \frac{1}{H^2} \end{pmatrix} \begin{pmatrix} \cos a & -\sin a \\ \sin a & \cos a \end{pmatrix} (p - P) \leq 1 \tag{3.1} $$

où $W$ et $H$ sont la moitié de la hauteur et la moitié de la largeur du véhicule en pixels, et $a$ est l’orientation (véridique) du véhicule. Par construction, l’ellipse touche les bords du véhicule (en effet, les véhicules traités sont tous approximativement convexes). En
conséquence, il ne peut pas y avoir de recouvrement entre deux ellipses de deux véhicules différents et en conséquence il n’y a aucun besoin d’envisager une procédure d’assignation plus complexe (voir Fig. 3.7). Si plusieurs détections sont associées au même véhicule, celle ayant le meilleur score sera comptée comme VP tandis que les autres seront écartées de l’ensemble des détections.

**Figure 3.7** – Deux véhicules et leurs ellipses de détection. Il ne peut y avoir de détection ambiguë, du fait que deux véhicules ne peuvent se recouvrir.

<table>
<thead>
<tr>
<th>Nom de la classe</th>
<th>abréviation</th>
<th>nombre par fold</th>
<th>total</th>
<th>orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boat</td>
<td>Boa</td>
<td>17</td>
<td>170</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>Camping Car</td>
<td>Cam</td>
<td>39</td>
<td>390</td>
<td>$[0 \pi]$</td>
</tr>
<tr>
<td>Car</td>
<td>Car</td>
<td>134</td>
<td>1340</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>Other</td>
<td>Oth</td>
<td>20</td>
<td>200</td>
<td>$[0 \pi]$</td>
</tr>
<tr>
<td>Pick-Up</td>
<td>Pic</td>
<td>95</td>
<td>950</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>Plane</td>
<td>Pla</td>
<td>–</td>
<td>47</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>Tractor</td>
<td>Tra</td>
<td>19</td>
<td>190</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>Truck</td>
<td>Tru</td>
<td>30</td>
<td>300</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>Van</td>
<td>Van</td>
<td>10</td>
<td>100</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>small land vehicle</td>
<td>slv</td>
<td>295</td>
<td>2950</td>
<td>$[-\pi \pi]$</td>
</tr>
<tr>
<td>large land vehicle</td>
<td>llv</td>
<td>69</td>
<td>690</td>
<td>$[0 \pi]$</td>
</tr>
</tbody>
</table>

**Tableau 3.2** – VeDAI : Statistiques sur les données

### 3.3.5 Annotations

Une fois les images rassemblées, il a fallu constituer des annotations. Nous conseillons de suivre la même procédure à toute personne souhaitant constituer une base de données en détection, cette procédure permettant d’avoir toutes les informations nécessaires pour l’évaluation d’un algorithme de détection de manière simple à utiliser.

Chaque véhicule de la base de données est annoté de la manière suivante : les coordonnées de son centre (en pixels), son orientation, les coordonnées de ses quatre coins (en pixels également), le label de la classe. Enfin, deux booléens viennent compléter les annotations, en ajoutant si le véhicule est partiellement masqué et s’il est complètement dans l’image (troncature). L’orientation correspond à l’angle que fait le véhicule par rapport à l’horizontale de l’image, et ce, modulo $\pi$ pour les véhicules où il est difficile de
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déterminer l’avant ou $2\pi$ pour les autres. En conséquence, les orientations des ‘Camping cars’ et de la classe ‘Other’ ne sont données que dans l’intervalle $[0 – \pi]$ – la différence entre l’avant et l’arrière du véhicule n’est pas évidente pour le premier cas et n’a pas de sens dans le deuxième. Un exemple de fichier d’annotation est donné Tab. (3.3.5).

Les annotations sont mises à disposition à la fois dans des fichiers indépendants, un par image et dans un seul fichier qui regroupera toutes les annotations. Les annotations ont été données à la fois pour les images $512 \times 512$ et les images $1024 \times 1024$.

Table 3.3 – VeDAI : Extrait d’un fichier d’annotation. Ce fichier contient, pour chaque véhicule, de gauche à droite : l’ID de l’image, les coordonnées du centre, l’orientation du véhicule, les coordonnées des quatre coins, l’ID de la classe, le booléen de troncature, le booléen d’occlusion.

<table>
<thead>
<tr>
<th>ID</th>
<th>X1</th>
<th>Y1</th>
<th>X2</th>
<th>Y2</th>
<th>Classe</th>
<th>Troncature</th>
<th>Occlusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000000</td>
<td>580.69</td>
<td>1009.22</td>
<td>3.012318</td>
<td>554</td>
<td>[...]</td>
<td>1021</td>
<td>002</td>
</tr>
<tr>
<td>00000001</td>
<td>344.82</td>
<td>812.36</td>
<td>-0.013888</td>
<td>326</td>
<td>[...]</td>
<td>819</td>
<td>001</td>
</tr>
<tr>
<td>00000001</td>
<td>413.21</td>
<td>811.24</td>
<td>-0.011363</td>
<td>392</td>
<td>[...]</td>
<td>819</td>
<td>009</td>
</tr>
</tbody>
</table>

3.3.6 Reconnaissance sur VeDAI

Afin de traiter la problématique de Reconnaissance, nous avons également créé une base de données de classification à partir de la base VeDAI-PII. Des fenêtres de taille 64x64 pixels autour des 8 classes de véhicules\(^1\) de la base VeDAI-PII ont été extraites et transformées en base de classification. Les fenêtres sont à la fois disponibles en niveau de gris, et transformées en descripteur HOG. Pour la mesure de la performance, nous donnerons les taux de reconnaissance par classe, le microaveraging et le macroaveraging (voir 2.4.4 pour plus de détails).

3.4 Base Sagem

Si OIRDS et VeDAI permettent de tester les algorithmes de détection dans des conditions proches de la problématique des applications Sagem, il était important pour Sagem de tester ces derniers sur des données opérationnelles. Ces données étant confidentielles industrie, il n’est pas possible de présenter plus en détail les bases de données.

Ces bases de données ont été constituées soit à partir d’images de synthèse, générées à partir de modèles 3D, de scène et de véhicules, ainsi que d’une modélisation de capteur propre aux applications Sagem, soit à partir d’images prises en vol par des capteurs Sagem. Voir Annexe Confidentielle C pour plus de détails.

3.5 Conclusions

Il est connu que les bases de données présentées ont un biais intrinsèque, comme l’ont montré les travaux de [162] et de [132]. En effet, chaque base a ses propres limitations, que ce soit au niveau des images en elles-même (pas d’occlusion, pas de problème météorologique...), au niveau des annotations ( quelles informations ont été conservées, ont été annotées – un polygone, la boîte englobante, le centre) ou au niveau du protocole

\(^{1}\) nous rappelons que la classe ‘aeroplane’ a été annotée, mais n’est pas utilisée lors des évaluations du fait de son faible nombre de représentants)
En conséquence, une base de données doit être représentative du contexte applicatif à laquelle elle est destinée. Plus la base sera représentative, meilleures seront les évaluations des performances.

Dans ce chapitre, nous avons vu un état de l’art des différentes bases de données existantes touchant aux problématiques de Détection et de Reconnaissance. Nous avons vu que la plupart d’entre elles se concentrent sur des images issus du web, ne correspondant pas à la Détection et Reconnaissance de véhicules faiblement résolus. Nous avons ensuite présenté la collection OIRDS et les changements ajoutés afin d’en faire une base de données. Enfin, nous avons présenté la base VeDAI, premier benchmark pour la Détection de véhicules faiblement résolus.

<table>
<thead>
<tr>
<th>Database</th>
<th>Classes</th>
<th>Ensembles</th>
<th># Images</th>
<th>Eval.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inria Pedestrian</td>
<td>1</td>
<td>train/test</td>
<td>2,000</td>
<td>DET+ OP</td>
</tr>
<tr>
<td>CalTech Pedestrian</td>
<td>1</td>
<td>train/test</td>
<td>250,000</td>
<td>MR/FPPI+ OP</td>
</tr>
<tr>
<td>CMU</td>
<td>1</td>
<td>no protocol</td>
<td>130</td>
<td>no protocol</td>
</tr>
<tr>
<td>ETHZ</td>
<td>6</td>
<td>train/test</td>
<td>500</td>
<td>rap/FPPI</td>
</tr>
<tr>
<td>PASCAL</td>
<td>20</td>
<td>train/val/test</td>
<td>≥10,000</td>
<td>AP+prec/rec</td>
</tr>
<tr>
<td>LabelMe</td>
<td>≥400</td>
<td>no cut</td>
<td>≥40,000</td>
<td>no protocol</td>
</tr>
<tr>
<td>OIRDS</td>
<td>4</td>
<td>no cut</td>
<td>900</td>
<td>no protocol</td>
</tr>
<tr>
<td>VeDAI</td>
<td>9</td>
<td>train/test</td>
<td>1200</td>
<td>AP+OP</td>
</tr>
</tbody>
</table>

Table 3.4 – Résumé de bases de données existantes pour la Détection. Les abréviations correspondantes peuvent être trouvées dans la table des notations et abréviations.
Chapitre 4

Étude algorithmique en Détection et Reconnaissance

L’objectif visé par la thèse est de produire des algorithmes capables de localiser dans des images des véhicules appartenant à différentes catégories (tâche de détection), ainsi que de prédire à quelle classe de véhicules appartient un objet dont la position est connue (tâche de reconnaissance).

De tels algorithmes reposent sur des chaînes de traitement complexes, comportant de nombreuses étapes pour lesquelles des choix (type de modèles, etc.) doivent être faits. Dans un premier temps, nous avons réalisé plusieurs chaînes complètes reposant sur les choix qui nous ont paru les meilleurs après analyse de l’état de l’art. Dans un second temps, nous avons caractérisé et évalué ces chaînes afin de déterminer sur quels éléments il était le plus opportun de concentrer nos efforts.

Dans ce chapitre, nous décrirons les chaînes algorithmiques choisies dans la section 4.1, puis nous donnerons quelques intuitions quant à la sensibilité de différents paramètres intervenant dans chacune des étapes dans la section 4.2. Enfin nous présenterons les résultats généraux obtenus dans les sections 4.3 et 4.4.

4.1 Chaînes algorithmiques

Ainsi que présenté Chap. 2, toutes les chaînes algorithmiques se décomposent en deux étapes : l’apprentissage et le test. Lors de la phase d’apprentissage, un ou plusieurs modèles sont construits par apprentissage statistique. Puis, dans la phase de test, ces modèles sont utilisés pour effectuer les tâches de détection et/ou reconnaissance. Les différentes chaînes proposées sont illustrées dans la Fig. 4.2. Afin de simplifier la lecture des différentes chaînes algorithmiques, un système de symboles a été mis en place pour chaque étape. La correspondance entre ces symboles et leurs significations respectives est décrite en détail dans l’Annexe A. Dans cette section, nous présentons la modélisation, le parcours de l’image, les descripteurs et les classifieurs utilisés, que ce soit pour la Détection ou la Reconnaissance.

4.1.1 Modélisation utilisée

Ainsi que décrit dans le Chap. 2, nous avons vu que différents types de modèles existent. Une classe d’objets sera pour nous décrite par des primitives 2D, extraites de
différentes images. Le but sera soit de localiser de telles primitives dans une image, soit de les différencier entre différentes classes d’objets.

Pour la modélisation utilisée dans la détection, nous avons utilisé un modèle séparé en différents groupes de primitives, chaque groupe s’appelant une racine. Une racine regroupe les apparences similaires. Par exemple, la classe voiture peut être représentée dans un cas classique par 3 racines, une regroupant les primitives des vues de côtés, une regroupant les primitives des vues de face et enfin, une regroupant celles des vues du dessus. Une racine peut être ensuite modélisée par un modèle génératif ou classée par un modèle discriminant. Lors de la phase de test, chaque primitive est testée en rapport avec le modèle appris pour la racine correspondante. Les scores des différentes racines sont fusionnées par un algorithme de NMS.

De plus, chaque classe d’objet est évaluée séparément, ainsi chaque classe est détectée par une chaîne algorithmique. Dans les travaux présentés les résultats des différents classificateurs ne sont pas fusionnés. En ce qui concerne la problématique de Reconnaissance, nous sommes restés sur une modélisation par une seule racine, afin de disposer de la même primitive pour tous les véhicules.

4.1.2 Parcours de l’image

Tous les algorithmes présentés se basent sur un parcours par fenêtres glissantes, ainsi que présenté à la section 2.2.1 et ce pour deux raisons. Tout d’abord, cette méthode donne le plus souvent de meilleurs résultats que les parcours par hypothèse validation (voir 2.2.2) dans l’état de l’art. Ensuite nous rappelons que dans le cadre de notre problématique, les objets sont faiblement résolus. En conséquence, ils sont difficilement séparables en différentes parties qui permettraient d’en déduire une position. Que le classifieur soit génératif ou discriminant, il est appris sur les fenêtres extraites pendant la phase d’apprentissage et est utilisé sur les fenêtres extraites lors de la phase de test.

Taille et formes des fenêtres, configuration des racines

La fenêtre traitée par un classifieur doit avoir une taille déterminée. Dans le cas simple où l’objet à détecter est modélisé par une seule racine, la taille de cette dernière est la taille moyenne des fenêtres représentant des positifs. Elles sont déduites des annotations et correspondent au plus petit rectangle englobant en entier un positif.

Dans le cas où plusieurs racines constituent le modèle, nous avons retenu une technique usuelle, qui consiste à prendre l’histogramme des ratios (hauteur/largeur) des fenêtres positives et à en sélectionner les pics ou, dans un cas uniforme, à échantillonner cet histogramme de manière régulière. Ces ratios sont ensuite mis en rapport avec l’aire (en pixel) des fenêtres, afin d’en déduire la hauteur et la largeur de différentes fenêtres typiques. Ensuite, chaque racine est dédoublée, afin d’avoir pour deux objets d’orientation contraire deux racines différentes. La Fig. 4.1 illustre un modèle à 8 racines, découplant de quatre ratios hauteur/largeur, chacun découpé en deux racines selon l’orientation.

Pour les expériences effectuées sur OIRDS, nous avons utilisé un modèle à une seule racine, du fait des différents problèmes d’annotations. Pour VeDAI, nous avons utilisé un modèle à 12 racines, c’est-à-dire 6 ratios hauteur/largeur découpés en deux orientations.
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Figure 4.1 – Illustration d’un modèle à 8 racines. Les différentes apparaences possibles de voiture sont séparées en 4 ensemble de ratios hauteur/largeur fixe, puis chacun de ces ensemble est séparé en deux orientations distinctes.

Extraction des fenêtres

Afin d’extraire les exemples des images d’apprentissage, chacune d’entre elles est transformée en pyramide d’images, tel que décrit dans le Chap. 2. Pour chaque niveau d’une pyramide, toutes les fenêtres de hauteur et largeur précédemment calculées sont extraites. Dans la pratique, les niveaux de la pyramide sont espacés d’un ratio 1,07. Les fenêtres ne sont généralement pas toutes extraites, en prendre une tous les huit pixels est ce qui est habituellement effectué. Dans le cadre des études sur l’imagerie aérienne, lors de la phase d’apprentissage, nous avons décliné chaque image en 8 exemplaires différents, créés à partir d’opérations de miroir et de transposition, le repère de l’image étant en effet arbitraire. De plus, seuls les 4 premiers étages de la pyramide sont utilisés, étant donné que l’altitude à laquelle la photo a été prise est plus ou moins connue. Enfin, pour ne pas avoir de frontière trop floue entre les positifs et les négatifs, les fenêtres négatives trop proches d’un positif ne sont pas extraites.

4.1.3 Descripteurs

Le choix de bons descripteurs est crucial quant à la réussite d’un algorithme de classification. Au vu du nombre de primitives existantes (voir section 2.3) et au vu du cadre d’application spécifique, un choix restreint de descripteurs a été effectué. Les méthodes à bases de sacs de mots ou de descripteurs de régions, semblaient peu adaptées à la détection d’objets faiblement résolus. En effet, il semble difficile d’extraire des points d’intérêts ou de décrire des régions quand la taille de l’objet est de l’ordre de grandeur de celle d’une région ou d’un point d’intérêt. À l’inverse, les descripteurs à base de gradients, qui capturent les caractéristiques géométriques des objets, nous ont parus les mieux à même de tirer l’information pertinente des images à traiter. Ainsi, le choix s’est porté sur les Histogrammes de Gradients Orientés (HOG [26]) et les Local Binary/Ternary Pattern (LBP [171] et LTP [159]). Afin de voir l’apport de tels descripteurs, l’utilisation des niveaux de gris normalisés (NDG) et des gradients normalisés (GRA) a également été effectuée. La normalisation consiste en un centrage (moyenne nulle), suivi d’un redimensionnement pour étaler les valeurs entre -1 et 1.

4.1.4 Classifieurs

Afin d’avoir une base de comparaison solide, nous avons implémenté et/ou testé différents classifieurs. En ce qui concerne la détection, nous avons ainsi utilisé le Séparateur
à Vaste Marge (SVM [20]), une approche bayésienne à base de mixtures de gaussienne (GMM apprises par Expectation Maximisation [29]), une méthode de Template Matching (TM [117]) ainsi que le code du Deformable Part Model (DPM [40]). Pour la Reconnaissance, nous avons utilisé le SVM et un perceptron multi-couches (MLP [141]).

**Template Matching (TM)**


**Approche bayésienne**

Pour la comparaison avec des modèles génératifs, une méthode de modélisation par mixture de gaussiennes (GMM) a été implémentée. Les différents descripteurs positifs sont modélisés par une mixture de gaussiennes, apprise par l’algorithme EM (Expectation Maximisation [29], de même pour les négatifs. Ainsi, lors de la phase de test, les deux modèles donnent les probabilités qu’un descripteur appartienne à la mixture des positifs ou celle des négatifs. Le nombre de composants des différentes mixtures est choisi par une validation croisée préalable.

**Séparateurs à Vaste Marge (SVM)**

En ce qui concerne le SVM, deux librairies ont été utilisées, SVMlight [81] et libSVM [12]. Ces librairies donnent des résultats similaires pour des réglages similaires, en conséquence nous ne ferons pas la distinction de la librairie utilisée dans ce manuscrit. Le SVM apprend sur les descripteurs précédemment cités ou sur des combinaisons concaténés de ceux-ci.

Pour la détection, nous avons utilisé un noyau linéaire, en raison de sa rapidité d’exécution, tant pour l’apprentissage que pour le test. Afin de ne pas avoir à entrainer le SVM sur l’intégralité des exemples d’apprentissage en une seule fois (principalement pour des problèmes de place mémoire), la technique classique de réentraînement sur des négatifs difficiles [40] a été appliquée. Ainsi, seule une partie des négatifs est conservée en mémoire. Sur un SVM, typiquement tous ceux dont le score dépasse $-1.0$ sont conservés. Ces négatifs sont ceux qui sont près de la frontière modélisée. Par défaut, nous n’avons pas normalisé les scores, voir la section 4.2.3 pour plus de détails.

Pour la Reconnaissance, des tests ont été effectués avec le noyau linéaire, mais aussi avec un noyau Gaussian. Plusieurs approches sont possibles avec le SVM pour des problèmes classification. Nous avons utilisé la stratégie un contre tous, en apprenant ainsi 8 SVM (nous rappelons que nous traitons 8 classes différentes), chacun opposant une classe à toutes les autres. Nous avons également utilisé le SVM multi-classes de [86] qui effectue une optimisation de la classification sur toutes les classes. Dans le cas de classification multi-classes, il est important de normaliser les sorties des classifieurs afin de pouvoir
les comparer correctement. De même que pour la détection, nous avons testé l’apport de l’ajout d’un modèle probabiliste. La normalisation effectuée est issue de [102], qui est une version améliorée de la version de Platt [131]. D’autres hypothèses et normalisations sont toutefois possibles. Il serait par exemple possible de rééquilibrer les classes par un jeu de coefficients qui maximise le micro ou le macro averaging. Toutefois, nous sommes restés dans l’hypothèse selon laquelle la base de données d’apprentissage a le même biais (déséquilibre entre les classes) que la base de test.

**Deformable Part Model**

Le code du DPM ([40]) est disponible en ligne. Nous avons utilisé la version 5 [56]. Le code effectue un parcours à fenêtre glissante, identique au notre et utilise un HOG en guise de primitive. La différence provient du classifieur. Le classifieur utilise des racines, mais également des *parties déformables*. Chaque racine est reliée à un certain nombre de parties et leurs relations, ainsi que la forme des parties, sont apprises lors de l’optimisation d’un SVM à variables latentes. L’optimisation recherche les meilleures formes et relations, afin de maximiser la performance.

S’il nous a été possible d’interfacer le code aux bases de données, ce dernier a été implémenté à l’origine pour couvrir les bases Pascal VOC et INRIA (voir Chap. 3 pour plus de détails). En conséquence, il n’a pas été toujours possible d’utiliser toutes les options de ce code correctement et certains résultats sont partiels ou n’ont pas répondu à nos attentes.

**Perceptron Multi-couches (MLP)**

Le perceptron multi-couches ([141]) est un réseau de neurones classique en classification. Il est composé de deux couches de neurones entièrement connectées, chacune utilisant comme fonction d’activation une fonction non linéaire. Le réseau est appris en associant chaque descripteur à un label, par descente de gradient. Pour cette expérience, nous avons utilisé la toolbox Neural Network de Matlab. Le nombre de neurones de la couche centrale est choisi par validation croisée.

**4.1.5 Post-traitements**

En post traitement, une étape de NMS a été mise en place. Elle consiste à éliminer les détections qui se recouvrent avec un indice de Jaccard supérieur à 0,5. Ainsi, chaque chaîne algorithmique complète retourne une liste de positions avec un score. Par défaut, les positions non retournées sont considérées comme étant du fond.

**4.1.6 Analyse de la complexité**

Si l’analyse de la complexité d’un algorithme est cruciale dans les tâches de détection et reconnaissance automatique, en pratique, nous ne sommes intéressés que par la complexité de la phase de test, étant donné que l’apprentissage peut être effectué offline et une fois pour toutes. Tous les algorithmes testés ont une complexité linéaire vis-à-vis du nombre de fenêtres testées lors du processus de parcours de fenêtres. Tous les algorithmes ont également une complexité linéaire au regard de la taille du descripteur mis en entrée. Enfin, tous les algorithmes à base de variétés, qui seront présentés dans les chapitres suivants, ont une complexité linéaire vis-à-vis de l’espace latent. En ce qui concerne le temps de calcul, tous les algorithmes présentés peuvent être implémentés à
base de multiplications et de sommes, ainsi qu’à l’aide de tables références pour ce qui est des fonctions. Ils peuvent ainsi être utilisés pour des applications temps réel.

Figure 4.2 – Trois chaînes algorithmiques classiques. En haut, descripteur + SVM. Au centre, descripteur + Mixtures de Gaussiennes. En bas, descripteur + Template Matching

4.2 Étude paramétrique en Détection


4.2.1 Exemples virtuels

Il est important, afin d’obtenir le meilleur détecteur possible par rapport à l’ensemble des données disponibles, de multiplier au maximum ses positifs, en utilisant des transformations simples [13]. En effet, le simple fait d’ajouter ces exemples permet de gagner
significativement en performance, les meilleurs transformations à effectuer sont celles qui ne se basent pas sur des interpolations/déformation de l’information contenue dans les pixels, à savoir les techniques de découpage, les miroirs et les inversions, à opposer aux rotations, dégradations par ajout de bruit artificiels, warping [127].

Une manière simple de faire est de les multiplier par des miroirs et des flips, ce qui permet de gagner en performance ainsi que montré en Tab. 4.1. L’étirement n’a pas été retenu dans le cas des algorithmes de Détection, en raison de l’homogénéité globale des objets d’une même classe. En effet, les différences de longueur entre deux véhicules de la même classe sont négligeables dans notre problématique.

<table>
<thead>
<tr>
<th>Classe</th>
<th>aer</th>
<th>bik</th>
<th>bird</th>
<th>boa</th>
<th>bot</th>
<th>bus</th>
<th>car</th>
<th>cat</th>
<th>chair</th>
<th>cow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Référence</td>
<td>9.1</td>
<td>17.1</td>
<td>0.1</td>
<td>1.4</td>
<td>12.9</td>
<td>12.3</td>
<td>24.4</td>
<td>0.3</td>
<td>9.6</td>
<td>3.7</td>
</tr>
<tr>
<td>Étirement</td>
<td>11.5</td>
<td>22</td>
<td>0.3</td>
<td>1</td>
<td>12.4</td>
<td>14.7</td>
<td>24.5</td>
<td>0.3</td>
<td>10.0</td>
<td>11.3</td>
</tr>
<tr>
<td>Miroir</td>
<td>8.2</td>
<td>19.9</td>
<td>0.7</td>
<td>0.7</td>
<td>13.6</td>
<td>14.2</td>
<td>26.8</td>
<td>0.3</td>
<td>9.9</td>
<td>7.2</td>
</tr>
<tr>
<td>Étirement+Miroir</td>
<td>11.5</td>
<td>22.7</td>
<td>0.5</td>
<td>3.2</td>
<td>12.3</td>
<td>14.9</td>
<td>23.7</td>
<td>0.4</td>
<td>6.1</td>
<td>11.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classe</th>
<th>din</th>
<th>dog</th>
<th>hor</th>
<th>mot</th>
<th>per</th>
<th>pot</th>
<th>she</th>
<th>sol</th>
<th>traf</th>
<th>tv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Référence</td>
<td>1.1</td>
<td>0.4</td>
<td>10.1</td>
<td>13.3</td>
<td>3.7</td>
<td>3.3</td>
<td>4.8</td>
<td>5.0</td>
<td>7.5</td>
<td>21</td>
</tr>
<tr>
<td>Étirement</td>
<td>1.9</td>
<td>1.1</td>
<td>13.2</td>
<td>17</td>
<td>12.4</td>
<td>5</td>
<td>7.2</td>
<td>1.7</td>
<td>11.2</td>
<td>18.1</td>
</tr>
<tr>
<td>Miroir</td>
<td>10.4</td>
<td>2.2</td>
<td>14.8</td>
<td>14.6</td>
<td>12.6</td>
<td>9.5</td>
<td>11.8</td>
<td>6.3</td>
<td>13.1</td>
<td>23</td>
</tr>
<tr>
<td>Étirement+Miroir</td>
<td>1.8</td>
<td>3.5</td>
<td>13.9</td>
<td>17.7</td>
<td>12.2</td>
<td>9.4</td>
<td>12.6</td>
<td>5.2</td>
<td>13.1</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Table 4.1 – AP pour différentes classes. Expérience effectuée sur PASCAL VOC 2007, avec un SVM mono-racine appliqué à un descripteur HOG, sur l’influence de l’étirement et la réflexion des exemples.

Il est possible d’augmenter encore la performance en entrant dans l’entraînement toutes les fenêtres qui peuvent être considérées comme positives lors du test. Ainsi, chaque fenêtre dont le centre est dans l’ellipse inscrite d’une vérité terrain (comme défini dans la section 3.3.4) peut être ajoutée à l’ensemble des positifs au lieu de retenir seulement la fenêtre la mieux placée. Il est possible également de restreindre ces petites translations en limitant l’ellipse inscrite, ainsi qu’il illustré Fig. 4.3.

Ainsi que montré table 4.2, une trop grande latitude sur les données positives ne permet pas de gagner en performances. Cela provient du fait que les exemples deviennent trop peu spécifiques et contiennent alors trop de fond. La fenêtre peut même tronquer l’image du véhicule à détecter. Cependant, en restreignant les translations et en ajoutant des exemples qui recouvrent tout de même suffisamment les exemples initiaux, il est possible de conserver une certaine cohérence et ainsi améliorer les résultats.

<table>
<thead>
<tr>
<th></th>
<th>mAP</th>
<th>0.01 FPPI</th>
<th>0.1 FPPI</th>
<th>1 FPPI</th>
<th>10 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Référence</td>
<td>58.9±3.5</td>
<td>13.2±5.1</td>
<td>30.5±3.7</td>
<td>72.6±4.3</td>
<td>90.3±2.6</td>
</tr>
<tr>
<td>1.0r</td>
<td>58.0±5.3</td>
<td>12.8±5.1</td>
<td>32.6±5.8</td>
<td>70.5±4.8</td>
<td>90.3±2.9</td>
</tr>
<tr>
<td>0.25r</td>
<td>62.8±4.0</td>
<td>16.5±8.6</td>
<td>39.4±5.8</td>
<td>72.7±3.5</td>
<td>90.2±3.0</td>
</tr>
</tbody>
</table>

Table 4.2 – Impact de l’ajout d’exemples virtuels en fonction de l’éloignement au centre réel de l’objet. r correspond au rayon de l’ellipse inscrite. Expérience réalisée sur la classe 'car', avec la chaîne HOG+SVM, sur la base VeDAI-PII.
4.2.2 Étude sur les racines et les parties

Le nombre de racines d’un modèle à partie est un paramètre critique afin d’obtenir des bonnes performances, il s’agit même en pratique du paramètre le plus sensible. En effet, l’utilisation de racines différentes permet de découper le problème en sous-problèmes mieux définis. De plus, le découpage est en conséquence plus précis autour des véhicules, les fenêtres contiennent mécaniquement moins de pixels n’appartenant pas au véhicule. Une expérience simple de variation du nombre de racines montre qu’un minimum de 4 racines est nécessaire pour obtenir de bonnes performances (voir Fig. 4.4). Les fenêtres d’un même véhicule ont des ratio hauteur-largeur très différents, du fait de toutes les possibilités d’orientation du véhicule par rapport au capteur.

Le test du DPM sur VeDAI nous a montré que l’utilisation des parties déformables permet de gagner légèrement en performance, cependant, le code utilisé pouvait parfois être instable en raison de la petite taille des objets (des erreurs d’exécution pouvaient arrêter le programme avant la fin de l’apprentissage). Un gain de 3% de mAP a été observé lorsque le code fonctionnait (3 folds sur les 10 disponibles, les résultats n’ont donc pas été inclus dans les tableaux). Ces résultats sont en concordance avec les travaux de Divvala [30], qui montrent que l’utilisation de nombreuses racines améliore bien plus significativement les performances que l’ajout de parties, au point que l’apprentissage de parties est inutile dès lors que les racines sont suffisamment nombreuses.

4.2.3 Paramétrage du NMS

Nous avons également testé l’influence du seuil sur l’indice de Jaccard utilisé pour l’algorithme de NMS. La Fig. 4.5 montre que choisir un très petit indice de Jaccard diminue les performances, mais de peu (3% de mAP par exemple). En revanche, choisir un indice de Jaccard trop élevé ne permet pas d’enlever les détections multiples sur des faux positifs, la performance chute alors de l’ordre de 10%. Les résultats présentés sont donnés avec la configuration par défaut, mais des résultats similaires ont été observés sur les autres classes et avec les autres détecteurs.

Les classifieurs ne sont pas normalisés lors de cette étape. En effet, nous avons pu observer qu’une étape de normalisation ne change pas les performances, comme montré en Tab. 4.3.

Il est à noter que dans le cas d’une cascade, il est essentiel de placer l’algorithme...
4.2. ÉTUDE PARAMÉTRIQUE EN DÉTECTION

Figure 4.4 – Performances en fonction du nombre de racines utilisées dans l’apprentissage. Expérience réalisée avec la configuration par défaut (excepté pour les racines). Les barres d’erreur représentent l’écart type.

<table>
<thead>
<tr>
<th>Méthode</th>
<th>mAP</th>
<th>Rappel à 0.01 FPI</th>
<th>Rappel à 0.1 FPI</th>
<th>Rappel à 1 FPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non normalisée</td>
<td>71.5±2.5</td>
<td>17.5±6.5</td>
<td>41.9±5.7</td>
<td>71.4±3.0</td>
</tr>
<tr>
<td>Normalisée</td>
<td>71.4±1.6</td>
<td>18.4±7.2</td>
<td>41.6±5.9</td>
<td>71.3±2.7</td>
</tr>
</tbody>
</table>

Table 4.3 – Étude de la normalisation des scores des différents classifieurs avant une étape de NMS. Expérience réalisée avec la configuration par défaut.

de NMS en toute fin, pour être sûr de conserver toutes les fenêtres potentielles, et en conséquence celle qui est la mieux alignée avec l’objet à détecter.

4.2.4 Paramétrage du parcours de l’image lors de la phase de test

Le pas de parcours dans un algorithme à fenêtre glissante peut impacter les performances. La Fig. 4.6 montre que si le pas est trop grand, (plus grand que deux fois le pas utilisé lors de l’apprentissage), la performance chute significativement. Inversement, prendre un pas de 2 ou 4 pixels permet de gagner légèrement en performance, pour un coût calculatoire important. Dans les expériences nous avons conservé un pas de 8 pixels, afin d’avoir un temps d’exécution raisonnable.

Le nombre d’échelles utilisées affecte également les performances, mais son impact est faible tant que l’échelle réelle est approximativement connue, ainsi que montré Fig. 4.7. L’impact peut être plus important si dans une même classe sont réunis des véhicules de taille différentes, mais dans notre cas il reste réduit, grâce à l’utilisation des racines de tailles différentes. Le nombre d’échelles utilisées affecte également les performances, mais
CHAPITRE 4. ÉTUDE ALGORITHMIQUE

son impact est faible tant que l’échelle réelle est approximativement connue, ainsi que montré Fig. 4.7. L’impact peut être plus important si dans une même classe sont réunis des véhicules de taille différentes, mais dans notre cas il reste réduit, grâce à l’utilisation des racines de tailles différentes.

4.2.5 Influence de l’ellipse de détection

Les expériences suivantes ont été faites afin de voir l’influence de la taille de l’ellipse vis-à-vis de la mesure des performances. Nous rappelons ici qu’une détection est considérée comme bonne si elle se trouve dans une ellipse inscrite dans le rectangle formé par le véhicule, ainsi que présenté en 3.3.4. Il est possible de faire varier la tolérance de la détection en agrandissant ou diminuant arbitrairement les axes de cette ellipse. Un seuil de 1.0 correspond à l’ellipse inscrite, tandis qu’un seuil de 0 correspond uniquement au point central du véhicule. La Fig. 4.8 montre que la performance est relativement stable lorsque ce seuil varie, ce qui signifie que : (i) les détections sont plutôt précises, (ii), la valeur choisie pour ce seuil est adéquat pour la mesure de performance puisqu’elle n’est en rien critique.

4.2.6 Invariance à de petites translations

Afin de mesurer l’invariance des performances à de petites translations de la base de données, nous avons créé 7 nouveaux ensembles d’images, chacun étant une transposition, un miroir ou une combinaison des deux des images de départ. L’idée est de montrer que...
4.3 Détection : résultats généraux

Nous présentons dans cette section les résultats de Détection et Reconnaissance obtenus avec les méthodes décrites dans la première section de ce chapitre. Les résultats sur OIRDS sont présentés en Tab. 4.5, ceux sur VeDAI en Tab. 4.6 et en Tab. 4.7.

mêmes en déplaçant l’ensemble des images de la base de données de quelques pixels, les résultats restent stables et qu’ainsi le choix d’une orientation arbitraire pour parcourir les images ne fausse pas l’évaluation. Nous avons testé SVM+HOG sur la classe ‘slv’ et mesuré l’écart type de performance sur ces différentes bases. Ainsi que montré table 4.4, l’écart type est plus petit que celui entre les folds, ce qui montre la relative invariance du détecteur à de petites translations.

<table>
<thead>
<tr>
<th></th>
<th>slv</th>
<th>mAP</th>
<th>0.01 FPPI</th>
<th>0.1 FPPI</th>
<th>1 FPPI</th>
<th>10 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td>72.9</td>
<td>20.8</td>
<td>45.0</td>
<td>72.5</td>
<td>90.5</td>
</tr>
<tr>
<td>SD</td>
<td></td>
<td>0.25</td>
<td>1.6</td>
<td>0.80</td>
<td>0.44</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 4.4 – Moyenne et écart type sur les 8 types de transpositions et miroirs possibles. Il est à noter que l’écart type est très faible. L’expérience est réalisée avec la configuration par défaut.
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Figure 4.7 – Influence du nombre d’échelles sur les performances. Expérience réalisée avec la configuration par défaut. Les barres d’erreur représentent l’écart type.

Figure 4.8 – mAP sur la classe ‘slv’ en fonction de la largeur de l’ellipse utilisée lors de la détermination des bonnes détections. Expérience réalisée avec la configuration par défaut. Un ratio de 1 correspond à l’ellipse inscrite, un seuil inférieur à 1 correspond à une contrainte plus forte. Les barres d’erreurs correspondent à l’écart-type.

4.3.1 Comparaison des classifieurs

De la comparaison des classifieurs, le SVM est apparu comme le plus simple à mettre en place. En effet, ce classifieur n’a pas nécessité de validation croisée poussée, l’utilisation
4.3. DÉTECTION : RÉSULTATS GÉNÉRAUX

<table>
<thead>
<tr>
<th>Base</th>
<th>Méthode</th>
<th>NDG</th>
<th>GRA</th>
<th>HOG</th>
</tr>
</thead>
<tbody>
<tr>
<td>OIRDS-EPI</td>
<td>TM</td>
<td>1.79</td>
<td>0.97</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>GMM-GMM</td>
<td>8.3</td>
<td>21.3</td>
<td>17.7</td>
</tr>
<tr>
<td></td>
<td>SVM [26]</td>
<td>10.5</td>
<td>35.2</td>
<td>46.8</td>
</tr>
<tr>
<td></td>
<td>DPM [40]</td>
<td>–</td>
<td>–</td>
<td>6.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Base</th>
<th>Méthode</th>
<th>NDG</th>
<th>GRA</th>
<th>HOG</th>
</tr>
</thead>
<tbody>
<tr>
<td>OIRDS-EGI</td>
<td>SVM [26]</td>
<td>1.5</td>
<td>12.1</td>
<td>12.6</td>
</tr>
</tbody>
</table>

**Table 4.5** – Average Precision sur les différentes chaînes algorithmiques expérimentées. En haut, sur la base OIRDS-EPI, en bas, sur le set OIRDS-EGI. Le SVM et le DPM sont mono-racine.

Des paramètres recommandés dans l’état de l’art a suffi à donner de bonnes performances. De plus son adaptation est facile à implémenter et à maîtriser. À l’inverse, les mixtures de gaussiennes et le Template Matching nécessitent tout deux des méta paramètres qui dépendent de la classe utilisée et du problème traité.

Quel que soit le descripteur, et quelle qu’ait été la base, les résultats obtenus avec le Template Matching sont très médiocres, la chaîne de détection ne fonctionne absolument pas. L’absence de modèle de fond ne permet pas d’éviter de trop nombreux faux positifs, mettant en défaut une approche basée seulement sur un modèle génératif. Les images de VeDAI ou de OIRDS présentent de nombreuses textures qui corrèlent fortement avec les mésoïdes utilisés de par leur aspect pseudo aléatoire. Le fait que les descripteurs soient de grandes dimensions et que la corrélation prenne en compte chacune de ces dimensions sans distinction augmente les problèmes dus au bruit sur les données.

En ce qui concerne l’utilisation de mixtures de gaussiennes, si la présence d’un modèle de fond permet d’obtenir des performances moins mauvaises que le Template Matching, les performances restent très inférieures à celles données par le SVM. La grande dimension des descripteurs rend l’apprentissage des gaussiennes difficile. L’algorithme EM a du mal à converger et a tendance à créer des gaussiennes centrées en un descripteur.

Sur OIRDS, le DPM n’a pas donné de bons résultats. La principale cause est la spécialisation du code sur des images de grande taille. Ce dernier n’est pas fait pour traiter d’aussi petites images de positifs. De plus, les négatifs difficiles sont récoltés uniquement dans des images sans véhicule, il a donc fallu ajouter des images supplémentaires de fond. Malgré les modifications et l’ajout d’images de fond, il n’a pas été possible d’obtenir de meilleurs résultats. Pour ce qui est de VeDAI, la Tab. 4.6 montre que le DPM est légèrement meilleur qu’un HOG+SVM, cependant, l’ajout de meilleurs descripteurs permet de mieux gagner en performance. Cette expérience valide le fait que les améliorations proposées par le DPM ne permettent pas de gagner significativement en performances. En conséquence, il n’a pas été décidé d’implémenter un modèle à base de parties déformables.

### 4.3.2 Comparaison des descripteurs

Nous observons une grande différence entre les descripteurs basiques que sont NDG et GRA, comparé à un descripteur tel que HOG (Tab. 4.5). Malgré un très bon classifieur, comme le SVM, il n’est pas possible d’obtenir de bonnes performances avec des primitives aussi simples.

D’autres expériences, résumées en Tab. 4.6, indiquent que l’utilisation de HOG ou
TABLE 4.6 – Performances de différents détecteurs sur l’ensemble PII de VeDAI. Sont présentés l’average precision et le rappel à 0,1 et 0,01 FPPI.

du LTP est plus efficace que le LBP, tout en restant dans la même gamme de performance. Enfin, la fusion de deux descripteurs (HOGLBP) permet encore de gagner en performance, sans pour autant permettre un saut important.

4.3.3 Influence des bandes spectrales

Grâce à la base VeDAI, il a été possible de quantifier l’apport de différentes bandes spectrales du capteur. Les résultats obtenus sont présentés Tab. 4.7. Les descripteurs ont été implémentés en étant très peu (HOG) voire pas du tout (LBP/LTP) basés sur la couleur, nous ne notons pratiquement pas d’amélioration. En effet, le HOG calcule le gradient sur chaque canal de couleur, puis prend le maximum. Les LBP et LTP travaillent sur une image en niveaux de gris (attention, l’image en niveau de gris est cependant différente de l’image en proche infrarouge). Il est possible qu’en changeant les descripteurs, afin de profiter au maximum des différents canaux, les résultats s’améliorent d’avantage. Cependant, étant donné que le cadre d’application visé est l’imagerie infra-rouge, cette étude n’a pas été effectuée.

4.3.4 Influence de la résolution

En ce qui concerne de la résolution, la multiplication par deux de la résolution permet de gagner en performance sur toutes les classes et tous les indicateurs. Cependant, même si les performances augmentent, elles restent néanmoins dans le même ordre de grandeur. En effet, pour un taux de faux positif donné, il est possible de gagner entre 5 et 10 pour cent de taux de détection. Ce gain est significatif mais ne change pas la classe de performance. Pour des résolutions plus fortes, d’autres approches devraient être envisagées.
### 4.4. RECONNAISSANCE : RÉSULTATS GÉNÉRAUX

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>slv</th>
<th>llv</th>
<th>Boa</th>
<th>Cam</th>
<th>Van</th>
<th>PIC</th>
<th>Tru</th>
<th>Tru</th>
<th>Oth</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH</td>
<td>75.0±2.2</td>
<td>42.2±4.4</td>
<td>34.0±16</td>
<td>47.5±4.11</td>
<td>24.9±1.3</td>
<td>57.5±4.5</td>
<td>17.6±3.2</td>
<td>37.8±8.4</td>
<td>44.7±14.4</td>
<td></td>
</tr>
<tr>
<td>PIC</td>
<td>74.9±2.5</td>
<td>41.1±6.7</td>
<td>58.8±16</td>
<td>63.6±5.3</td>
<td>29.9±2.3</td>
<td>52.5±5.3</td>
<td>15.6±9.2</td>
<td>36.1±7.2</td>
<td>50.3±17.5</td>
<td></td>
</tr>
<tr>
<td>GII</td>
<td>77.0±1.6</td>
<td>45.7±3.9</td>
<td>36.9±16</td>
<td>52.9±9.3</td>
<td>62.6±4.5</td>
<td>4.4±1.8</td>
<td>54.4±5.2</td>
<td>10.9±6.2</td>
<td>34.3±6.8</td>
<td>48.1±19.9</td>
</tr>
<tr>
<td>GIC</td>
<td>76.8±1.5</td>
<td>45.6±4.2</td>
<td>40.4±16</td>
<td>55.4±8.1</td>
<td>56.5±3.7</td>
<td>51.5±4.8</td>
<td>13.9±9.5</td>
<td>38.1±9.9</td>
<td>49.4±17.9</td>
<td></td>
</tr>
</tbody>
</table>

**Tableau 4.7** – Performance de la chaîne HOGLBP+SVM. La Tab. présente la moyenne sur les dix folds ainsi que l’écart type sur ces dix folds.

#### 4.3.5 Présence/absence d’autres véhicules

Nous avons souhaité étudier le scénario dans lequel seul le véhicule à détecter est présent dans l’image, à l’exclusion de tout autre véhicule. Cette expérience permet de mesurer l’impact de la proximité inter-classes en terme de faux positifs.

La Tab. 4.8 montre que dans ce cas, la performance n’augmente que peu. Seule la classe 'car', et la classe 'pickup', deux classes qui se ressemblent beaucoup, gagnent en performance. Cela montre que la très large majorité des faux positifs sont des éléments du fond.

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>slv</th>
<th>llv</th>
<th>Boa</th>
<th>Cam</th>
<th>Van</th>
<th>PIC</th>
<th>Tru</th>
<th>Tru</th>
<th>Oth</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH</td>
<td>49.1±5.3</td>
<td>30.1±6.9</td>
<td>40.2±16</td>
<td>30.7±7.0</td>
<td>3.0±4.3</td>
<td>36.0±5.9</td>
<td>20.1±6.2</td>
<td>36.4±7.7</td>
<td>53.3±14</td>
<td></td>
</tr>
<tr>
<td>PIC</td>
<td>47.7±7.2</td>
<td>32.8±7.0</td>
<td>42.9±13</td>
<td>35.4±9.8</td>
<td>32.7±10</td>
<td>3.9±4.4</td>
<td>31.7±6.4</td>
<td>16.6±13</td>
<td>36.1±8.0</td>
<td>64.2±18</td>
</tr>
<tr>
<td>GII</td>
<td>51.6±5.9</td>
<td>33.8±5.3</td>
<td>39.9±17</td>
<td>31.5±6.6</td>
<td>7.1±4.2</td>
<td>31.0±5.3</td>
<td>14.5±8.2</td>
<td>35.9±5.8</td>
<td>56.3±20</td>
<td></td>
</tr>
<tr>
<td>GIC</td>
<td>51.9±3.3</td>
<td>36.2±5.6</td>
<td>42.7±10</td>
<td>38.7±7.7</td>
<td>35.5±7.9</td>
<td>5.5±5.2</td>
<td>29.3±6.2</td>
<td>19.9±9.9</td>
<td>37.3±10</td>
<td>64.1±20</td>
</tr>
</tbody>
</table>

**Tableau 4.8** – Dans cette expérience, les faux positifs dus aux autres véhicules ne sont pas comptés. Les résultats sont donnés sur le VeDAI-PII, avec un détecteur HOGLBP + SVM.

### 4.4 Reconnaissance : résultats généraux

Les résultats sur le problème de Reconnaissance sont présentés en Tab. 4.9. Un exemple de matrice de confusion par HOG+SVM linéaire est donné en Tab. 4.10.
Pour ce qui est de la comparaison entre les classifieurs, le MLP est bien en dessous des performances des SVMs. En plus d’avoir des performances plutôt mauvaises, les résultats ne sont pas reproductibles, ainsi qu’en témoigne le fort écart type des performances.

Le SVM multi-classes n’apporte pratiquement rien comparé à une approche de 8 SVM en parallèle. Le multi-classes permet de lisser les variations de performances classe par classe, mais au final, le taux de reconnaissance est légèrement moins élevé. L’ajout d’un modèle probabiliste est crucial pour l’obtention de bonnes performances, sinon le biais envers les catégories sur-représentées dans la base (comme les voitures) prend trop d’importance. L’utilisation d’un SVM RBF permet de gagner significativement en performance.

<table>
<thead>
<tr>
<th>méthode</th>
<th>Boa</th>
<th>Cam</th>
<th>Car</th>
<th>Oth</th>
<th>Pic</th>
<th>Tra</th>
<th>Tru</th>
<th>Van</th>
<th>Macro</th>
<th>Micro</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 SVM linéaires</td>
<td>5.7±6.75</td>
<td>89.5±4.4</td>
<td>91.8±3.4</td>
<td>14.0±10.0</td>
<td>15.2±5.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 SVM linéaires probabilistes</td>
<td>21.4±18.3</td>
<td>83.9±4.6</td>
<td>82.8±5.6</td>
<td>24.2±7.6</td>
<td>53.0±8.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 SVM RBF probabilistes</td>
<td>61.9±15.4</td>
<td>86.4±6.9</td>
<td>86.7±3.9</td>
<td>39.8±6.2</td>
<td>77.4±3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 SVM MC linéaire</td>
<td>16.2±9.3</td>
<td>76.2±5.2</td>
<td>70.7±6.8</td>
<td>25.4±7.5</td>
<td>59.2±7.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 SVM MC RBF</td>
<td>56.1±13.4</td>
<td>83.7±7.7</td>
<td>84.6±3.9</td>
<td>47.8±6.5</td>
<td>74.5±1.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>1.4±3.9</td>
<td>36.4±47.1</td>
<td>63.1±34.0</td>
<td>32.9±29.8</td>
<td>69.9±25.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Classe prédite

<table>
<thead>
<tr>
<th>Boa</th>
<th>Cam</th>
<th>Car</th>
<th>Oth</th>
<th>Pic</th>
<th>Tra</th>
<th>Tru</th>
<th>Van</th>
</tr>
</thead>
<tbody>
<tr>
<td>59.1</td>
<td>10.2</td>
<td>21.6</td>
<td>0</td>
<td>1.1</td>
<td>0</td>
<td>8.0</td>
<td>0</td>
</tr>
<tr>
<td>0.6</td>
<td>90.3</td>
<td>4.9</td>
<td>0</td>
<td>2.8</td>
<td>0</td>
<td>1.4</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>87.6</td>
<td>0</td>
<td>10.7</td>
<td>0.6</td>
<td>1.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>45.6</td>
<td>30.0</td>
<td>10.6</td>
<td>12.5</td>
<td>1.3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>36.8</td>
<td>1.6</td>
<td>57.0</td>
<td>1.1</td>
<td>3.3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>30.3</td>
<td>4.6</td>
<td>10.5</td>
<td>54.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19.6</td>
<td>21.8</td>
<td>0</td>
<td>40.2</td>
<td>0</td>
<td>15.2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>20.0</td>
<td>27.5</td>
<td>0</td>
<td>10.0</td>
<td>0</td>
<td>2.5</td>
<td>40.0</td>
<td>0</td>
</tr>
</tbody>
</table>

Classe évaluée

<table>
<thead>
<tr>
<th>Boa</th>
<th>Cam</th>
<th>Car</th>
<th>Oth</th>
<th>Pic</th>
<th>Tra</th>
<th>Tru</th>
<th>Van</th>
</tr>
</thead>
<tbody>
<tr>
<td>59.1</td>
<td>10.2</td>
<td>21.6</td>
<td>0</td>
<td>1.1</td>
<td>0</td>
<td>8.0</td>
<td>0</td>
</tr>
<tr>
<td>0.6</td>
<td>90.3</td>
<td>4.9</td>
<td>0</td>
<td>2.8</td>
<td>0</td>
<td>1.4</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>87.6</td>
<td>0</td>
<td>10.7</td>
<td>0.6</td>
<td>1.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>45.6</td>
<td>30.0</td>
<td>10.6</td>
<td>12.5</td>
<td>1.3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>36.8</td>
<td>1.6</td>
<td>57.0</td>
<td>1.1</td>
<td>3.3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>30.3</td>
<td>4.6</td>
<td>10.5</td>
<td>54.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19.6</td>
<td>21.8</td>
<td>0</td>
<td>40.2</td>
<td>0</td>
<td>15.2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>20.0</td>
<td>27.5</td>
<td>0</td>
<td>10.0</td>
<td>0</td>
<td>2.5</td>
<td>40.0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.9 – Résultats de classification donnés, sur des descripteurs HOG, par différents classifieurs, à savoir de haut en bas : SVM linéaire, SVM linéaire + modèle probabiliste, SVM à noyau RBF probabiliste, SVM multi-classes RBF probabiliste, SVM multi-classes linéaire, et enfin Perceptron Multi-Couches.

Table 4.10 – Matrice de confusion en utilisant 8 SVM Linéaires sur des descripteurs HOG.
4.5 Conclusions

Une étude paramétrique des hypothèses de test et d’apprentissage a mis en évidence que le protocole de test était suffisamment robuste pour permettre une comparaison claire des algorithmes. Après l’étude des différentes chaînes algorithmiques classiques, il ressort que la chaîne plusieurs descripteurs+SVM donne les meilleurs résultats. L’étude des différents paramètres montre que l’utilisation d’exemples virtuels et de nombreuses racines permet de gagner en performance avec cet algorithme. Cependant, l’ajout d’apprentissage latent ou de parties ne permet pas d’avoir un gain significatif, de même que l’utilisation de concaténation de descripteurs classiques.

La conclusion majeure reste que les performances globales ne sont pas assez élevées. En effet, pour avoir un taux de détection de l’ordre de 90 pour cent, qui serait un taux de détection minimum nécessaire pour toute application, le taux de faux positifs est très élevé (10 FPPI). Afin de développer des algorithmes plus performants, il est nécessaire d’envisager d’autres approches.

Pour ce qui est de la Reconnaissance, là encore, il parait difficile d’exploiter les résultats tels quels, le macro averaging ne dépassant pas les 70 pour cent, tandis que le micro averaging dépasse à peine les 75 pour cent.

Il nous a donc paru nécessaire d’explorer de nouvelles voies, ce que nous nous proposons de faire dans les chapitres suivants, en commençant par chercher à modéliser plus finement les apparences possibles des véhicules à détecter/reconnaître.
Chapitre 5

Variétés générateurs

Dans le chapitre précédent, nous avons présenté et étudié plusieurs chaînes algorithmiques de Détection et Reconnaissance reposant sur des composants issus de l’état de l’art et nous les avons appliquées au cadre de la problématique des véhicules faiblement résolus. Il nous est apparu que, si certaines techniques (par exemple la modélisation par plusieurs SVM utilisant des descripteurs efficaces) donnent de bons résultats, les performances ne sont pas encore suffisantes pour les applications visées. Cela nous a conduit à développer de nouvelles approches. Dans ce chapitre, nous proposons une approche qui prend en compte de manière plus spécifique le fait que les objets sont de faible résolution et que les fonds sont complexes.

Étant donnée la faible résolution des objets, nous souhaitons modéliser le plus finement possible l’ensemble de leurs apparences possibles dans les images, tout en notant que ces apparences peuvent être très variées. À l’inverse, l’ensemble des fonds, très vaste, ne semble pas être modélisable dans sa globalité ou du moins, s’il l’est, il ne semble pas qu’utiliser un modèle semblable pour les véhicules et le fond soit pertinent. Nous avons donc développé une approche basée sur des modèles (génératifs) distincts, afin de modéliser le fond et les véhicules différemment.

Dans ce chapitre, nous introduisons le cadre théorique des variétés, par lequel nous avons choisi de modéliser nos véhicules et nos fonds. Dans un second temps, nous présentons comment utiliser les variétés pour de la classification et plus particulièrement comment utiliser les autoencodeurs et l’Analyse en Composantes Principales. Enfin, nous présentons les validations expérimentales des méthodes proposées, les résultats obtenus et leurs interprétations.

5.1 Cadre théorique et adéquation à la problématique

Afin de travailler sur une modélisation fine des véhicules, nous nous sommes intéressés à la théorie des variétés. Dans cette section, nous définissons ce qu’est une variété et quels sont les concepts mathématiques associés, puis nous présentons en quoi cette théorie est pertinente vis-à-vis de notre problématique. Ensuite, nous introduisons les grandes familles d’algorithmes existants pour l’apprentissage de variété et enfin, après quelques remarques générales, nous présentons comment utiliser ces variétés comme classifieur.
5.1.1 Définitions

Définition. Variété : Une variété (manifold en anglais) est un espace topologique abstrait, qui se comporte localement comme un espace euclidien. Les variétés seront notées $\mathcal{M}$. L’illustration d’une variété est présenté en Fig. 5.1.

Définition. Espace tangent : Un espace euclidien local de la variété $\mathcal{M}$ est appelé espace tangent. Cet espace sera noté $E$ et sa dimension sera notée $d$. $d$ est appelée par extension la dimension de la variété $\mathcal{M}$.

Définition. Espace d’origine : L’espace vectoriel euclidien contenant $\mathcal{M}$, de dimension $n$ sera noté $H$. Dans le cadre de cette thèse, $n$ est supposé grand. En pratique, nous avons $n > 100$. De plus, toujours dans le cadre de ces travaux, $d < n$. Cet espace correspond à l’espace des descripteurs.

Définition. Variété riemannienne : Les variétés riemanniennes sont des variétés qui ont la propriété supplémentaire que leurs espaces tangents varient de manière continue. Elle peuvent donc être dotées d’une métrique. Ici, les variétés que nous utilisons sont toujours considérées riemanniennes.

Définition. Plongement : La fonction $f$ définie telle que :

$$\forall x \in \mathcal{M}, \exists ! \bar{x} \in E, \bar{x} = f(x)$$

est appelée le plongement de la variété $\mathcal{M}$.

Théorème. Plongement de Nash : Toute variété riemannienne peut être plongée de manière isométrique dans un espace euclidien (preuve de l’existence d’une fonction de plongement $f$).

Propriété. Isométrie : La fonction de plongement $f$ conserve les distances entre l’espace de départ et l’espace tangent.

1. Nous rappelons qu’un fond désigne toute région de l’image qui ne contient pas de véhicule.
Définition. Distance géodésique : La distance géodésique correspond à la longueur du plus court chemin pour aller d’un point à un autre d’une variété, en restant dans cette variété.

5.1.2 Adéquation à la problématique

La théorie des variétés s’adapte bien à notre problématique. En effet, les problèmes de Détection et Reconnaissance dans des images de faible résolution se heurtent à des espaces de grandes dimensions. Par exemple, l’espace des images 20x20 pixels (ce qui est une taille plutôt petite pour une image) est déjà un espace de dimension 400. Dans le cadre de la Détection et de la Reconnaissance, un objet a une apparence qui décrit un ensemble de points possibles dans cet espace de dimension 400. Cependant, cet ensemble de points n’a qu’un nombre restreint de degrés de liberté dans cet espace. Ces degrés de libertés correspondent aux variations d’un certain nombre de paramètres, tels que la position ou l’illumination. L’hypothèse selon laquelle l’ensemble des points représentant un objet dans l’espace vectoriel des images peut être généré par un nombre restreint de paramètres (plus petit que la dimension de l’espace) est équivalent à dire que ces points se trouvent sur une variété de dimension inférieure à la dimension de l’espace de départ.

De plus, si la faible résolution nous fait perdre les détails de l’objet à détecter, elle a l’avantage d’estomper la variance intra-classe. Ainsi, contrairement à des apparences fortement résolues, la variété ne présente pas de discontinuités fortes entre les différences instances d’une même classe. La figure 5.2 illustre une variété d’images générée par deux paramètres, la pose et le contraste.

![Figure 5.2 – Illustration d’une variété d’images générée par deux paramètres, la pose et le contraste.](image-url)
5.1.3 Principaux algorithmes d’apprentissage de variété

Les algorithmes de modélisation de données peuvent être classés en deux grandes catégories : les méthodes linéaires et les méthodes non linéaires. Les méthodes linéaires considèrent que la variété est un hyperplan. Cette restriction est très forte mais permet dans certains cas d’obtenir de bonnes performances. La technique la plus simple est l’Analyse en Composante Principale (ACP, [73]). Le principe fondateur est de changer de repère dans l’espace de départ, afin de décorrélérer les variables. L’Analyse Discriminante Linéaire (LDA, [48]) reprend le principe de l’ACP mais dans un problème pour lequel les données sont labellisées. Une ACP projette les données sur leurs axes de plus grandes variances, tandis que la LDA les projette sur les axes de plus grandes variances inter-classes et de plus petites variances intra-classe. Enfin, l’Analyse en Composantes Indépendantes (ICA [17]), projette les données selon des axes principaux qui permettent de les séparer au mieux, en considérant que les différentes classes sont issues de sources différentes.


Pour les techniques basées sur la propriété d’isométrie du plongement, le Multidimensional Scaling (MDS, [91]), Isomap [161] et les cartes de diffusion [92] sont les techniques les plus utilisées. MDS force la distance euclidienne entre les points de $H$ à être aussi près que possible de leur distance dans $E$. Isomap est une extension de MDS et approxime les distances dans la variété par la longueur d’un chemin dans un graphe de distance, puis utilise l’algorithme MDS vu précédemment pour effectuer la transformation de $H$ dans $E$, ce qui va permettre de conserver les distances géodésiques et donc la topologie de la variété. Du fait de son approximation des distances géodésiques, cet algorithme ne peut pas (ou difficilement) modéliser des variétés dont l’espace des paramètres est non convexe [33]. De plus, il est très sensible au bruit et à la taille du voisinage choisi. Les cartes de diffusion [92] sont quant à elles basées sur les marches aléatoires markoviennes. En effectuant une marche aléatoire entre 2 points, une pseudo-distance peut être déduite. À partir de cette pseudo-distance, une cartographie de la variété est inférée. Cette cartographie est censée être plus robuste que celle estimée par l’approximation des distances géodésiques d’Isomap puisque l’ensemble de tous les chemins dans le graphe est considéré.

Des techniques pour la modélisation de variétés en utilisant la propriété d’approximation par sous-espaces euclidiens, les plus connues sont les Local Linear Embedding (LLE, [145]) et ses extensions [32], Local Tangente Space analysis (LTSA [181]) ou encore Local Preserving Projection (LPP [123]). LLE représente la variété comme un ensemble de patchs localement linéaires. LLE utilise l’algorithme des plus proches voisins et construit le meilleur hyperplan générant ces points. Comme pour HLLE, LTSA décrit localement la variété par des espaces tangents. Chaque point décrit avec ses voisins un espace tangent par ACP, puis ces espaces tangents sont alignés. Enfin, LLP est l’approximation linéaire optimale de LLE. Cette approximation permet en particulier de résoudre le problème de la représentation de nouveaux points dans la variété.

Enfin, certaines méthodes non linéaires se basent sur la conservation globale de l’information. Les autoencodeurs [88] permettent d’effectuer une régression pour trouver une expression du plongement. La régression s’effectue avec un réseau de neurones non linéaire (l’utilisation d’un réseau linéaire revient théoriquement à effectuer une ACP). Les
sorties dans $E$ n’étant pas connues, un second réseau de neurones symétrique au premier est ajouté. Il permet d’aller de $E$ dans $H$ pour ensuite retrouver les données d’entrée. Ainsi, nous souhaitons trouver la fonction Identité qui va de $H$ dans $H$ et qui associe un vecteur de données $x$ à lui-même. Ainsi, la fonction $f$ réduit la dimension de la donnée $x$ tout en conservant un maximum d’information. La Fig. 5.3 illustre des architectures classiques d’autoencodeurs. Plus de détails seront donnés section 5.2. L’approche par rétro propagation du gradient converge assez difficilement, mais une approche par les Restricted Boltzmann Machines [1] permet de bien initialiser les poids pour que la convergence soit plus aisée, ainsi que démontré dans [68]. Nous rappelons que les travaux de [25] ont montré qu’un réseau de neurones à deux couches dont la fonction d’activation n’est pas polynomiale est un approximateur universel. Ainsi, toute fonction peut être approximée par un Réseau de Neurones d’aussi proche que souhaité, tant qu’assez de neurones sont utilisés. L’algorithme Maximum Variance Unfolding (MVU [175, 174]) déplie la variété, en éloignant les points qui sont éloignés dans la variété (grande distance géodésique) mais qui sont proches dans l’espace euclidien de départ (faible distance euclidienne), tout en conservant la proximité des points qui sont proches dans la variété. Enfin, la méthode d’ACP par noyau [148] est une extension non linéaire de l’analyse en composante principale. Il s’agit d’utiliser le principe de l’astuce du noyau, utilisée dans les Séparateurs à Vastes Marges. Il a été démontré dans [62] que ISOMAP, LLE et LPP peuvent être considérés comme une ACP à noyaux utilisant des noyaux particuliers.

![Figure 5.3 – Exemples d’architectures d’autoencodeurs.](image)

### 5.1.4 Remarques générales

Un des problèmes clefs de l’utilisation des variétés est la dimension intrinsèque du problème. Elle n’est généralement pas connue. Ainsi, lors de l’utilisation de telles techniques, il sera intéressant d’optimiser le paramètre $d$. Il est toutefois possible de donner une borne minimum à $d$. Cette borne correspond au nombre de paramètres connus qui a un effet indépendant sur les données.

Un second problème dans l’utilisation des variétés, ainsi que présenté dans [179], qui compare ACP, MDS, LLE, HLLE, Isomap, LTSA, Kernel ACP, Diffusion Maps et autoencodeurs, est la robustesse au bruit. Si les données sont trop bruitées, la topologie de l’espace peut être difficile à modéliser.

### 5.1.5 Utilisation dans un classifieur

Ce qui est présenté ici se rapproche des travaux de Pentland [118]. Il est possible d’utiliser les variétés comme modèle génératif, en effet une fois l’espace $E$ appris et le
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plongement $f$ connu, il est possible de générer l’ensemble de la variété grâce à la fonction $f^{-1}$. Il est toutefois important de noter que beaucoup d’algorithmes dans leur forme classique ne donnent $f^{-1}$ que pour les points du set d’apprentissage. Seules les variantes d’ACP et d’autoencodeurs le permettent.

Pour créer un classifieur simple à partir d’une variété apprise, il suffit de remarquer qu’il est possible de créer une distance à la variété. Soit $H$ l’espace des descripteurs et $x \in H$ un descripteur visuel extrait d’une image (par exemple la signature d’une région de l’image). Nous avons :

$$\forall x \in M, f^{-1} \circ f(x) = x$$  (5.2)

Nous définissons la projection sur la variété comme suit :

$$x \in H, P_M(x) = f^{-1} \circ f(x)$$  (5.3)

puis la distance à la variété :

$$D_M(x) = ||x - P_M(x)||$$  (5.4)

Le principe de cette projection est illustré en Fig. 5.4. Il est ensuite possible de modifier cette distance en probabilité comme suit :

$$p(x \in M|x) = C \exp \frac{-D_M(x)}{\sigma}$$  (5.5)

avec $\sigma$ et $C$ deux scalaires constants, le premier modélisant le bruit sur la variété, le second permettant la normalisation en probabilité. Une fois une ou plusieurs variétés apprises et transformées en probabilité, il est possible d’utiliser un cadre bayésien afin de créer un classifieur.

Les modèles génératifs ne décrivent que la probabilité que l’observation soit effectivement l’objet. Elle ne permet cependant pas d’écarter les faux positifs. En conséquence, les travaux utilisant des modèles génératifs mettent en opposition un modèle génératif d’objet à détecter et un modèle génératif de fond. La décision est prise grâce à un ratio de log-vraisemblance :

$$Score = \log \frac{P_{\text{objet}}}{P_{\text{fond}}}$$  (5.6)
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Remarque : Étant donné que le modèle de fond et le modèle d’objet sont indépendants, nous n’avons pas \( p_{\text{objet}} = 1 - p_{\text{fond}} \).

Avec l’expression des probabilités données en équation 5.5, nous obtenons :

\[
\log \left( \frac{p_{\text{objet}}}{p_{\text{fond}}} \right) = \log \left( \frac{C_{\text{e}} e^{-\frac{D_{\text{M}_{\theta}}(x)}{\sigma_\theta^2}}}{C_{\text{f}} e^{-\frac{D_{\text{M}_{\lambda}}(x)}{\sigma_\lambda^2}}} \right)
\]

\[
= \log(C_e) - \log(C_f) - \frac{D_{\text{M}_{\theta}}(x)}{\sigma_\theta^2} + \frac{D_{\text{M}_{\lambda}}(x)}{\sigma_\lambda^2}
\]

\[
\sim C - \alpha D_{\text{M}_{\theta}}(x) + D_{\text{M}_{\lambda}}(x)
\]

avec \( C \) un scalaire et \( \alpha \) le ratio des deux variances. Ainsi, dans un contexte de classification où seules les valeurs relatives des scores nous intéressent, il est possible de négliger \( C \). Le paramètre \( \alpha \) peut se régler par validation croisée.

5.2 Utilisation d’autoencodeurs et d’ACP pour la Détection et la Reconnaissance

Dans cette section, nous expliquons comment calculer une distance à une variété avec une ACP, puis avec un autoencodeur. Ensuite, nous décrivons les chaînes algorithmiques utilisées dans le cadre de la détection et l’utilisation des variétés à des fins de Reconnaissance.

5.2.1 Analyse en Composantes Principales

Il est possible d’utiliser l’ACP afin de projeter des données de dimension \( n \) sur un espace de plus faible dimension \( d \), en ne conservant que les \( d \) premières composantes principales lors de la projection. Pour rappel, nous avons :

\[
x_{\text{ACP}} = Mx
\]

avec \( M \) la matrice résultant de l’ACP. La variable réduite s’obtient alors :

\[
\text{for } j = 1..d \quad x_{\text{reduit}}(j) = Mx_{\text{ACP}}(j)
\]

Il est possible de directement tronquer la matrice \( M \) afin d’obtenir le résultat :

\[
x_{\text{reduit}} = M_d x
\]

Le projeté sur \( \mathcal{M} \) s’obtient donc :

\[
\tilde{x} = M_d^T x_{\text{reduit}}
\]
Figure 5.5 – Trois chaînes algorithmiques basées sur des variétés. En haut et au centre, une modélisation identique pour les véhicules et pour les fonds par une ACP ou un autoencodeur. En bas, une modélisation différente, avec une ACP pour les fonds, un autoencodeur pour les objets.

5.2.2 Autoencodeur

Nous présentons ici plus en détail l’autoencodeur et en particulier comment l’utiliser afin d’apprendre une variété. Dans cette section, nous nous référerons à l’autoencodeur comme un autoencodeur standard, afin de le différencier des autoencodeurs des sections suivantes. Les autoencodeurs standards sont des réseaux de neurones symétriques, qui apprennent la fonction identité sous contrainte. Deux architectures possibles de l’autoencodeur sont montrées Fig. 5.3 mais des architectures plus complexes peuvent être utilisées.

Un neurone de la couche \( i \) est connecté à la couche \( i + 1 \) et seulement à ces neurones. Soit \( W_{ij} \) la matrice des poids entre la couche \( i \) et \( j \). Les couches sont numérotées de 0 (entrée) à \( N \) (couche centrale) puis de nouveau de \( N \) (couche centrale) à 0 (sortie), tel que montré Fig. 5.3. Comme le réseau est symétrique, on a :

\[
dimension(W_{ji}) = 
\]

(5.14)

Chaque couche \( j \) a sa sortie \( r(x) \) complètement définie par la couche précédente \( x \) et la matrice des poids \( W_{ij} \) par :

\[
r(x) = h(W_{ij}x)
\]

(5.15)
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$h$ est appelée la *fonction d’activation* – typiquement la fonction sigmoïde ou la fonction arc tangente sont utilisées, comme souvent dans les réseaux de neurones. Quand $h$ est linéaire pour toutes les couches, l’autoencodeur effectue une ACP [88], il est donc important d’utiliser des fonctions non linéaires. Nous rappelons qu’utiliser une ou plusieurs couches avec des fonctions d’activation non linéaires parmi les couches du réseau permet à celui-ci d’approximer n’importe quelle fonction [25].

Soit $\chi$ l’ensemble des vecteurs d’entrainements $\mathbf{x}$. L’autoencodeur standard minimise la fonction de coût [88] :

$$L(\chi) = \sum_{\mathbf{x} \in \chi} ||\mathbf{x} - \tilde{\mathbf{x}}||^2,$$


Dans le contexte de l’apprentissage de variétés, le réseau est utilisé pour apprendre $f$, donnant ainsi un plongement des données [68]. Ici à l’inverse, le réseau est entièrement appris, ce qui donne la projection $P_M(x)$ dont nous avons besoin. Nous rappelons que la distance s’obtient par l’équation 5.4, puis la probabilité par l’équation 5.5.

5.2.3 Chaînes algorithmiques

Ainsi qu’expliqué en introduction de ce chapitre, les fonds n’ont aucune raison d’avoir une structure ou des caractéristiques identiques aux objets à détecter. En conséquence, nous proposons d’utiliser un autoencodeur afin de modéliser les non-linéarités qui lient les différentes apparaences d’un d’objet (rotation par exemple) et une Analyse en Composantes Principales afin de modéliser les fonds. Afin de valider l’hypothèse selon laquelle utiliser un autoencodeur pour modéliser les véhicules et une ACP pour modéliser les fonds est pertinente, nous avons testé une méthode modélisant les deux domaines par des autoencodeurs et une autre modélisant les deux par une ACP. Les trois architectures sont présentées Fig. 5.5, de même que précédemment la table des symboles est située en Annexe A.

Pour OIRDS, nous disposons en point de comparaison des chaînes de traitement de l’état de l’art (HOG+SVM, DPM, TM et GM) présentées chapitre 4, qui servent de comparaison aux trois architectures décrites ci-dessus. Afin de valider l’approche qui doit fonctionner quel que soit l’espace des descripteurs, nous avons testé les trois architectures sur trois descripteurs, à savoir (i) les niveaux de gris normalisés (NDG), (ii) les gradients normalisés (GRA) et (iii) les HOG, calculés tels qu’expliqué Chap. 4.

Pour VeDAI, nous avons effectué la comparaison entre un SVM mono-racine, un SVM 12 racines et l’algorithme AE contre ACP.

Enfin, pour la problématique de Reconnaissance, nous avons utilisé 8 autoencodeurs, chacun modélisant une classe. Nous avons également appris un modèle statistique sur les scores retournés par les autoencodeurs, afin de normaliser les décisions.
5.3 Résultats et analyse

5.3.1 Visualisation des variétés et des reconstructions

Fig. 5.6 montre les premières composantes principales d’une ACP (i) sur les fonds et (ii) sur les voitures, en utilisant les niveaux de gris normalisés. Dès les premières composantes, le modèle de fond contient beaucoup de basses fréquences et de textures, tandis que les composantes de voitures permettent de reconstruire des objets centrés sur un fond uni ou bicolore. L’allure des composantes principales des fonds sont typiques des images naturelles (comme montré par exemple dans [63]).

La Fig. 5.7 montre quelques apparences que l’autoencodeur peut générer une fois entrainé à partir de niveaux de gris normalisés (à gauche sur la figure). La rotation apprise par l’autoencodeur est assez apparente. Cependant les apparences générées ressemblent à des voitures mais n’en sont pas tout à fait. Ce résultat illustre le défaut de l’autoencodeur de généraliser abusivement. À droite de la figure est présenté ce qui peut être généré par un autoencodeur appris sur des fenêtres de fonds. Dans ce cas, l’autoencodeur se concentre sur les différences d’intensité et n’apprend aucune rotation, ce qui est tout à fait attendu.

La Fig. 5.8 montre des fenêtres test (1ère ligne), leurs projections sur une variété de fonds obtenue par ACP (2ème ligne) et enfin leur projection sur une variété de voitures, apprise par un autoencodeur (dernière ligne). Les fenêtres de voitures sont mieux reconstruites par la variété de voitures et inversement pour les fenêtres de fonds. En revanche, bien que la différence entre les reconstructions soit flagrante, la reconstruction des véhicules reste approximative.

5.3.2 Cartes d’erreur

La Fig. 5.9 montre des cartes d’erreur (c’est-à-dire l’image dans laquelle un pixel représente la distance entre une région centrée en ce pixel et une variété, de fond ou de véhicule. L’autoencodeur seul donne beaucoup de faux positifs et doit être contrebalancé par le modèle de fond, en concordance avec les expériences précédentes (Template Matching du Chap. 4). La variété apprise par l’autoencodeur peut générer n’importe quel motif uni, qui correspond aux véhicules qui se confondent avec le fond. Ces faux positifs peuvent être enlevés facilement grâce à l’ACP, étant donné qu’un fond uniforme est reconstruit par les premières composantes principales.
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5.3.3 Analyse des faux positifs et faux négatifs

La Fig. 5.10 montre les faux positifs de meilleurs scores obtenus avec un SVM, en comparaison avec le détecteur AE contre ACP. La figure montre également les véhicules les plus difficiles, c'est à dire les Vrais Positifs à bas score. Chaque fenêtre est légèrement agrandie afin de voir le contexte qui l’entoure.

Il est notable que pour le SVM ou l’AE contre ACP, certains négatifs difficiles pourraient être comptabilisés par un être humain comme positifs. En réalité, la localisation est légèrement excentrée, donnant un label négatif. Comme montré Chap. 4, nous rappelons que ce genre de comportement n’est pas significatif en terme de dégradation des performances et découle d’un choix arbitraire de tolérance autour du centre de l’objet.

Il est également possible de remarquer que si les faux positifs sont très différents entre le SVM et l’AE contre ACP, les positifs difficiles sont le plus souvent identiques. Cela tend à montrer qu’en ce qui concerne ces fenêtres particulières, le descripteur pose problème. Sur certains négatifs difficiles, des points spéculaires et des ombres sont visibles. Ces deux éléments perturbent la détection.

5.3.4 Étude paramétrique

Différents paramètres doivent être estimés, en particulier la dimension de l’espace latent, correspondant au nombre de composantes conservées lors de l’ACP ou au nombre de neurones cachés de l’AE. Nous les avons fixés lors d’expériences préalables. La Fig. 5.11 montre la performance du détecteur AE contre ACP en fonction des dimensions des espaces latents, en utilisant les niveaux de gris normalisés. Le paramètre \( \alpha \) (5.1.5) de combinaison des scores a été fixé à 1. Quelques expériences ont montré qu’une légère optimisation de ce paramètre est possible, cependant elle est négligeable vis-à-vis des autres paramètres comme les dimensions des variétés. Nous observons qu’il y a une certaine corrélation entre les deux modèles, avec un optimum plat des paramètres. Les dimensions des variétés trouvées par ces quelques expériences préliminaires, sont pour les fonds de 40, 10 et 16 pour NDG, GRA et HOG. Les autoencodeurs utilisés ont une seule couche cachée, ayant respectivement 35, 8 et 10 neurones pour les différents descripteurs...
Figure 5.8 – Quatre fenêtres test (1ère ligne), suivies par leur reconstruction grâce à une ACP (2ème ligne), puis leur reconstruction par une variété apprise par un autoencodeur (dernière ligne).

Figure 5.9 – De gauche à droite : (i) l’image originale, avec le maximum de vraisemblance marqué d’une croix rouge, (ii) la carte du logarithme de l’erreur de reconstruction donné par l’autoencodeur, (iii) la négative de la carte du logarithme de l’erreur de reconstruction donné par le modèle ACP, (iv), le résultat de la log vraisemblance.

NDG, GRA et HOG.

L’étape de raffinement est nécessaire pour obtenir de bons résultats, comme montré Fig. 5.11. La mAP chute au delà de 45 neurones. Ce résultat est attendu, du fait même que les autoencodeurs apprennent l’identité sous contrainte, ainsi, ajouter des neurones revient à enlever des contraintes et donc à apprendre l’identité. Ainsi qu’illustré Fig. 5.12, l’erreur de reconstruction n’est pas totalement corrélée avec la performance. Si une baisse
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<table>
<thead>
<tr>
<th>Classifieur</th>
<th>Descripteur</th>
<th>Faux positifs à haut score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>NDG</td>
<td></td>
</tr>
<tr>
<td>AE contre ACP</td>
<td>NDG</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>HOG</td>
<td></td>
</tr>
<tr>
<td>AE contre ACP</td>
<td>HOG</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classifieur</th>
<th>Descripteur</th>
<th>Faux Négatifs</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>NDG</td>
<td></td>
</tr>
<tr>
<td>AE contre ACP</td>
<td>NDG</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>HOG</td>
<td></td>
</tr>
<tr>
<td>AE contre ACP</td>
<td>HOG</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.10 – Visualisation de quelques Faux Positifs forts (régions négatives mais avec un haut score) sur les 4 premières lignes, puis les positifs à plus bas score sur les 4 dernières lignes et ce, en fonction du classifieur ou du descripteur. Expérience réalisée sur OIRDS.

de l’erreur de reconstruction d’une valeur de 22 à 14 permet de gagner en mAP, le passage de 14 à 10 n’améliore rien.

5.3.5 Résultats quantitatifs

Pour chacun des détecteurs testés sur la base OIRDS, la Tab. 5.1 donne l’AP moyenne sur les dix folds. Dans cette table sont rappelées les performances obtenues par les algorithmes de référence du Chap. 4.

La principale conclusion que nous pouvons tirer de ces résultats est que l’approche AE contre ACP dépasse tous les algorithmes de référence sur la base OIRDS et ce pour n’importe quel type de descripteur. Les meilleurs résultats sont, comme attendu, obtenus avec le descripteur HOG. Le détecteur ACP-ACP bat le SVM sur des descripteurs simples tels que NDG et GRA mais le HOG-SVM reste meilleur si des HOG sont utilisés.

Utiliser deux autoencodeurs, un pour les véhicules, un pour les fonds, ne donne pas de meilleurs résultats. Le modèle par autoencodeur, bien que plus complexe qu’une ACP, ne permet pas de générer la diversité de tous les fonds, certainement à cause d’un fort sur-apprentissage. En effet, l’utilisation d’un nombre de neurones réduit ne permet pas d’éviter ce sur-apprentissage, étant donné que l’utilisation de fonctions d’activation telle que la sigmoïde amène une forte non linéarité.

Nous avons également testé l’algorithme AE contre ACP sur OIRDS-EGI. Les résul-
**Figure 5.11** – (Gauche : précision moyenne sur un set de validation, pour différentes paires (nombre de composantes de l’ACP, nombre de neurones dans la couche cachée). Droite : Average Precision sur ce même set de validation, en fonction du nombre de neurones, avec et sans l’étape de raffinement par rétro propagation du gradient.

Les résultats sont présentés Tab. 5.1. De même que le SVM, AE contre ACP donne de moins bons résultats que sur OIRDS-EPI, ce qui est attendu. Cependant, là encore, AE contre ACP gagne en performance par rapport à SVM.

<table>
<thead>
<tr>
<th>Base</th>
<th>Classifieur</th>
<th>NDG</th>
<th>GRA</th>
<th>HOG</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OIRDS-EPI</strong></td>
<td><strong>TM</strong></td>
<td>1.79%</td>
<td>0.97%</td>
<td>0.77%</td>
</tr>
<tr>
<td></td>
<td><strong>GMM-GMM</strong></td>
<td>8.3%</td>
<td>21.3%</td>
<td>17.7%</td>
</tr>
<tr>
<td></td>
<td><strong>SVM</strong></td>
<td>10.5%</td>
<td>35.2%</td>
<td>46.8%</td>
</tr>
<tr>
<td></td>
<td><strong>DPM [40]</strong></td>
<td>–</td>
<td>–</td>
<td>6.55%</td>
</tr>
<tr>
<td></td>
<td>ACP contre ACP</td>
<td>35.0%</td>
<td>37.9%</td>
<td>42.5%</td>
</tr>
<tr>
<td></td>
<td>AE contre AE</td>
<td>35.3%</td>
<td>33.5%</td>
<td>47.5%</td>
</tr>
<tr>
<td></td>
<td>AE contre ACP</td>
<td>35.5%</td>
<td>39.9%</td>
<td><strong>48.9%</strong></td>
</tr>
<tr>
<td><strong>OIRDS-EGI</strong></td>
<td><strong>SVM</strong></td>
<td>1.5%</td>
<td>12.1%</td>
<td>12.6%</td>
</tr>
<tr>
<td></td>
<td>AE contre ACP</td>
<td><strong>3.3%</strong></td>
<td><strong>16.4%</strong></td>
<td><strong>17.1%</strong></td>
</tr>
</tbody>
</table>

**Table 5.1** – Average Precision moyenne sur OIRDS-EPI (en haut) pour les 7 détecteurs expérimentés et OIRDS-EGI (en bas) pour les 2 meilleurs (meilleur classique et le classifieur proposé).

Nous avons également fait des expériences sur la base VeDAI en utilisant le classifieur AE contre ACP. De même que les expériences sur OIRDS, nous avons comparé notre approche à un SVM mono-racine. Les résultats sont présentés en Tab. 5.2.

Il apparaît clairement que le modèle AE contre ACP permet de gagner en performance si les exemples fournis sont suffisants. En effet, AE contre ACP gagne sur un SVM pour les classes ‘car’, ‘pickup’ et ‘bateau’. À l’inverse, la classe ‘tra’ (tracteurs) est très mal apprise. Pour les autres classes, les performances sont similaires, sans plus. Cependant, ce
5.3. RÉSULTATS ET ANALYSE

Figure 5.12 – Couples (AP, Erreur de reconstruction). Chaque point correspond à une architecture différente. Diminuer l’erreur de reconstruction permet de faire augmenter la performance jusqu’à un certain point. Ensuite, une erreur trop faible fait diminuer les performances.

gain de performance ne permet pas d’atteindre les performances obtenues avec un SVM disposant de 12 racines. Ainsi, la non linéarité de rotation de l’angle de vue est mieux modélisée par une multiplication des racines que par l’utilisation d’un modèle plus fin.

<table>
<thead>
<tr>
<th>Détecteur</th>
<th>car</th>
<th>tru</th>
<th>tra</th>
<th>cam</th>
<th>van</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG+SVM 1 racine</td>
<td>19.0±3.0</td>
<td>9.2±5.7</td>
<td>7.0±5.3</td>
<td>20.6±5.8</td>
<td>18.8±11.1</td>
</tr>
<tr>
<td>HOG+SVM 12 racines</td>
<td>55.4±2.6</td>
<td>32.5±8.0</td>
<td>7.4±3.6</td>
<td>33.4±8.9</td>
<td>40.6±14.8</td>
</tr>
<tr>
<td>HOG+AE contre ACP</td>
<td>35.2±4.4</td>
<td>8.1±5.1</td>
<td>6.1±1.2</td>
<td>18.0±7.9</td>
<td>19.1±5.3</td>
</tr>
<tr>
<td>Détecteur</td>
<td>oth</td>
<td>pic</td>
<td>boa</td>
<td>slv</td>
<td>llv</td>
</tr>
<tr>
<td>HOG+SVM</td>
<td>0.35±0.1</td>
<td>14.7±3.2</td>
<td>8.4±6.4</td>
<td>21.1±2.0</td>
<td>19.7±4.3</td>
</tr>
<tr>
<td>HOG+SVM 12 racines</td>
<td>6.9±4.2</td>
<td>48.6±4.9</td>
<td>32.2±14.9</td>
<td>71.5±2.5</td>
<td>36.0±4.7</td>
</tr>
<tr>
<td>HOG+AE contre ACP</td>
<td>0.6±0.3</td>
<td>21.5±5.2</td>
<td>14.5±6.2</td>
<td>36.9±2.8</td>
<td>19.7±5.6</td>
</tr>
</tbody>
</table>

Table 5.2 – Comparaison du modèle AE contre ACP et SVM 1 racine et SVM 12 racines. Expériences réalisées sur VeDAI-PII.

5.3.6 Reconnaissance

Les résultats de l’utilisation d’autoencodeurs pour la Reconnaissance sont présentés en Tab. 5.3. Tout d’abord, l’apprentissage d’un modèle probabiliste dégrade les performances en faveur des classes les plus représentées. Ensuite, l’utilisation d’autoencodeurs standards pour la classification permet d’obtenir des résultats meilleurs que le SVM linéaire, comme pour la détection. Cependant, les autoencodeurs sont largement moins
bons que l’utilisation d’un SVM à noyau RBF. Quelques expériences de fusion entre les autoencodeurs et le SVM RBF ont été tentées (une fusion multiplicative et une fusion par somme pondérée avec optimisation de la pondération par validation croisée), mais il n’a pas été possible d’améliorer significativement les performances.

Table 5.3 – Comparaison des résultats de Reconnaissance entre SVM et autoencodeurs.

<table>
<thead>
<tr>
<th>méthode</th>
<th>Boa</th>
<th>Cam</th>
<th>Car</th>
<th>Oth</th>
<th>Pic</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 SVM linéaires</td>
<td>21.4±18.3</td>
<td>83.9±4.6</td>
<td>82.8±5.6</td>
<td>24.2±7.6</td>
<td>53.0±8.4</td>
</tr>
<tr>
<td>8 AE + modèle probabiliste</td>
<td>1.5±1.9</td>
<td>50.0±12.0</td>
<td>98.5±2.0</td>
<td>0.4±1.2</td>
<td>14.2±4.1</td>
</tr>
<tr>
<td>8 AE</td>
<td>31.9±11.6</td>
<td>74.8±5.7</td>
<td>77.8±3.4</td>
<td>37.1±12.6</td>
<td>71.0±2.6</td>
</tr>
<tr>
<td>1 SVM MC RBF</td>
<td>56.1±13.4</td>
<td>83.7±7.7</td>
<td>84.6±3.9</td>
<td>47.8±6.5</td>
<td>74.5±1.9</td>
</tr>
<tr>
<td>méthode</td>
<td>Tra</td>
<td>Tru</td>
<td>Van</td>
<td>Macro</td>
<td>Micro</td>
</tr>
<tr>
<td>8 SVM linéaires</td>
<td>48.6±8.2</td>
<td>11.9±7.2</td>
<td>27.1±8.0</td>
<td>44.1±3.4</td>
<td>60.3±3.2</td>
</tr>
<tr>
<td>8 AE + modèle probabiliste</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>27.2±17.2</td>
<td>24.0±2.7</td>
<td>46.9±1.8</td>
</tr>
<tr>
<td>8 AE</td>
<td>50.1±6.4</td>
<td>35.0±6.7</td>
<td>14.0±13.4</td>
<td>49.0±4.3</td>
<td>64.7±5.7</td>
</tr>
<tr>
<td>1 SVM MC RBF</td>
<td>68.4±11.6</td>
<td>57.7±7.8</td>
<td>60.9±12.0</td>
<td>66.8±3.3</td>
<td>75.1±3.2</td>
</tr>
</tbody>
</table>

5.4 Application à la base de données Sagem

Les architectures développées dans ce chapitre ont également été testées sur la base de données Sagem. De même, nous avons pu comparer les résultats entre les classifi ers SVM, ACP contre ACP et AE contre ACP. Les résultats sont détaillés en Annexe. D.

5.5 Conclusions

Dans ce chapitre, nous avons montré que l’utilisation de variétés génératives permet d’obtenir des performances intéressantes en détection. L’utilisation d’un modèle différent entre les fonds et l’objet à détecter est effectivement pertinente. La non linéarité de l’autoencodeur permet d’apprendre efficacement les rotations possibles et les variations d’apparances du véhicule et ainsi de gagner en performance. Cependant, l’algorithme nécessite un grand nombre d’exemples de descripteurs pour être efficace. De plus, résoudre le problème de la rotation en multipliant les racines ayant des ratios hauteur/largeur différents est plus efficace que d’apprendre par un modèle non linéaire. Pour ce qui est de la Reconnaissance, le SVM non-linéaire surpasse toujours le modèle AE.

Nous avons également pu voir que l’autoencodeur permet de générer une variété bien plus vaste que nécessaire, en englobant des apparences qui ne correspondent pas à la variété effective des véhicules. Nous présentons dans le chapitre suivant une solution pour que l’autoencodeur ne génère pas des apparences qui ne correspondent pas à des véhicules.
Chapitre 6

Variétés Discriminantes

Il a été montré dans le chapitre précédent qu’utiliser des autoencodeurs afin de modéliser les objets à reconnaître permettait d’apprendre des non-linéarités de leurs apparences. Cependant, ces autoencodeurs standards généralisent abusivement les apparences des objets ; ils nécessitent donc d’être contrebalancés par un modèle de fond. Pour résoudre ce problème, nous avons conçu et développé les autoencodeurs discriminants.

Dans ce chapitre, nous présentons d’abord le concept d’autoencodeurs discriminants, puis nous présentons les chaînes algorithmiques les incluant. Enfin, nous présentons les résultats obtenus en Détection qu’en Reconnaissance.

6.1 Autoencodeurs Discriminants

Dans cette section, nous introduisons le concept d’autoencodeur discriminant, puis nous développons les équations nécessaires à son apprentissage. Enfin, nous présentons une extension dans le cas multi-classes.

6.1.1 Principe

Un autoencodeur discriminant (AED) permet d’utiliser les données de deux classes (notées par la suite $\chi^+$ pour les positifs et $\chi^-$ pour les négatifs) afin d’apprendre un modèle génératif qui sera adapté à la reconstruction des positifs tout en assurant une mauvaise reconstruction des négatifs. Ainsi, nous essayons de tirer également parti de l’information des exemples négatifs, afin d’éviter la généralisation abusive propre à l’autoencodeur classique.
L’architecture d’un autoencodeur discriminant est identique à celle d’un autoencodeur classique. Nous rappelons en Fig. 6.1 les notations prises. Soit \( t(x) \) le label de l'exemple \( x \), avec \( t(x) \in \{-1, 1\} \) et \( e(x) \) la distance de cet exemple à la variété, avec \( e(x) = ||x - \tilde{x}|| \). La fonction optimisée par un autoencodeur classique est donnée dans le chapitre précédent, équation 5.16. Un autoencodeur discriminant optimise la fonction suivante :

\[
L_d(\chi^+ \cup \chi^-) = \sum_{x \in \chi^+ \cup \chi^-} \max (0, t(x) \cdot (e(x) - 1))
\]  

(6.1)

qui n’est rien d’autre que la fonction de coût Hinge Loss. En pratique, nous utilisons une version légèrement différente de la Hinge Loss classique, comme proposée par [114] – la fonction standard étant \( L_d = \sum_{x \in \chi^+ \cup \chi^-} \max(0, 1 - t(x) \cdot e(x)) \) – plus adaptée à notre problème, étant donné que les erreurs de reconstruction sont toutes positives. Ces fonctions sont illustrées en Fig. 6.2. En un sens, notre problème se rapproche plus des algorithmes d’apprentissage de métrique que de ceux de classification. Quand le minimum est atteint, les exemples positifs (resp. négatifs) ont une erreur de reconstruction plus petite (resp. plus grande) que 1.

**Figure 6.2 – Hinge Loss. Haut : Hinge loss standard. Bas : Hinge loss pour l’apprentissage de métrique.**

### 6.1.2 Apprentissage

Pour optimiser la fonction de coût, nous utilisons une rétro-propagation de l’erreur. Les équations sont données pour une seule couche cachée, cependant, elles sont valables pour \( N \) couches. Repartant des équations de l’autoencodeur, nous avons \( \tilde{x} = y = h(W_{10}z) \) et \( z = k(W_{01}x) \). Comme propo\-sé par [68], nous prenons comme fonction \( k \) la fonction identité et une sigmoïde pour \( h \). \( k \) étant l’identité, la transformation apprise de l’espace latent vers l’espace des descripteurs est linéaire. \( k \) est introduit pour conserver la généralité des équations. Pour simplifier les notations, notons \( u \) et \( v \) tels que :

\( u = W_{10}z \) et \( v = W_{01}x \). L’objectif alors d’estimer les coefficients \( w_{ki} \) de \( W_{01} \) et \( W_{10} \) en minimisant \( L(\chi^+ \cup \chi) \).

La valeur optimale des \( w_{ki} \) vérifie :

\[
\frac{\partial L}{\partial w_{ki}} = 0,
\]

qui peut être résolue par une descente de gradient. Les dérivées partielles peuvent s’écrire :

\[
\frac{\partial L}{\partial w_{ki}} = \frac{\partial L}{\partial e^i} \cdot \frac{\partial e^i}{\partial y^i} \cdot \frac{\partial y^i}{\partial u^i} \cdot \frac{\partial u^i}{\partial w_{ki}}
\]

(6.2)

avec :

\[
\frac{\partial e^i}{\partial y^i} = -1; \quad \frac{\partial y^i}{\partial u^i} = \frac{\partial h(u^i)}{\partial u^i}; \quad \frac{\partial u^i}{\partial w_{ki}} = z^k
\]

(6.3)

De plus, dans le cas d’une fonction sigmoïde, \( \frac{\partial h(u^i)}{\partial u^i} = y^i \cdot (1 - y^i) \). Jusqu’ici, les équations sont identiques à la rétro-propagation classique d’erreur. Ensuite, nous introduisons la
fonction hinge loss avec :
\[
\frac{\partial L}{\partial e^i} = \begin{cases} 
  e^i & \text{si } t(x) \cdot (e(x) - 1) > 0 \\
  0 & \text{sinon} 
\end{cases}
\]

Nous obtenons la descente de gradient suivante : \( \Delta w_{ki} = -\eta \delta_i z^k \), avec \( \delta_i = e^i \frac{\partial h(u^i)}{\partial u^i} \) si \( t(x) \cdot (e(x) - 1) > 0 \) et 0 sinon.

Pour la couche cachée :
\[
\frac{\partial L}{\partial w_{lk}} = \frac{\partial L}{\partial z^k} \cdot \frac{\partial z^k}{\partial v^l} \cdot \frac{\partial v^l}{\partial w_{lk}}
\]

Les deux derniers termes ne changent pas, cependant le troisième devient :
\[
\frac{\partial L}{\partial z^k} = \sum_n e^n \frac{\partial e^n}{\partial z^k} \text{ si } t(x) \cdot (e(x) - 1) > 0
\]

ce qui nous donne :
\[
\frac{\partial L}{\partial z^k} = \sum_n e^n \frac{\partial (x^k - h(u^n))}{\partial u^n} \cdot \frac{\partial u^n}{\partial z^k}
\]
\[
= - \sum_n e^n \frac{\partial (h(u^n))}{\partial u^n} w_{kn} = - \sum_n \delta(n) w_{kn}
\]

L’incrément devient \( \Delta w_{lk} = -\eta \delta_k x^l \) avec \( \delta_k = \frac{\partial h(x^l)}{\partial x^l} \sum_n \delta(n) w_{kn} \) si \( t(x) \cdot (e(x) - 1) > 0 \) et 0 sinon. Pour les deux incréments, \( \eta \) est le pas d’apprentissage. Différentes manières existent pour l’optimiser. Le lecteur intéressé pourra se référer à [97] pour plus d’informations.

Ces équations peuvent être rendues plus robustes par l’ajout d’une marge \( w \) à l’équation \( t(x) \cdot (e(x) - 1) > 0 \), qui devient \( t(x) \cdot (e(x) - 1) + w > 0 \). \( w \) est déterminée par validation croisée. Cette marge évite que l’algorithme d’optimisation s’arrête dès que les données d’entraînement sont parfaitement séparées et permet d’obtenir de la robustesse.

L’échelle des données est également à considérer. Le choix de la constante arbitraire 1 dans l’équation 6.1 ne porte pas à conséquence théoriquement. Cependant, il peut être judicieux d’utiliser une constante autre, plus adaptée à la dynamique des réseaux de neurones. En effet leurs sorties sont bornées entre -1 et 1, ainsi avoir une erreur de reconstruction supérieure à 1 pour les négatifs et inférieure à 1 pour les positifs ne semble pas indiqué. En pratique, nous avons utilisé une valeur de 0.2.

Enfin, l’utilisation de la Hinge Loss fait apparaitre une discontinuité dans la fonction de coût. En pratique, il peut être plus efficace d’utiliser un lissage de cette fonction, en utilisant la fonction logistique généralisée [180] plutôt que la Hinge Loss :
\[
L_d(\chi^+ \cup \chi^-) = \sum_{x \in \chi^+ \cup \chi^-} l_{\beta}(t(x) \cdot (e(x) - 1))
\]
avec \( l_{\beta} = \frac{1}{2} \log(1 + e^{\beta x}) \). Différentes stratégies d’optimisation existent, consistant à faire varier \( \beta \). Pour nos applications pratiques, nous avons fixé \( \beta = 1000 \).

Finalement, \( e(x_{new}) \) l’erreur de reconstruction pour un nouveau vecteur \( x_{new} \) peut être utilisée directement comme score de classification.
6.1.3 Extension 3 classes et plus

Afin d’être utilisé dans des conditions de classification plus avancées, nous avons également mis en place une architecture multi-classes, que nous désignerons par autoencodeur discriminant multi-classes (AEDMC). Celle-ci est illustrée Fig. 6.3. Le principe est le même que l’autoencodeur discriminant proposé précédemment, cependant, au lieu d’avoir un espace de sortie égal à l’espace d’entrée, l’espace de sortie a une dimension de $C \times n$, où $C$ est le nombre de classe et $n$ la dimension de l’espace d’entrée.

Soit $\chi = \bigcup_{C} \chi_{C}$ l’ensemble regroupant toutes les instances de toutes les classes et $t(x) \in \{-1, 1\}^{C}$ le label de $x$. Nous avons $t^j(x) = 1$ si la classe de $x$ est $j$, $-1$ sinon. En reprenant les notations précédentes, nous introduisons la fonction $f$ qui correspond à la première couche d’entrée, telle que

$$f(x) = k(W_{01}x)$$

puis les fonctions $g^j$ telles que :

$$g^j(z) = h(W_{10j}z)$$

avec $W_{10j}$ comme sur la Fig. 6.3. Nous définissons alors $\tilde{x}^j$ tel que :

$$\tilde{x}^j = g^j \circ f(x)$$

Enfin, nous définissons $e^j(x)$ tel que :

$$e^j(x) = ||x - \tilde{x}^j||$$

La fonction à minimiser est alors la suivante :

$$L(\chi) = \sum_{\chi} \sum_{j} max(0, t^j(x)(e^j(x - 1)))$$

De même que précédemment, cette fonction est optimisée par descente de gradient. Il est possible de l’adapter avec la fonction logistique généralisée, d’ajouter une marge et d’utiliser un paramètre d’échelle de 0.2.
6.2 Chaînes algorithmiques

Dans cette section, nous présentons les différentes chaînes algorithmiques qui ont été comparées en ce qui concerne la tâche de détection, puis les expériences réalisées dans le cadre de la Reconnaissance.

6.2.1 Détectio

La chaîne de détection effectuée est une cascade à deux étages. Ainsi, le premier étage est constitué de 12 SVM linéaires (2 orientations × 6 ratios largeur/longueur), tandis que le second étage affine les scores de détection en utilisant 12 autoencodeurs, chacun apparié avec le SVM correspondant.

Lors de la phase d’apprentissage, les détecteurs du premier étage utilisent toutes les données disponibles (l’ensemble des fenêtres des pyramides d’images), tandis que ceux du second étage n’utilisent que les négatifs difficiles obtenus après ce premier apprentissage. Afin de voir l’apport d’un autoencodeur discriminant, nous avons testé ce second étage avec un autoencodeur classique et avec un autoencodeur discriminant. En pratique, les négatifs difficiles sont conservés si leur score est supérieur à -1.0.

Durant la phase de test, les 12 SVM parcourent l’image. Seules les fenêtres obtenant un score supérieur à -1.0 (le même seuil que celui pour l’apprentissage) sont gardées. Ensuite, les fenêtres sélectionnées sont reclassées avec l’autoencodeur (standard ou discriminant). Enfin, comme habituellement, une étape de filtrage des non-maxima est effectuée, en utilisant le même algorithme glouton que dans les différentes expériences présentées dans les chapitres précédents.

Notre algorithme peut prendre en entrée n’importe quel descripteur. Afin d’illustrer ce fait, nous avons effectué les expériences avec les descripteurs HOG et les descripteurs LBP. Ces descripteurs sont assez rapides à calculer mais permettent d’obtenir des performances très bonnes, comme expliqué Chap. 4.

Deux variantes de notations des fenêtres sont possibles : conserver uniquement le score du deuxième étage de la cascade ou bien combiner les scores successifs par une fusion. Nous avons combiné les deux scores issus des deux étapes de la cascade. Dans ce cas, le résultat final est obtenu par combinaison linéaire avec \( \alpha S_{AE}(x) + (1 - \alpha) S_{SVM}(x) \), où \( \alpha \) est fixé par validation croisée. De même et comme précédemment, le nombre de neurones est fixé par des expériences préliminaires, par validation croisée.

Les deux architectures utilisées sont schématisées Fig. 6.4.

6.2.2 Reconnaissance

Pour les expériences de classification, nous avons testé deux approches. La première consiste à apprendre un autoencodeur discriminant pour chaque classe, en prenant comme ensemble négatif l’union des autres classes. La seconde approche utilise l’extension de l’autoencodeur discriminant, en effectuant une optimisation multi-classes. Ces expériences sont ensuite comparées aux différents résultats obtenus dans les chapitres précédents.

6.3 Résultats

Dans cette section, nous présentons quelques résultats préliminaires sur les autoencodeurs discriminants, puis les résultats obtenus en détection. Enfin, nous présentons les
résultats obtenus en Reconnaissance. L’ensemble des expériences a été effectué sur la base VeDAI-PII. Pour la détection, la classe voiture a été étudiée.

6.3.1 Étude paramétrique

Le paramètre le plus important, pour tout algorithme basé sur les variétés, est le choix de la dimension de la variété. Nous avons choisi de fixer cette dimension par validation croisée.

En ce qui concerne la détection, il est visible sur la Fig. 6.5 que la performance change en fonction du nombre de neurones. Il est à voir que le nombre de neurones optimal sur
la validation est en accord avec le nombre de neurones optimal sur l’apprentissage. Les performances varient en fonction de l’optimum local dans lequel aura convergé le réseau de neurones, mais, du moment que suffisamment de neurones sont utilisés, de bonnes performances sont atteintes. À l’ inverse, un nombre de neurones insuffisant (30 sur la figure) dégrade fortement les performances.

Pour la Reconnaissance, nous observons de même une grande stabilité des performances en fonction du nombre de neurones du moment qu’il y en a suffisamment, comme illustré en Fig. 6.6. Cette stabilité est valable tant pour l’autoencodeur discriminant à deux classes que pour son extension multi-classes.

Pour ce qui est du nombre d’itérations et de la convergence en général, que ce soit pour la Détection (Fig. 6.5) ou la Reconnaissance (Fig. 6.6), nous observons une courbe de croissance classique lors de l’apprentissage de réseaux de neurones, avec un fort gain au départ, qui se ralentit petit à petit. Les équations d’optimisation utilisées (moment, pas dégressif...), permettent de maintenir un plateau de performance suffisamment large pour que la sélection du nombre maximal d’itérations n’ait pas d’influence sur les performances.

La Fig. 6.8 montre que le micro et le macro averaging augmentent avec le nombre d’itérations. De plus, pour certaines classes, les performances ont tendance à décroître avant de se stabiliser, tandis que pour d’autres elles augmentent. Ce comportement est tout à fait prévisible. En effet, au début de l’optimisation, certaines classes ont des scores plus élevés que d’autres, de par l’initialisation aléatoire des poids du réseau. Ces classes agissent comme classe par défaut et ont donc un score de bonne reconnaissance très élevé (Dans un cas extrême, si l’ensemble une classe répond toujours plus fort que les autres, son taux de reconnaissance est de 100%). Cependant, cette représentation erronée amène les autres classes à porter beaucoup de leurs fausses reconnaissances sur cette classe.

Lors de la fusion, un paramètre d’équilibrage, $\alpha$, est utilisé pour balancer les différents algorithmes. Ce paramètre a été choisi par validation croisée. Ainsi, la Fig. 6.7 montre l’influence de ce paramètre sur les performances de test. Au mieux, il est possible de gagner 2 points de mAP. La fusion n’apporte donc que peu de performance.
6.3.2 Résultats quantitatifs en Détection

Les résultats obtenus sur VeDAI sont donnés en Tab. 6.1. Premièrement, nous avons observé que l’autoencodeur standard (n’utilisant que des exemples positifs) ne donne pas de bons résultats. Même combiné au premier étage de la cascade, il n’améliore pas significativement les performances du SVM. Ceci confirme que l’autoencodeur seul n’est pas capable de discriminer correctement et il ne permet pas d’apporter une information complémentaire au SVM.

À l’inverse, pour l’autoencodeur discriminant, le gain est significatif pour les deux descripteurs, montrant que cette technique apporte en performance quel que puisse être l’espace des représentations. En effet, l’autoencodeur discriminant donne de bien meilleurs...
### 6.3. RÉSULTATS

La combinaison du score de l’autoencodeur discriminant et du score du SVM donne des résultats légèrement meilleurs que l’autoencodeur discriminant seul, montrant ainsi que l’autoencodeur a conservé la majorité de l’information du premier étage de la cascade. Enfin, lorsque nous comparons notre approche avec le Deformable Part Model de [40] (en utilisant la version 5 et en désactivant l’apprentissage des parties du fait de la petite taille des objets), le gain est d’environ 10% de mAP également. Ces résultats montrent clairement que non seulement les autoencodeurs discriminants donnent de meilleurs résultats que les autoencodeurs classiques, mais qu’ils permettent d’améliorer significativement les performances d’un SVM ou du DPM dans une tâche de détection de petits objets.

#### 6.3.3 Résultats quantitatifs en Reconnaissance

Les résultats sont présentés Tab. 6.2. De même qu’en détection, l’autoencodeur discriminant fait significativement mieux qu’un autoencodeur classique. Nous retrouvons ainsi ce qui avait été montré en détection.

De plus, les résultats sont similaires à un SVM RBF en terme de classification. Il est à noter que, si les résultats sont similaires, un SVM RBF a un nombre d’opérations non-linéaires en $O(N)$, avec $N$ le nombre de vecteurs support (environ 17 000 dans notre cas), tandis que l’autoencodeur discriminant a une complexité en $O(n)$, $n$ étant la dimension de l’espace des descripteurs, aux alentours de 400. De plus, un SVM RBF a une complexité d’apprentissage en $O(n^2)$, avec $n$ le nombre d’exemples d’apprentissage disponibles, tandis que l’autoencodeur discriminant a une complexité d’apprentissage en $O(n_e)$. L’autoencodeur discriminant permet donc d’obtenir des résultats similaires à un SVM RBF, mais avec un temps d’apprentissage et de test plus petit. Il peut également traiter plus de données d’apprentissage.

Ensuite, l’utilisation d’un autoencodeur discriminant multi-classes fonctionne aussi bien que 8 autoencodeurs classiques. Les performances sont à peine dégradées, cependant, le nombre d’opérations est quasiment divisé par deux, permettant de gagner à la fois sur le temps d’apprentissage et sur le temps de test.

Le Tab. 6.3 présente les temps d’exécution en Matlab des trois algorithmes utilisés. Même si ces temps ne sont pas représentatifs dans l’absolu, nous retrouvons le fait que

---

### Tableau 6.1 – Comparaison de différentes chaînes algorithmiques

<table>
<thead>
<tr>
<th>Descripteurs</th>
<th>mAP</th>
<th>Rappel @ 0.01 FPPI</th>
<th>Rappel @ 0.1 FPPI</th>
<th>Rappel @ 1 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (1er étage)</td>
<td>58.9±3.5</td>
<td>32.9±3.5</td>
<td>13.2±3.5</td>
<td>10.5±3.5</td>
</tr>
<tr>
<td>SVM fusion AE</td>
<td>60.5±4.2</td>
<td>31.4±5.8</td>
<td>74.5±4.5</td>
<td></td>
</tr>
<tr>
<td>SVM puis AE</td>
<td>30.0±3.9</td>
<td>20.4±6.2</td>
<td>72.1±4.4</td>
<td></td>
</tr>
<tr>
<td>SVM fusion AED</td>
<td>68.0±4.2</td>
<td>39.0±3.5</td>
<td>80.3±3.1</td>
<td></td>
</tr>
</tbody>
</table>

---

résultats que l’autoencodeur classique (+38.0 de mAP avec HOG, +25.0 avec LBP) et est significativement meilleur que le SVM (+9.1 de mAP avec HOG et +6.3 avec LBP), alors qu’il utilise les mêmes exemples d’entraînement. Pour les différents points de fonctionnement, l’autoencodeur discriminant gagne en performance. Le grand écart-type pour 0.01 FPPI rend la conclusion non fiable pour ce point, mais le gain est important pour les deux descripteurs.

La combinaison du score de l’autoencodeur discriminant et du score du SVM donne des résultats légèrement meilleurs que l’autoencodeur discriminant seul, montrant ainsi que l’autoencodeur a conservé la majorité de l’information du premier étage de la cascade.

<table>
<thead>
<tr>
<th>Descripteurs</th>
<th>mAP</th>
<th>Rappel @ 0.01 FPPI</th>
<th>Rappel @ 0.1 FPPI</th>
<th>Rappel @ 1 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (1er étage)</td>
<td>58.9±3.5</td>
<td>32.9±3.5</td>
<td>13.2±3.5</td>
<td>10.5±3.5</td>
</tr>
<tr>
<td>SVM fusion AE</td>
<td>60.5±4.2</td>
<td>31.4±5.8</td>
<td>74.5±4.5</td>
<td></td>
</tr>
<tr>
<td>SVM puis AE</td>
<td>30.0±3.9</td>
<td>20.4±6.2</td>
<td>72.1±4.4</td>
<td></td>
</tr>
<tr>
<td>SVM fusion AED</td>
<td>68.0±4.2</td>
<td>39.0±3.5</td>
<td>80.3±3.1</td>
<td></td>
</tr>
</tbody>
</table>

---

Table 6.1 – Comparaison de différentes chaînes algorithmiques, résultats sur la base VeDAI-PII, pour la classe voiture. (Deformable Part Model, Autoencodeur, Autoencodeur Discriminant)
### 6.4 Conclusions

Dans ce chapitre, nous avons présenté un nouveau classifier, l’autoencodeur discriminant. Ce classifier se base sur une architecture de réseau de neurones et plus particulièrement sur celle d’un autoencodeur classique. Cependant, sa fonction d’optimisation est différente et se fonde sur une approche d’apprentissage de métriques. Nous avons développé les équations de la version de classifier bi-classes ainsi que son extension multi-classes. Finalement, nous avons montré par différentes expériences que les autoencodeurs discriminants permettent d’améliorer les résultats d’algorithmes de Détection, d’égaler un SVM non linéaire en Reconnaissance, tout en étant plus rapide et en permettant un apprentissage sur un grand nombre de données.

Ainsi, nous avons pu développer un classifier qui s’adapte bien au contexte de la
Chapitre 7

Réseaux convolutionels discriminants

Dans les chapitres précédents, nous avons majoritairement travaillé sur les classifieurs. Cependant, ainsi qu’expliqué dans le Chap. 4, l’utilisation de bons descripteurs est une des clefs de la réussite d’algorithmes de Détectio et Réconnaissance. Dans ce chapitre, nous présentons quelques bases sur les réseaux convolutionels et leur théorie. Dans un second temps, nous introduisons le concept d’autoencodeur convolutionel discriminant. Enfin, nous présentons différentes utilisations possibles de tels autoencodeurs en tant que nouveau classifieur ou en tant que générateur de descripteurs, ainsi que les résultats et interprétations en découlant dans le cadre de la détection.

7.1 Réseaux convolutionels

Dans cette section, nous présentons les bases des réseaux convolutionels, suivies de quelques définitions et équations nécessaires à leur utilisation.

7.1.1 Concept

![Figure 7.1 – Réseau convolutionel. L’architecture présentée ici est Lenet-5, l’une des premières architectures de réseaux convolutionels [96].](image)

Les réseaux convolutionels (abrégés CNN pour Convolutional Neural Network) [96] sont une technique connue pour être efficace dans des tâches de classification [150] et,
plus récemment, de Détection [90, 124]. Comme évoqué dans le Chap. 2, les méthodes par réseaux convolutionels profonds donnent dans des travaux récents les meilleures performances dans de nombreux domaines. Nous rappelons que les travaux effectués sont effectués sur des images dans lesquelles les objets sont de taille importante (221x221 pixels pour la fenêtre englobante) et qu’en conséquence, l'utilisation d’une architecture usuelle de réseau convolutionnel telle quelle ne peut s'appliquer de manière réaliste à nos images. En effet, un véhicule étant approximativement contenu dans une fenêtre 40x40 pixels, un sur-échantillonnage d’un facteur 5 devrait être effectué. Cependant, vu les gains de performances, il nous a paru pertinent d’utiliser le formalisme des CNN afin d’apprendre de nouveaux descripteurs.

Les CNN sont une catégorie de réseau de neurones différente des autoencodeurs. Ils apprennent directement depuis les niveaux de gris de l’image, en faisant l’hypothèse que les pixels ont des dépendances locales. L’architecture classique d’un CNN est une suite de couches de convolution intercalées par des couches de sous-échantillonnage (pooling en anglais). Les résultats d’une couche de pooling sont passés par une fonction d’activation classique (voir Chap. 5), puis servent d’entrées à la couche de convolution suivante. Enfin, pour les deux dernières couches, les neurones sont interconnectés simplement de la même manière qu’un perceptron multi-couches. La Fig. 7.1 illustre une telle architecture. Les premières couches servent à fabriquer des descripteurs efficaces, tandis que les couches finales sont utilisées pour la classification. Les convolutions permettent de conserver les dépendances locales, tandis que les étapes de sous-échantillonnage condensent l’information, tout en permettant l’invariance à des petites transformations. Finalement, un perceptron classique utilise ces descripteurs intermédiaires efficaces pour attribuer un label à l’entrée.

De tels réseaux sont conçus afin d’apprendre des descripteurs efficaces en même temps que les classifieurs, cependant, les approches récentes tendent à montrer que l’utilisation des descripteurs combinés avec des classifieurs donne de bons résultats en soi [90]. Les paramètres à apprendre sont les noyaux de convolution ainsi que les poids entre les couches. Le nombre de noyaux, le nombre de couches, le nombre de neurones sont autant de paramètres à ajuster. La règle d’apprentissage est la rétro-propagation de l’erreur.

### 7.1.2 Théorie et définitions

Nous donnons ici quelques définitions et équations de base nécessaires à la compréhension d’un CNN et introduisons brièvement les autoencodeurs convolutionels.

**Cartes de descripteurs**

La sortie d’une couche de convolution est appelée carte de descripteurs. Les filtres appris lors de cette étape permettent de capturer les dépendances locales des pixels. La \( k \)-ième carte \( M_k(I) \) calculée par le noyau de convolution \( W_k \) sur l’entrée \( I \) est donnée par :

\[
M_k(I) = h(I \ast W_k + b_k)
\] (7.1)

avec \( h \) une fonction d’activation classique comme la sigmoïde ou la tangente hyperbolique. \( b_k \) est un biais. \( W_k \) et \( b_k \) sont appris par rétro-propagation de l’erreur. \( \ast \) est l’opérateur convolution. La propagation de l’erreur s’effectue ainsi :

\[
E_k = \hat{W} \ast E_{k+1}
\] (7.2)
avec $E_{k+1}$ l’erreur propagée précédemment, $E_k$ l’erreur à propager, $\hat{W}$ étant la double transposée du noyau de convolution $W$, tandis que pour la mise à jour des poids, nous avons :

$$dW = M_{k+1} \ast E_{k+1}$$

(7.3)

avec $dW$ la mise à jour du noyau $W$, $E_{k+1}$ l’erreur propagée et $M_{k+1}$ la carte de descriptors issue de $W$.

**Ré-échantillonnage**

![Figure 7.2 – Étapes de sous-échantillonnage (gauche) et sur-échantillonnage (droite), correspondant respectivement aux techniques de max-pooling (1er et 3ème) et de somme pondérée (2ème et 4ème).](image)

Les étapes de ré-échantillonnage sont illustrées Fig. 7.2.

Ainsi que décrit précédemment, une étape de sous-échantillonnage est effectuée sur ces cartes de descriptors. Habituellement deux méthodes sont utilisées : le max-pooling ou la somme pondérée. Le max-pooling consiste à transférer en entrée de la couche suivante les valeurs des maxima locaux, pour un voisinage donné. Aucun paramètre ne doit être appris. La somme pondérée consiste à transférer la moyenne pondérée dans un voisinage donné. Dans ce cas, les coefficients de la somme pondérée doivent être appris. Par la suite, nous noterons les opérations de sous-échantillonnage $ds$, ce qui nous donne :

$$\hat{M}k(I) = ds(M_k(I))$$

(7.4)

avec $\hat{M}k(I)$ la carte de descriptor $M_k(I)$ sous-échantillonnée. Cette étape permet d’augmenter la robustesse vis-à-vis de légères translations de l’image à tester. La propagation de l’erreur devient pour le max-pooling, pour un point $(i, j)$ de $E_k$ correspondant au voisinage $V$ :

$$E_k(i_{max}, j_{max}) = E_{k+1}(i, j) \sinon E_k = 0$$

(7.5)

avec $i_{max}$ et $j_{max}$ les indices du maximum sur $V$ lors de l’étape de calcul de la sortie du réseau.

**Sur-échantillonnage**

Parallèlement au sous-échantillonnage, le sur-échantillonnage s’obtient ainsi :

$$\hat{M}k(I) = us(M_k(I))$$

(7.6)

La propagation de l’erreur devient :

$$E_k = \sum_V E_{k+1}(V)$$

(7.7)
Autoencoders convolutionnels

Les autoencoders convolutionnels [113] ont été conçus afin d’initialiser les réseaux convolutionnels. Le principe est le même que les autoencodeurs : apprendre l’identité sous des contraintes de parcimonie. Ensuite, une fois le réseau convergé sur un ensemble de noyaux, les noyaux appris sont utilisés pour initialiser un CNN classique. L’équation pour la carte de descripteur est la même que l’équation 7.1. La reconstruction est donc donnée par :

\[ R(I) = h\left(\sum_k \hat{M}_k(I) \ast \hat{W}_k + c\right) \] (7.8)

avec \( R(I) \) la reconstruction, \( h \) la fonction d’activation utilisée pour calculer \( M_k \). \( \hat{W}_k \) est \( W_k \) retournée gauche-droite et haut-bas, \( c \) est un biais. Dans ce cas, \( W_k, b_k \) et \( c \) sont appris.

7.2 L’autoencodeur convolutionel discriminant

7.2.1 Architecture

L’architecture présentée ici peut être vue comme une extension des autoencodeurs discriminants présentés au chapitre précédent. En relation avec les CNN, les AED et les AE,
nous introduisons le concept d’Autoencodeurs Convolutionels Discriminants (CODA, pour COnvolutional Discriminant Autoencoder), qui utilise les données de deux classes pour apprendre des descripteurs efficaces.

L’architecture d’un tel réseau est composée d’une couche classique de CNN (convolution + sous-échantillonnage + fonction d’activation), qui construit des descripteurs à partir des niveaux de gris, suivie d’une couche de neurones entièrement connectée. Ensuite, de la même manière qu’un autoencodeur, les deux couches sont reflétées, ainsi nous avons une couche de sur-échantillonnage suivie par une convolution. Les deux blocs sont reliés entre eux par une connexion dense. Le réseau est présenté en Fig. 7.4. Le réseau peut être vu comme un autoencodeur amplifié de deux couches classiques de réseaux convolutionnels, une à l’entrée et une à la sortie.

7.2.2 Apprentissage

De même que pour les autoencodeurs discriminants, les autoencodeurs discriminants convolutionels minimisent la fonction de coût suivante :

\[ L_d(\chi^+ \cup \chi^-) = \sum_{x \in \chi^+ \cup \chi^-} \max(0, t(x) \cdot (e(x) - 1)) \]  (7.9)

avec \( e(x) \) l’erreur de reconstruction sur les niveaux de gris. Les règles de propagation de l’erreur sont celles présentées dans les sections précédentes. De même que dans les chapitres précédents, il est possible d’utiliser une marge \( w \), ainsi que de lisser cette fonction par la fonction logistique généralisée pour obtenir une convergence plus simple.

7.3 Utilisation des réseaux convolutionels discriminants

7.3.1 Architectures de détection : utilisation comme classifieur

Afin d’effectuer une tâche de détection, nous avons implémenté deux architectures, semblables à celles utilisées dans le chapitre précédent et illustrées en Fig. 7.5, de même que précédemment, les symboles sont individuellement expliqués en Annexe A. Celles-ci sont basées sur une cascade à deux étages. Le premier étage est constitué de 12 SVM, le second étage est constitué de 12 CODA, chacun apparié à un SVM. Dans la phase d’apprentissage, chaque CODA apprend sur les fenêtres en niveau de gris extraites de chaque position des Négatifs Difficiles retenus par le SVM correspondant. Lors de la phase de test, les SVM retournent un ensemble de positions. Sur chacune d’entre elles, les niveaux de gris sont extraits. Enfin, chaque CODA retourne un score pour ces fenêtres. De même que précédemment, il est possible soit d’utiliser le score seul, soit d’utiliser une fusion entre le SVM et le CODA. Les paramètres suivants ont été utilisés pour configurer CODA : les filtres de convolution sont des filtres 5x5, les cartes sont sous-échantillonnées par un max-pooling dans un voisinage 4x4. Une étude sur le nombre de filtres et le nombre de neurones a été effectuée. Par défaut, les expériences effectuées utilisent 16 noyaux et 400 neurones sur la couche cachée, sur des niveaux de gris normalisés. Les SVM utilisent des descripteurs HOG.
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Figure 7.5 – Les deux chaînes algorithmiques utilisées contenant des autoencodeurs convolutionnels discriminants. Le SVM sélection des fenêtres, qui servent ensuite d’entrée à l’algorithme CODA.

7.3.2 Architecture de détection : utilisation des couches intermédiaires comme descripteurs

Il est également possible d’utiliser les CODA afin d’apprendre de nouveaux descripteurs. En effet, les couches de convolution et de sous-échantillonnage sont une information de plus haut niveau que les niveaux de gris et peuvent par là même servir de primitives pour un algorithme de classification. Ainsi, une fois l’apprentissage terminé, il est possible de ne conserver que les cartes de descripteurs ou leurs projectés dans l’espace latent. Ces expériences permettent également de décorrêler l’apprentissage de primitive (plutôt effectuée par la couche de convolution), de l’apprentissage de classifieur (plutôt présent dans l’autoencodeur discriminant central). Nous notons Desc1 le descripteur issu des cartes de descripteurs et Desc2 celui issu de leurs projetés dans l’espace latent. Ces deux descripteurs sont normalisés à une norme unitaire, afin d’être correctement conditionnés pour le SVM. Les deux possibilités sont illustrées en Fig. 7.6.

7.4 Résultats

7.4.1 Résultats en détection : architecture complète

L’évolution de l’AP selon le nombre de neurones est représentée Fig. 7.7, droite. Le nombre de neurones de la couche centrale doit être suffisamment élevé pour ne pas trop compresser l’information. Lorsque trop de neurones sont ajoutés, le temps de calcul devient prohibitif. Cependant, la courbe suggère qu’un nombre de neurones plus grand permettrait de continuer à gagner en performances.
L’évolution de l’AP selon le nombre de noyaux est représenté en Fig. 7.7, à gauche. De même que pour les noyaux, un nombre de filtres trop faible ne permet pas d’obtenir des performances intéressantes. Il semblerait cependant qu’augmenter le nombre de noyaux permettrait d’augmenter légèrement les performances, mais le plafond semble presque atteint.

Quelques filtres appris sont visibles figure 7.8. Les filtres restent bruités après leur
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Table 7.1 – Résultats sur la base VeDAI de l’algorithme SVM-CODA

<table>
<thead>
<tr>
<th>Détecteur</th>
<th>mAP</th>
<th>Rappel @ 0.01 FPPI</th>
<th>Rappel @ 0.1 FPPI</th>
<th>Rappel @ 1 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (1er étage)</td>
<td>58.9±3.5</td>
<td>13.2±5.1</td>
<td>30.4±3.9</td>
<td>72.1±4.1</td>
</tr>
<tr>
<td>SVM fusion AE Discriminant</td>
<td>69.6±3.4</td>
<td>20.4±6.2</td>
<td>49.0±3.6</td>
<td>80.3±3.1</td>
</tr>
<tr>
<td>SVM suivi de CODA</td>
<td>58.2±4.4</td>
<td>10.0±4.9</td>
<td>34.0±6.2</td>
<td>71.1±5.0</td>
</tr>
<tr>
<td>SVM fusion CODA</td>
<td>66.8±3.7</td>
<td>20.0±5.2</td>
<td>41.6±3.8</td>
<td>77.5±5.2</td>
</tr>
</tbody>
</table>

Les résultats de détection sont présentés en Tab. 7.1. L’algorithme CODA seul ne permet pas d’apporter un gain en performances, en effet ses performances sont similaires à celle du HOG+SVM. Ainsi, aucune information n’est perdue alors que seuls les niveaux de gris sont utilisés, mais aucun gain n’en est retiré directement. La fusion entre CODA et HOG+SVM permet en revanche de gagner en performances et ce sur tous les indicateurs (+6.9% de mAP par exemple). Cependant, il faut noter que cette amélioration n’est pas aussi bonne que celle apportée par les autoencodeurs discriminants, comme rappelé dans le tableau de résultats.

7.4.2 Résultats en détection : utilisation des descripteurs

La Fig. 7.9 (gauche) montre la convergence de l’architecture CODA, pour 400 neurones et 16 noyaux et la compare à la convergence de Desc1+SVM et Desc2+SVM. Si la performance de CODA et de Desc1+SVM sature, un effet de sur-apprentissage est visible sur Desc2. En effet, la performance associée à Desc2 diminue au delà de 100 itérations.

Il est possible d’analyser la dimensionalité intrinsèque de la carte de descripteur obtenue après convergence d’un CODA. La Fig. 7.9 (droite) montre que la carte de descripteurs contient une information relativement redondante. En effet, l’utilisation d’une ACP sur cette carte permet d’obtenir des résultats similaires en ayant une dimension optimisation. La différence entre leur initialisation et leur état final indique que ces filtres convergent entre autres vers des filtres de gradients ou des structures présentant un ou plusieurs pics, une ou plusieurs bandes. Étonnamment, cette convergence n’a pas besoin d’être terminée pour atteindre le plafond de performances.
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plus réduite. Il est donc possible de diviser par 3 (environ) la taille du descripteur pour une performance équivalente.

Figure 7.9 – Gauche : convergence de l’architecture CODA, que ce soit en tant que classifieur ou les couches intermédiaires. Droite : Dimensionnalité de la carte de descripteurs. Cette figure présente l’évolution de la performance après une étape de réduction de dimension sur le descripteur Desc1. Etude menée sur un seul fold.

La comparaison entre autoencodeur convolutionnel discriminant et non discriminant est illustrée en Tab. 7.2. L’autoencodeur dit positif est un autoencodeur convolutionnel appris uniquement pour diminuer l’erreur de reconstruction des positifs. L’autoencodeur dit mélange est un autoencodeur convolutionnel appris pour diminuer l’erreur de reconstruction des positifs et des négatifs, ayant pour but de les plonger dans l’espace latent.

Pour ce qui est de l’autoencodeur positif, il est notable que pour le Desc1 les résultats sont moins bons en AP, identiques pour les taux FPPI élevés, mais meilleurs pour les taux de FPPI faibles (0.01FPPI). Cependant, étant donné que le rappel à 0.01 FPPI est un des indicateurs les moins fiables (forts écarts types), il semblerait que l’autoencodeur positif est moins bon que l’autoencodeur CODA. Nous retrouvons d’ailleurs ce comportement lorsque nous comparons le HOG+SVM et Desc1+SVM. Cependant, comme montré en Tab. 7.3, en moyenne sur les 10 folds, le HOG+SVM est équivalent pour cet indicateur. Enfin, en ce qui concerne le descripteur dans l’espace latent (Desc2), la discrimination apporte un gain en performance certain.

Pour l’autoencodeur mélange, les performances sont clairement plus mauvaises et ce quels que soient les indicateurs. Le mélange des positifs et des négatifs ne crée pas de filtres de convolution qui peuvent extraire des caractéristiques discriminantes. De plus, la projection dans l’espace latent ne rend le mélange des caractéristiques que plus effectif.

Ainsi, l’aspect discriminant permet d’obtenir de meilleurs descripteurs.

<table>
<thead>
<tr>
<th>Détecteur</th>
<th>Type d’apprentissage</th>
<th>AP</th>
<th>Rappel @ 0.01 FPPI</th>
<th>Rappel @ 0.1 FPPI</th>
<th>Rappel @ 1 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (1er étage)</td>
<td>—</td>
<td>60.0%</td>
<td>9.8%</td>
<td>27.3%</td>
<td>77.0%</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc1+SVM</td>
<td>discriminant</td>
<td>63.9%</td>
<td>6.9%</td>
<td>31.9%</td>
<td>76.5%</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc1+SVM</td>
<td>positif</td>
<td>49.9%</td>
<td>15.1%</td>
<td>32.9%</td>
<td>75.1%</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc1+SVM</td>
<td>mélange</td>
<td>44.6%</td>
<td>6.1%</td>
<td>18.0%</td>
<td>64.4%</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc2+SVM</td>
<td>discriminant</td>
<td>59.4%</td>
<td>7.2%</td>
<td>29.9%</td>
<td>75.7%</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc2+SVM</td>
<td>positif</td>
<td>54.0%</td>
<td>7.5%</td>
<td>21.7%</td>
<td>71.4%</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc2+SVM</td>
<td>mélange</td>
<td>36.6%</td>
<td>3.1%</td>
<td>11.2%</td>
<td>44.8%</td>
</tr>
</tbody>
</table>

Table 7.2 – Comparaison de Desc1 et Desc2, appris avec des autoencodeurs discriminants, positifs ou mélanges. Expérience effectuée sur VeDAI, sur le fold 1.
Les résultats des différentes chaînes algorithmiques sont présentés en Tab. 7.3. Desc1 est légèrement plus efficace que l’utilisation d’un HOG, tout en encodant une information différente. Leur fusion permet d’obtenir un résultat significativement meilleur.

À l’inverse, Desc2 ne permet pas d’obtenir de meilleures performances, il y a donc une dégradation de l’information entre la carte des descripteurs et la projection dans l’espace latent. Cependant, la fusion permet de gagner quelques points, sans pour atteindre des performances équivalentes à celles de Desc1.

La concaténation de Desc1 et Desc2 ne permet pas d’augmenter les performances atteintes par Desc1. Ce résultat est attendu du fait que Desc2 n’est qu’une forme réduite de Desc1 et a des performances inférieures.

Enfin, les résultats indiquent que la chaîne Desc1+SVM est pratiquement équivalente à utiliser l’architecture CODA totale, en conséquence la partie description de l’architecture semble apporter l’information supplémentaire qui permet d’atteindre de meilleures performances.

### Tableau 7.3 – Résultats sur la base VeDAI de l’algorithme SVM-CODA

<table>
<thead>
<tr>
<th>Détecteur</th>
<th>mAP</th>
<th>Rappel à 0.01 FPPI</th>
<th>Rappel à 0.1 FPPI</th>
<th>Rappel à 1 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (1er étage)</td>
<td>58.9±3.5</td>
<td>11.2±5.1</td>
<td>30.4±3.9</td>
<td>72.1±4.1</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc1+SVM</td>
<td>60.3±3.7</td>
<td>12.2±5.9</td>
<td>34.6±4.8</td>
<td>71.3±3.8</td>
</tr>
<tr>
<td>HOG+SVM suivi Desc2+SVM</td>
<td>57.9±6.5</td>
<td>9.9±5.5</td>
<td>29.8±3.5</td>
<td>71.3±4.2</td>
</tr>
<tr>
<td>HOG+SVM fusion Desc1+SVM</td>
<td>60.3±4.4</td>
<td>11.7±5.1</td>
<td>32.9±3.8</td>
<td>73.8±4.2</td>
</tr>
<tr>
<td>HOG+SVM fusion Desc1+Desc2+SVM</td>
<td>66.0±3.7</td>
<td>18.7±7.8</td>
<td>44.2±2.6</td>
<td>77.5±4.8</td>
</tr>
<tr>
<td>HOG+SVM fusion Desc2+SVM</td>
<td>57.9±6.5</td>
<td>9.9±5.5</td>
<td>29.8±3.5</td>
<td>71.3±4.2</td>
</tr>
<tr>
<td>HOG+SVM fusion [Desc1 Desc2]+SVM</td>
<td>65.7±4.4</td>
<td>18.7±7.8</td>
<td>44.2±2.6</td>
<td>78.1±5.6</td>
</tr>
<tr>
<td>SVM fusion CODA</td>
<td>65.8±3.7</td>
<td><strong>20.0±5.2</strong></td>
<td>41.0±3.8</td>
<td>77.5±3.2</td>
</tr>
</tbody>
</table>

### 7.4.3 Temps de traitement

Un des points durs rencontrés lors des expériences sur les CODA est le temps d’apprentissage. Tab. 7.4 présente le temps d’apprentissage sur une itération, en sachant que nous avons effectué toutes nos expériences avec un minimum de 400 itérations afin d’avoir l’assurance de la convergence. Les temps sont donnés pour une implémentation Matlab, mono processeur. La complexité théorique est linéaire en nombre de neurones et en nombre de filtres, ce qui est retrouvé expérimentalement.

La Tab. 7.5 donne un aperçu de l’influence de la dimension du descripteur sur le temps d’apprentissage. La complexité théorique est linéaire en fonction du nombre de neurones, mais les résultats montrent que si la différence est effective, le coût fixe est assez élevé (aux alentours de 100 ms minimum).

Il est notable que les temps d’apprentissage sont longs dès que le nombre de noyaux et de neurones devient élevé (plus de 5 jours pour 400 itérations). Une implémentation par GPU permettrait de gagner en temps de traitement.

### Tableau 7.4 – CODA : temps d’exécution (TE), par itération en secondes et par fenêtre en millisecondes, pour un même ensemble de descripteurs. Résultats calculés sur 10 itérations successives.

<table>
<thead>
<tr>
<th></th>
<th>nombre de neurones</th>
<th>4 noyaux</th>
<th>8 noyaux</th>
<th>16 noyaux</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE 1 itération (s)</td>
<td>100</td>
<td>116±21</td>
<td>230±23</td>
<td>492±30</td>
</tr>
<tr>
<td>TE 1 itération (s)</td>
<td>400</td>
<td>269±</td>
<td>688±52</td>
<td>1339±94</td>
</tr>
<tr>
<td>TE par fenêtre (ms)</td>
<td>400</td>
<td>30±4</td>
<td>60±6</td>
<td>130±8</td>
</tr>
<tr>
<td>TE par fenêtre (ms)</td>
<td>100</td>
<td>71±6</td>
<td>181±14</td>
<td>353±25</td>
</tr>
</tbody>
</table>
7.5. CONCLUSIONS

Dans ce chapitre, nous avons développé une extension de l’autoencodeur discriminant afin d’apprendre les descripteurs en même temps que le classifieur. Nous avons pu voir que cette approche permet de créer des descripteurs complémentaires des histogrammes de gradients et permettent d’améliorer les performances.

L’étude du nombre de filtres et du nombre d’itérations nous permet d’espérer des résultats meilleurs, cependant, une implémentation plus optimale (en particulier en utilisant des GPU) serait essentielle pour pouvoir effectuer des simulations dans des temps raisonnables. De même, une réduction du temps de traitement permettrait d’étudier les paramètres tels que la taille des filtres, le type de ré-échantillonnage ou encore la taille des différents voisinages.

Enfin, les descripteurs appris grâce aux CODA sont plus performants, mais il semblerait que l’apprentissage des non linéarités du problème par le classifieur (résultats de l’AED) est plus effectif. En effet, les résultats obtenus par CODA sont inférieurs à ceux d’une architecture HOG+AED.

Développer de nouvelles approches, tant sur les descripteurs que sur les classifiants permet de gagner en performance. Cependant, si le taux de détection est fortement amélioré par les différentes méthodes proposées, il reste assez bas. Il semble donc difficile, en conservant une logique purement basée sur une approche d’opposition entre les véhicules et toutes les autres images, d’atteindre des performances beaucoup plus élevées, du moins sans exemples supplémentaires. Ainsi, des approches utilisant les caractéristiques de l’image de test semblent indiquées comme pistes d’amélioration.
CHAPITRE 7. RÉSEAUX CONVOLUTIONELS DISCRIMINANTS
Chapitre 8

Caractérisation du fond d’une image

Dans les chapitres précédents, nous avons étudié la problématique de détection dans le but de trouver un objet dans une image. Toutes les techniques présentées permettent d’obtenir des taux de détection élevés, mais uniquement pour des taux de faux positifs par image également élevés, ainsi que présenté en Fig. 8.1. En conséquence, la difficulté principale du problème réside dans les nombreux faux positifs, qui sont difficilement discernables des objets pour les différents algorithmes, que ce soit à cause des descripteurs ou des classifieurs, chacun exprimant des hypothèses sur le fond ou les objets à détecter.

Dans ce chapitre, nous présentons des travaux portant sur la caractérisation de fond des images de test pour améliorer la détection. Au lieu de se baser sur les caractéristiques de l’objet à détecter, nous travaillons ici sur les caractéristiques du fond, dans une image de test. Le but de ces expériences est d’utiliser les a priori de régularité du fond afin de faire baisser le taux de faux positifs. Étant donné qu’une méthode de détection de fond ne nous affirme pas que ce qui est détecté est un véhicule, il faut la coupler avec une méthode de détection. Dans tout le chapitre, nous avons utilisé un détecteur HOG+SVM à 12 racines, en travaillant sur la classe ‘slv’.


Figure 8.1 – Rappel en fonction du FPPI, configuration HOG+SVM à 12 racines.
Figure 8.2 – VeDAI : quelques fonds caractéristiques présentant des redondances.

8.1 Étude des faux positifs et analyse des fonds

Les faux positifs des différentes méthodes contiennent un certain nombre de structures qui pourraient être éliminées au vu de leur redondance dans l’image, comme illustré par les fonds présentés en Fig. 8.2. Les faux positifs peuvent se séparer en différentes grandes catégories, comme présenté en Fig. 8.3. Nous trouvons bien sûr les quelques exemples proches de l’ellipse de détection (Proche) ou d’autres classes de véhicules (Hors classe). Le pourcentage de ces faux positifs est faible, comme analysé dans le Chap. 4. Les ombres des véhicules (Ombre), un peu plus éloignées du centre du véhicule, forment un autre ensemble de faux positifs, mais celui-ci reste également faible.

Les structures rectangulaires d’une part et les velux et cheminées d’autre part représentent une forte ressemblance avec les véhicules et ils constituent logiquement deux grands ensembles de faux positifs. La différence entre ces deux ensembles réside dans le fait que les structures rectangulaires sont souvent isolées dans l’image, tandis que les velux et cheminées sont assez redondants, les toitures industrielles étant assez uniformes et les différentes maisons d’un même quartier résidentiel ayant des fenêtres identiques.

Les arbres et les craquelures sont des textures qui peuvent avoir de forts gradients, qui peuvent donner dans l’espace des descripteurs des primitives proches de celles des véhicules. Nous en retrouvons logiquement dans les faux positifs. Cependant, si il y a parfois des forêts, les faux positifs bien notés sont sur les arbres isolés. À l’inverse, les craquelures sont des faux positifs redondants dans une image.

Enfin, les marquages au sol, comme les places de parking par exemple, sont fortement contrastés (blanc sur noir) et ont souvent la propriété d’être de la même largeur (approximativement) que les véhicules à détecter.

Afin de diminuer le nombre de faux positifs, nous pouvons estimer que les structures telles que les marquages au sol, les velux, certains arbres et les craquelures, sont des structures redondantes dans les images. Nous avons donc souhaité développer une approche qui repère les éléments qui constituent le fond, directement sur l’image à traiter et les élimine lors d’une fusion des scores.
8.2 Expériences préliminaires

8.2.1 Saillance par résidu spectral

Dans un premier temps, nous avons testé une méthode de calcul de saillance par résidu spectral [74]. La méthode part du fait qu’une image naturelle présente un spectre de Fourier qui varie en $1/f$. Les auteurs introduisent la notion de résidu spectral, défini ainsi :

$$ R(f) = L_{moy}(f) - L(f) $$

(8.1)

avec $L_{moy}$ le spectre logarithmique moyen de l’image et $L(f)$ le spectre logarithmique de l’image. Intuitivement, il s’agit de supprimer les fréquences caractéristiques du fond pour se concentrer sur les parties caractéristiques de l’image. L’image est ensuite reconstruite à partir du résidu spectral, par transformée de Fourier inverse. Nous obtenons alors une carte de saillance, habituellement lissée par une gaussienne.

La Fig. 8.4 présente deux résultats obtenus par l’algorithme de saillance par résidu spectral. Nous observons que sur des images simples, la saillance fonctionne très bien. En revanche, sur des images plus complexes, les véhicules ne sont absolument pas détectés.

Les performances exhaustives sont présentées en Tab. 8.1. Ce tableau montre qu’utiliser un a priori de saillance dégrade les performances. Ce résultat est attendu d’après les images présentées dans la Fig. 8.4. En effet, comme la saillance rehausse particulièrement des parties de l’image qui ne sont pas des véhicules et ne remonte les notes des véhicules que dans des cas où une méthode HOG+SVM effectue déjà de bonnes performances, l’algorithme n’apporte pas d’information discriminante.
Figure 8.4 – Analyse de deux images, une sur fond simple et une sur fond complexe. À gauche, l’image d’origine, à droite l’image de saillance calculée par résidu spectral.

<table>
<thead>
<tr>
<th></th>
<th>mAP</th>
<th>0.01 FPPI</th>
<th>0.1 FPPI</th>
<th>1 FPPI</th>
<th>10 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG+SVM perte</td>
<td>72.9</td>
<td>20.8</td>
<td>45.0</td>
<td>72.5</td>
<td>90.5</td>
</tr>
</tbody>
</table>

Table 8.1 – Pertes de performances en utilisant un a priori de saillance par résidu spectral.

8.2.2 Apprentissage par SVM-OneClass

Une autre solution envisagée a été d’utiliser un SVM-OneClass pour apprendre les caractéristiques du fond. Une fois le SVM appris, chacun des descripteurs est noté par sa marge, qui nous donne une note de proximité au fond. Les premiers résultats sont présentés en Fig. 8.5. Nous pouvons voir que le SVM-OneClass ne fait pas ressortir les structures qu’un observateur humain pourrait considérer comme naturellement saillantes et, plus particulièrement, il considère la plupart du temps les véhicules comme des élé-
8.3 Clustering de fond

8.3.1 Algorithme

Afin d’éliminer les structures redondantes dans une image à traiter, la méthode suivante a été conçue, puis testée. Les descripteurs sont tout d’abord densément extraits de l’image. Ensuite, une étape de clustering est appliquée à ces classifieurs, afin d’obtenir une base représentative des éléments de fonds. Finalement, chaque descripteur obtient un score qui correspond à sa plus proche distance à cette base d’éléments de fond. Ainsi, un descripteur proche sera considéré comme du fond, tandis qu’un descripteur éloigné sera considéré comme un élément saillant.

La technique de clustering appliquée est l’algorithme des K-moyennes [2]. C’est un algorithme itératif sur les données, qui converge vers un minimum local. Il minimise la distance intra-cluster \( D \) définie telle que :

\[
D = \sum_{i=1}^{K} \sum_{X \in C_i} ||X - M_i||^2
\]  

(8.2)

avec \( C_i \) le cluster \( i \), \( X \) un élément de ce cluster et \( M_i \) son barycentre. Un des choix les plus importants est le nombre de clusters. Différents critères existent dans la littérature sur
la manière de le fixer, nous avons choisi le critère de Ball-Hall [3]. Le critère de Calinski-Harabasz [9], plus utilisé dans le clustering, s’est avéré peu efficace en grandes dimensions. Nous définissons la distance intra-cluster ou *Within Group Scatter Sum* (WGSS) du cluster \( C_k \) comme étant :

\[
WGSS^k = \sum_{X_i \in C_k} ||\mu_k - X_i||^2
\] (8.3)

Cette quantité donne la dispersion dans un cluster. Le critère de Ball-Hall pour \( K \) clusters se définit tel que :

\[
C_{Ball-Hall}(K) = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\text{Card}(C_k)} WGSS^k
\] (8.4)

Le clustering s’arrête lorsque le critère se stabilise.

La distance d’un descripteur au cluster le plus proche est ensuite calculée comme suit :

\[
D(X_i) = \min_{j \in 1..K} (||X_i - M_j||^2)
\] (8.5)

puis convertie en score normalisé sur l’image :

\[
sc(X_i) = \frac{(D(X_i) - \mu(D(X)))}{\sigma(D(X))}
\] (8.6)

avec \( \mu(D(X)) \) la moyenne des distances sur l’image et \( \sigma(D(X)) \) l’écart type des distances sur l’image. Enfin, la fusion avec la méthode de détection de véhicules est effectuée soit par une fusion linéaire, soit par une fusion multiplicative.

### 8.3.2 Résultats qualitatifs

L’une des difficultés principales est la détermination du nombre optimal de clusters.

La Fig. 8.6 présente l’évolution de la distance intra-cluster (WGSS) en fonction du nombre de clusters. Trois parties sont à distinguer dans la courbe. En premier lieu, une forte décroissance est observée, due au fait que les structures principales de l’image sont segmentées. Puis une décroissance plus faible est observable, où les clusters sont plus proches les uns des autres mais la segmentation fait encore la différence. Enfin, une décroissance linéaire termine la courbe. Cette dernière partie correspond à de la sur-segmentation. Le critère de Ball-Hall a une décroissance forte lorsque \( K \) est faible, puis le critère est presque constant lorsqu’une sur-segmentation intervient.

La Fig. 8.7 montre les différents résultats de segmentation en fonction du nombre de clusters. Pour 2 clusters, les deux principales structures que sont l’eau et la terre sont bien segmentées. Nous observons de nombreux points saillants, certains d’entre eux font partie de structures encore assez grandes. Pour 20 clusters, en revanche, le ponton et une partie de la route ont des scores qui ont diminués. Finalement, ajouter plus de clusters, en passant à 40, ne donne pas vraiment plus d’information, nous observons une forte sur-segmentation de l’eau et des champs par exemple, sans pour autant que les scores ne changent franchement.

### 8.3.3 Résultats quantitatifs

Une analyse des faux positifs nous montre en Tab. 8.3 que l’algorithme permet effectivement de réduire le taux de faux positifs tels que les craquelures, les marquages
8.3. CLUSTERING DE FOND

Figure 8.6 – Décroissance de la distance intra-cluster (WGSS) en fonction du nombre de clusters, en effectuant un algorithme de K-moyennes.

Figure 8.7 – Illustration du résultat des K-moyennes sur une image, en utilisant respectivement 2, 20 et 40 clusters. En haut, chaque couleur de l’image représente un indice de cluster, en bas, l’image représente les scores par K-moyennes associés. La couleur rouge indique un élément éloigné des clusters, le bleu indique un élément proche des clusters. À gauche, image d’origine.

Table 8.2 – Résultats de la fusion d’un algorithme par K-moyennes et de la technique de détection de référence. Fusion par somme pondérée et par multiplication.

<table>
<thead>
<tr>
<th></th>
<th>mAP</th>
<th>0.001 FPPI</th>
<th>0.01 FPPI</th>
<th>0.1 FPPI</th>
<th>1 FPPI</th>
<th>10 FPPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG+SVM</td>
<td>68.4±2.4</td>
<td>10.1±6.4</td>
<td>19.0±5.1</td>
<td>40.8±4.9</td>
<td>69.4±2.6</td>
<td>89.1±1.9</td>
</tr>
<tr>
<td>HOG+SVM + K-moyennes</td>
<td>68.7±2.4</td>
<td>12.6±6.8</td>
<td>20.6±5.4</td>
<td>40.3±4.4</td>
<td>69.1±3.3</td>
<td>89.5±2.5</td>
</tr>
<tr>
<td>HOG+SVM + K-moyennes (gain)</td>
<td>0.3±2.4</td>
<td>2.5±3.2</td>
<td>1.5±3.3</td>
<td>-0.4±2.3</td>
<td>-0.4±1.7</td>
<td>0.2±0.5</td>
</tr>
<tr>
<td>HOG+SVM x K-moyennes</td>
<td>65.2±2.4</td>
<td>13.4±6.8</td>
<td>16.5±5.4</td>
<td>38.1±3.1</td>
<td>69.6±2.9</td>
<td>80.0±2.9</td>
</tr>
</tbody>
</table>

au sol ou encore les velux/cheminées. Le nombre de faux positifs n’ayant aucune structure précise diminue également, leur proximité avec d’autres éléments du fond étant fort
Table 8.3 – Analyse des 250 faux positifs à plus haut score, avec et sans la méthode d’apprentissage de fond.

probable. Logiquement, les autres types de faux positifs augmentent, tels que les motifs spécifiques, ce qui est également attendu du point de vue de la méthode.

Les résultats sur les indicateurs de performances sont présentés en Tab. 8.2. Dans le cas de la fusion additive, la mAP s’améliore légèrement ainsi que les taux de détection pour des taux très faibles de FPPI. Cependant, pour des taux de FPPI élevés, la méthode dégrade les performances. Ainsi, la méthode permet d’abaisser efficacement le nombre de faux positifs à haut score, mais en ce qui concerne les faux positifs à bas score, la méthode a tendance à ne pas être efficace. Pour ce qui est de la fusion multiplicative, l’amélioration sur les taux de FPPI bas est encore présente, de même que la dégradation sur les taux élevés. En revanche la mAP est finalement dégradée.

8.4 Conclusions

Dans ce chapitre, nous avons proposé d’utiliser l’image testée lors de la détection pour en retirer des informations relatives au fond et ainsi baisser le nombre de faux positifs à haut score. Nous avons tout d’abord étudié brièvement deux méthodes simples, une utilisant la saillance par résidu spectral, puis une autre utilisant un SVM-OneClass. Ces deux méthodes ne donnant pas de résultats probants, nous avons développé une méthode basée sur le clustering de l’image en différentes structures, afin d’en extraire les points singuliers.

Cette technique permet effectivement de baisser le nombre de faux positifs à haut score, mais elle rehausse certains négatifs à bas score. Une étude plus poussée de la fusion des scores (utilisation en cascade, fusion bayésienne ou encore utilisation de fonctions de croyance pour quantifier l’ignorance) permettrait certainement d’améliorer les résultats.
Chapitre 9

Conclusions et perspectives

Cette thèse présente nos travaux sur la Détection et Reconnaissance de véhicules faiblement résolus dans des images aériennes. Après avoir implanté et évalué des méthodes classiques de Détection et Reconnaissance, nous avons proposé différentes techniques visant à prendre en compte les spécificités de notre problème. Nous avons développé une approche découplant les fonds des véhicules, en utilisant deux modèles distincts. Dans un second temps, nous avons développé un modèle d’apprentissage de variétés discriminantes, les autoencodeurs discriminants et leurs différentes variations. Enfin, nous avons proposé une méthode reposant sur des propriétés statistiques des images pour faciliter la détection des véhicules. Dans un premier temps, nous reprenons chaque contribution présentée dans cette thèse et nous complétons par ses limitations et ses développements possibles. Dans un second temps, nous proposons quelques perspectives et pistes possibles sur le sujet. La liste des publications effectuées au cours de cette thèse est située en Annexe E.

9.1 La base de données VeDAI

9.1.1 Contributions

Au cours de notre étude, nous avons conçu et mis en place une base de données permettant d’évaluer des algorithmes de Détection sur des images aériennes, dans lesquelles les véhicules sont faiblement résolus. Cette base de données est fournie avec à la fois des annotations riches, mais également un protocole de test rigoureux et un ensemble de performances d’algorithmes de référence, qui permettent à la communauté de proposer d’autres algorithmes et de les comparer efficacement.

9.1.2 Limitations et pistes d’amélioration

Si la base de données VeDAI permet d’avoir un bon point de repère pour l’évaluation d’algorithmes de Détection et Reconnaissance et contient beaucoup d’images annotées, elle reste très en deçà de ce qui peut être proposé par des grands challenges comme Imagenet (14 millions d’images). Malgré la grande disparité des fonds proposés, seuls une ville et ses alentours ont été annotés, les images présentent ainsi des similarités non négligeables, qui permettent d’assurer une certaine robustesse statistique d’un ensemble de fond à un autre ensemble de fond. Pour les véhicules, certaines classes ne présentent que peu de modèles différents (en particulier les tracteurs). Enfin, les vues sont uniquement verticales.
Afin de disposer d’une meilleure analyse, il serait intéressant d’évaluer l’apport de plus d’exemples dans cette base, afin de connaître l’impact de l’ajout d’exemples lors d’un apprentissage. De plus, il serait possible d’agrémenter la base avec différentes sources afin de comparer l’évolution des performances en fonction des capteurs et contextes étudiés. Enfin, il reste à étudier le cas où les images ne sont pas uniquement en vue verticale.

9.2 La détection autoencodeur contre ACP

9.2.1 Contributions

Étant donné que nous travaillons sur les véhicules faiblement résolus dans un environnement ouvert, nous avons proposé une approche basée sur le découplage entre l’apprentissage du fond et celui des véhicules. Cette méthode utilise un autoencodeur comme modèle génératif de véhicules et une Analyse en Composantes Principales pour modéliser les fonds. Cette méthode fonctionne quels que soient les descripteurs choisis et améliore les résultats d’une détection par des méthodes de l’état de l’art dans des conditions identiques. Nous avons démontré par là que modéliser l’objet d’intérêt différemment de son environnement permet de gagner en performance.

9.2.2 Limitations et pistes d’amélioration

La détection AE contre ACP permet d’obtenir de bon résultats. Cependant, cette méthode nécessite de nombreux exemples afin de fonctionner mieux qu’une méthode par SVM. Enfin, elle sous-entend que les fonds de la base disponible et les fonds étudiés lors de la phase de tests ont des propriétés statistiques identiques, ce qui est le cas pour VeDAI, mais peut ne pas être le cas dans une application industrielle. L’apprentissage de fond doit alors être effectué de nouveau.

Les non linéarités sont apprises par la méthode AE contre ACP. Cependant, un découpage des non linéarités principales par un changement dans la structure du modèle permet d’avoir de meilleurs résultats. L’étude sur une base de données ayant également des vues obliques, où le nombre de racines risque d’être élevé, serait à effectuer. De plus, la modélisation du fond se base sur les mêmes descripteurs que ceux des véhicules. Il pourrait être intéressant d’utiliser des représentations différentes.

9.3 L’autoencodeur discriminant

9.3.1 Contributions

Nous avons conçu et développé une méthode de classification par autoencodeur discriminant. Le principe est d’apprendre à reconstruire correctement une classe de positifs (dans notre cas des véhicules), tout en reconstruisant mal l’ensemble des négatifs (fonds). Nous avons également proposé une extension du concept en multi-classes, qui permet d’effectuer la classification équivalente à plusieurs autoencodeurs discriminants, mais en utilisant jusqu’à deux fois moins d’opérations. Cet algorithme permet d’obtenir de bonnes performances en Détection ainsi qu’en Reconnaissance, équivalentes à celles d’un SVM non linéaire. De plus tant en phase d’apprentissage qu’en phase de test, sa complexité est plus faible que ce dernier, permettant un passage à l’échelle (augmentation du nombre d’exemples d’apprentissage) et une détection plus rapide.
9.4. L’AUTOENCODEUR DISCRIMINANT CONVOLUTIONEL

9.4.1 Contributions

Nous avons également conçu une première extension de l’autoencodeur discriminant, qui est l’autoencodeur discriminant convolutionel. Il permet à la fois d’apprendre un classifieur efficace, mais également d’apprendre des descripteurs qui extraient des données pertinentes à partir des informations disponibles.

9.4.2 Limitations et pistes d’amélioration

La limitation principale des autoencodeurs discriminants convolutionels est leur coût en temps de calcul sans architecture processeur dédiée, tant pour l’apprentissage que pour le test. De plus, tout comme pour les autoencodeurs discriminants, les paramètres de marge, nombre de neurones et nombre de filtres sont à ajuster, chaque paramétrage entraînant un coût supplémentaire en calcul. Une extension multi-classes reste à évaluer. Enfin, pour atteindre de meilleures performances, il semble tout indiqué d’utiliser plus de couches cachées, afin de se rapprocher de l’apprentissage profond (Deep Learning en anglais).

9.5 Apprentissage en ligne des caractéristiques du fond

9.5.1 Contributions

Nous avons proposé d’utiliser les propriétés statistiques de l’image de test afin de diminuer le taux de fausses alarmes. Nous avons montré que l’utilisation d’algorithmes simples comme de la saillance ou un SVM OneClass ne semblent pas apporter de résultats intéressants. Nous avons développé une approche fondée sur la redondance de certains éléments dans une image de test afin de détecter les éléments appartenant au fond.

9.5.2 Limitations et pistes d’amélioration

La technique développée nécessite encore des améliorations, en particulier en ce qui concerne la fusion des scores. En effet, les scores obtenus par cette méthode n’ont pas les mêmes propriétés que des scores données par une chaîne algorithmique de détection,
étant donné qu’ils correspondent à une quantification de l’appartenance aux structures redondantes de l’image et non à la catégorie d’objet à détecter.

Enfin, de même que pour la méthode AE contre ACP, il pourrait être intéressant d’utiliser une méthode de représentation différente de l’image pour cette technique de celle utilisée par les algorithmes de détection de véhicules.

9.6 Perspectives

En plus de la continuation des contributions présentées dans cette thèse, d’autres travaux connexes peuvent être abordés en lien avec les problématiques de Détection et Reconnaissance de véhicules en imagerie aérienne.

9.6.1 Apprentissage avec peu d’exemples

Dans le cadre des missions opérationnelles, il est possible de disposer de quelques clichés de reconnaissance, en nombre limité. Ces clichés pourraient être exploités en deux applications. Tout d’abord, en l’absence de véhicules, ils pourraient permettre une adaptation des modèles de fonds disponibles. À l’inverse, en présence d’un véhicule inconnu, il serait possible d’intégrer ces images afin d’obtenir un modèle complet le plus proche de la réalité. Ces deux problématiques sont deux facettes d’un même problème : la généralisation à partir de peu d’exemples. La base VeDAI peut servir d’évaluation de ce genre de méthode, par exemple en apprenant la classe ‘car’ et, à l’aide d’une seule image de tracteur, apprendre un détecteur de tracteur.

Les travaux effectués dans cette optique ont débuté avec [116]. Depuis, diverses techniques ont été développées à cette fin, comme [39], qui émet l’hypothèse que les objets ont des apparences semblables ou [4], qui apprend une classe d’objet entière en utilisant un seul exemple grâce aux entrainements précédents. Plus récemment, les travaux de [170] se basent sur la modélisation des similarités entre les classes d’objets et [143] utilise une architecture profonde fondée sur des RBM et des processus de Dirichlet hiérarchiques afin de modéliser les corrélations entre les descripteurs bas niveaux de différentes catégories d’objet.

9.6.2 Transfert de domaine entre images synthétiques et images réelles

Un des défis les plus importants dans l’apprentissage est la qualité et la quantité des données disponibles. Une manière efficace d’obtenir un grand nombre de données annotées automatiquement de manière fiable est d’utiliser des modèles de simulation et de synthèse. Cependant, aussi fidèles que puissent être les modèles physiques, les images de synthèses n’ont pas une représentativité tout à fait exacte de la réalité. Ainsi, transférer un apprentissage (transfert learning) effectué sur un grand nombre d’images de synthèse afin d’obtenir les meilleurs performances possibles sur des images réelles est un axe de recherche qui doit être creusé. De même, il pourrait être possible d’utiliser des images réelles afin d’affiner la modélisation offertes par les images synthétiques, comme dans les travaux de [100] qui évaluent les méthodes de classification en rapport avec des images synthétisées ou de [176] qui propose différentes techniques de génération de nouvelles données dans le but de faire de la classification.
9.6.3 Réseaux profonds (Deep Learning)

Les travaux utilisant les SVM donnent de bons résultats depuis des années pour la détection d’objets, mais un tournant est en train d’être pris avec les réseaux convolutionnels qui battent systématiquement les approches classiques dans les challenges récents, comme nous l’avons évoqué tout au long de ce manuscrit ([153, 124, 150, 151, 57]). L’adaptation de telles architectures, conçues pour de la reconnaissance d’objets assez résolus, n’a pas encore été effectuée.

De plus, au cours de cette thèse nous avons développé des approches à base de réseaux de neurones multi-couches, mais nous n’avons pas utilisé d’architecture dite profonde, c’est-à-dire disposant de beaucoup de couches cachées, en raison principalement du temps imparti et du peu d’exemples d’apprentissage disponibles. Le formalisme développé (autoencodage discriminants ou convolutionnels discriminants) s’étend à des réseaux plus profonds, en conséquence, il semblerait naturel de l’appliquer à des architectures comprenant plus de couches cachées. Cette application nécessiterait une implémentation plus efficace, à base d’hardwares massivement parallèles comme des GPU ou des supercalculateurs.
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Annexe A

Table des symboles

Cette annexe présente les différents symboles utilisés dans les schémas de cette thèse, ainsi que leur signification.

<table>
<thead>
<tr>
<th>Symbole</th>
<th>Signification</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Symbole 1" /></td>
<td>Extraction des descripteurs difficiles, conservés après un premier classifieur</td>
</tr>
<tr>
<td><img src="image2.png" alt="Symbole 2" /></td>
<td>Niveau de gris des fenêtres difficiles, conservées après un premier classifieur</td>
</tr>
<tr>
<td><img src="image3.png" alt="Symbole 3" /></td>
<td>Template Matching</td>
</tr>
<tr>
<td><img src="image4.png" alt="Symbole 4" /></td>
<td>Mélange de Gaussiennes</td>
</tr>
<tr>
<td><img src="image5.png" alt="Symbole 5" /></td>
<td>Séparateur à Vaste Marge</td>
</tr>
<tr>
<td><img src="image6.png" alt="Symbole 6" /></td>
<td>ACP suivie d’une reconstruction</td>
</tr>
<tr>
<td><img src="image7.png" alt="Symbole 7" /></td>
<td>Autoencodeur Classique</td>
</tr>
<tr>
<td><img src="image8.png" alt="Symbole 8" /></td>
<td>Autoencodeur Discriminant</td>
</tr>
<tr>
<td><img src="image9.png" alt="Symbole 9" /></td>
<td>Carte de convolution, premier étage d’un Autoencodeur Discriminant Convolutionel</td>
</tr>
<tr>
<td><img src="image10.png" alt="Symbole 10" /></td>
<td>Carte de convolution suivie par la projection dans l’espace latent par un Autoencodeur Discriminant Convolutionel</td>
</tr>
<tr>
<td>Parcours par fenêtre glissante</td>
<td>Résultats d’un algorithme de détection</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>Fusion linéaire ou multiplicative</td>
<td></td>
</tr>
</tbody>
</table>
Annexe B

Images VeDAI

Cette annexe présente différents exemples de fonds.
<table>
<thead>
<tr>
<th>Zone Industrielle</th>
<th>Zone Urbaine</th>
<th>Régulier</th>
<th>Résidentiel Rural</th>
<th>Routes</th>
<th>Uni</th>
<th>Chantier</th>
<th>Eau</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
</tr>
<tr>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
</tr>
<tr>
<td><img src="image17" alt="Image" /></td>
<td><img src="image18" alt="Image" /></td>
<td><img src="image19" alt="Image" /></td>
<td><img src="image20" alt="Image" /></td>
<td><img src="image21" alt="Image" /></td>
<td><img src="image22" alt="Image" /></td>
<td><img src="image23" alt="Image" /></td>
<td><img src="image24" alt="Image" /></td>
</tr>
<tr>
<td><img src="image25" alt="Image" /></td>
<td><img src="image26" alt="Image" /></td>
<td><img src="image27" alt="Image" /></td>
<td><img src="image28" alt="Image" /></td>
<td><img src="image29" alt="Image" /></td>
<td><img src="image30" alt="Image" /></td>
<td><img src="image31" alt="Image" /></td>
<td><img src="image32" alt="Image" /></td>
</tr>
</tbody>
</table>
Annexe C

Présentation de la base Sagem et étude des performances de chaînes algorithmiques classiques

Annexe Confidentielle Sagem.
Annexe D

Étude des algorithmes par variétés génératives sur la base Sagem

Annexe Confidentielle Sagem.
Annexe E

Liste des publications
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