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A brief overview of the kinetics of phase separation in polymer solutions and gels is presented. Small angle light scattering measurements of the time evolution of the structure factor following a quench into the spinodal region for polystyrene cyclohexane solutions show several unusual features as compared to either polymer blends or simple binary liquid mixtures. Nonlinearities appear to be important right from the beginning and the scaling behavior in the intermediate stages indicates the formation of ramified domains. The mobility varies with time, so that the phase separation process slows down as time proceeds. Similar experiments in gelatin solutions in a mixture of water and methanol show the effects of simultaneous occurrence of phase separation and gelation. The most dramatic effect is the pinning of the phase separated morphology at some intermediate stage in the unstable region of the phase diagram upon gelation. The final domain size depends strongly on the quench temperature.

1. Introduction

Phase separation and gelation in polymeric systems are of technological as well as fundamental interest. The equilibrium aspects of phase separation phenomena have been extensively studied both in polymer blends and solutions [1,2]. The initial process of phase separation usually occurs via the mechanisms of either nucleation or spinodal decomposition [3,4] and is followed by coarsening processes which ultimately result in the formation of two or more distinct phases.
The kinetics of these processes governs the ultimate morphology, and hence properties, of composite polymer materials. For example the process of immersion precipitation [5] to prepare polymeric membranes involves the simultaneous occurrence of phase separation of the polymer from the solvent component and aggregation or gelation. Thus the process and the ultimate structure of the membrane produced is controlled by the kinetics of phase separation and aggregation. Similarly in the preparation of polymeric composites it is very common to be in a situation where the two polymeric components may phase separate. Phase separation is commonly used to achieve fractionation. On the other hand, by preventing phase separation it is possible to prepare homogeneous films of two incompatible polymers by dissolving in a common good solvent and then evaporating the solvent. Rapid cooling of concentrated polymeric solutions to dry ice and/or liquid nitrogen temperatures can lead to reversible, physical gelation where microcrystallites or microdomains are linked together. An understanding of the kinetics of the different phase separation mechanisms is clearly needed to achieve optimal control in fabrication processes which require one to either prevent phase separation or to promote the formation of phase separated domains. If one knows the time evolution of the domains, then it is feasible to stop the phase separation process at any desired morphology, for example by inducing a crosslinking reaction to pin the morphology of the domain [6].

The kinetics of spinodal decomposition process in symmetric linear polymer blends has been extensively studied both experimentally [7–12] and theoretically [13–16]. Nucleation in such systems has also been studied [17].

Although phase separation processes in polymer solutions are important technologically and solutions display a wide range of structural and dynamic behavior [18], relatively little work has been done on the kinetics of phase separation in solutions [19–21]. Furthermore, in systems capable of undergoing a sol-gel transition simultaneously with phase separation [22] we have found that the phase separation kinetics is significantly affected by the gelation process and that the system is arrested in a micro-phase separated state [23]. In such systems phase separation can also induce gelation.

2. General Background on Phase Separation Kinetics

It is well known that when a binary mixture is quenched to a temperature which lies in the 2-phase region of the temperature-composition phase diagram it will eventually phase separate into two distinct phases of composition \( C_p \) and \( C_r \) as shown in Fig. 1. Depending on whether the final temperature lies in the metastable or unstable part of the phase diagram the phase separation initially proceeds via the processes of nucleation or spinodal decomposition [3,4], respectively.

![Figure 1. Temperature-composition phase diagram showing the coexistence curve (solid line) and the spinodal curve (dashed). The unstable (u) and metastable (m) regions are labelled. A quench to a temperature T eventually produces two phases of compositions, \( C_p \) and \( C_r \).](image-url)
In the process of nucleation the initial mechanism involves the formation of droplets whose composition is that of the minority phase (either $C_p$ or $C_r$) and whose size is greater than some critical size. These droplets grow and eventually coalesce to produce two distinct phases. Spinodal decomposition, on the other hand, involves the formation of a connected, bi-continuous structure and the concentration difference $\delta c$ gradually evolves to the equilibrium composition difference $(C_r - C_p)$. The distinction between nucleation and spinodal decomposition is not necessarily sharp; a well defined pseudo-spinodal only exists in systems with long range interactions. At the spinodal temperature the second derivative of the free energy with respect to composition goes to zero and thus the scattered light intensity diverges upon approaching the spinodal temperature from the one phase region. If a sample in the one phase region is suddenly quenched to a temperature below $T_s$, the spinodal temperature, concentration fluctuations beyond a critical wavelength begin to grow spontaneously. However, because rapid spatial variations in composition cost interfacial energy while the growth of long length scale fluctuations is limited by diffusion, a characteristic length scale is established in the system. Experimentally this can be seen by the appearance of a diffraction ring whose diameter is related to the characteristic length scale.

A convenient way of describing this is in terms of the structure factor $S(q, t)$, which is the spatial Fourier transform of the correlation of the concentration fluctuations $\langle \delta c(r, t) \delta c(0, t) \rangle$, and is directly proportional to the scattered intensity measured at a scattering angle $\theta$. Here $q = (4\pi/\lambda) \sin(\theta/2)$ denotes the magnitude of the scattering vector, with $\lambda$ the wavelength of the incident beam in the sample. The hallmark of spinodal decomposition is then the appearance of a peak in $S(q, t)$ at $q = q_m$ where $q_m$ is inversely proportional to the characteristic domain size at which concentration fluctuations are most pronounced. As the process of spinodal decomposition proceeds $q_m$ decreases (the domains grow in size) and $S(q_m, t)$ increases (the concentration difference increases) as shown in Fig. 2. Ultimately in spinodal decomposition, as in nucleation, the initial domains thus produced grow (coarsen) and eventually coalesce and segregate to produce two distinct equilibrium phases.

Figure 2. Kinetics of spinodal decomposition measured by SALS on a 3 million molecular weight solution of polystyrene in cyclohexane of critical composition (1%). (a) Time evolution of the structure factor over the entire duration of the experiment. (b) The early stages of the time evolution showing the peak position shifting from the earliest time. (c) The position of the maximum in the structure factor $q_m$ as a function of time showing the unusual rapid growth at early times followed by power-law growth. Data for different quenches is shown with the length and time scales normalized by the characteristic inverse correlation length and time constant for each temperature. Details can be found in Lal and Bansil (1991).
It is common to discuss the process of spinodal decomposition in three stages; early, intermediate and late stages. In the early stages the mean-field linear theory [15,24,25] predicts that concentration fluctuations on the length scale of the correlation length $\xi$ grow exponentially following a temperature or pressure quench with an inverse time constant $\tau(q) = Dq^2(1-q^2/(2q_m^2))$, where $D$ is a mobility and $q_m = \xi^{-1}$. Short wavelength (i.e., high $q$) fluctuations relax exponentially. Several light-scattering studies have found relatively good agreement with linear theory predictions during the early stages of spinodal decomposition [8,10,26].

As concentration differences approach their equilibrium value and domains begin to form, interactions between fluctuations at different wavenumbers can no longer be neglected and the non-linear Cahn Hilliard equation describes the kinetics. While this regime has been extensively observed, there is currently no analytical solution of this nonlinear equation and the only possibilities at present are to either iterate this equation numerically [27,28] or to use the approximate decoupling scheme of Langer et al [29]. Once $\delta c$ reaches the equilibrium concentration difference, the kinetics is dominated by the coarsening of domains [4]. In this late stage regime, power law scaling behavior and structure factor scaling is expected theoretically [4] and has been widely observed [10,12,30]. The position of the structure factor peak $q_m$ grows as $q_m \sim t^\alpha$, the maximum of the peak itself grows as $S(q_m, t) \sim t^\beta$ and the structure factor $S(q, t)$ can be scaled into a time-independent function $F(q/q_m) = q_m^\beta S(q, t)$. The theoretically predicted values of the exponents $\alpha$ and $\beta$ of $1/3$ and 1, have been observed in computer simulations [27,28] and in a number of light scattering studies of homopolymer blend phase separation kinetics [10,12,30,31]. Higher exponents for $\alpha$ have been predicted theoretically and observed when hydrodynamic effects come into play [32,33] or when surface effects due to the presence of walls and finite sample sizes become important [34,35]. Wetting effects are probably responsible for growth exponent $\alpha = 1.5$ seen in the mixture of two low-molecular weight polymeric liquids [36].

3. Phase Separation in Polymer Solutions

The phase behavior of polymer solutions is more complicated than that of blends due to the big disparity in the size of the two components—the polymer and the solvent molecule—and the unusual effects of polymer-solvent interactions on chain conformation and dynamics. The decreasing interpenetration of polymer chains with decreasing concentration limits the usefulness of mean-field approaches. The Flory interaction parameter $\chi$ must often be taken to be a function of composition in order to fit the asymmetric phase diagrams [37] and the critical exponents which describe the approach to $T_c$ are those characteristic of Ising models rather than mean-field values [38-40]. Since the correlation length, the radius of gyration and diffusional dynamics of polymers depends on the concentration, temperature and the $\chi$ parameter, it follows that the phase separation kinetics must be effected as well; the mean-field linear theory approach to the early-stage spinodal decomposition process may not be as successful as in blends. Importance of hydrodynamic effects and the change in diffusional mechanisms as the concentration evolves during phase separation may alter the scaling behavior found in late stages as compared to blends.

(i) Kinetics of nucleation in polymer solutions

Studies of nucleation in polystyrene-cyclohexane (PS-CH) solutions near the coexistence curve [41] revealed a significant difference in the growth rate and size distribution of droplets for two samples whose concentrations lay on either side of the critical point. This work and the recent experiments of Nakata and Kawate [42] clearly show the suppression of both the nucleation and droplet growth rate for polymer-poor droplets growing in a polymer-rich solution. Very recent theoretical results [43] confirm our suggestion that these observations are related to the large difference in the viscoelastic properties of the two phases.

(ii) Kinetics of spinodal decomposition in polymer solutions

Early work on spinodal decomposition in polymer solutions [19] focussed only on the growth of the peak intensity with time and analysis it in terms of the linear Cahn-Hilliard model. In our
recent small angle light scattering (SALS) experiments on PS-CH [20], the time evolution of the entire structure factor was measured for both critical and off-critical quenches for two different molecular weights (cf. Fig. 2). The spinodal curve was determined using static and dynamic light scattering techniques. Several unusual features were seen in the kinetics as compared to either polymer blends or low molecular weight binary fluid mixtures. For example, although the data showed an initial exponential increase in intensity, yet the peak position shifted toward smaller wavenumber even at the earliest times measured. An extensive intermediate regime was observed where the exponents of power-law growth varied continuously (cf. Fig. 2).

We found an unusual scaling behavior of \( S(q,t) \) depending on the quench depth. For shallow quenches where most of the data is in the intermediate regime, a time independent scaling function \( q_m^d S(q/q_m,t) \) could be obtained, although \( d \sim 2 \), instead of the usual value of \( d = 3 \) predicted for late stage scaling. We believe that this result may indicate that the interfaces between the forming domains are ramified in this time regime. On the other hand, we observed late-stage scaling of the structure factor with \( d = 3 \) for deep quenches, suggesting that in these cases well defined domains with sharp interfaces are formed. The late stage scaling function, \( F(q) \sim q^{-4} \) which is characteristic of Porod scattering with well formed domains instead of the percolating structure predicted by Furukawa [44] for critical quenches into the spinodal regime. Similar results were obtained by Wiltzius et al [11] in polymer blends. However, for the intermediate stage data the \( q \)-dependence of the normalized structure factor was also unusual, \( F(q) \sim q^{-3.5} \), suggestive of a diffuse (perhaps fractal) interface.

The exponents characterizing the effective power law growth of the characteristic wavenumber \( q_m \) also show differences between the intermediate and late stages. At late stages the exponent was close to 1/3 which is in agreement with the results on polymer blends and also with the predictions of droplet growth models [31,46]. However in the intermediate stages the exponent varied with quench depth and was close to 1/2. Exponents greater than 1/3 are usually attributed to the effects of hydrodynamic interactions [32] and in normal binary fluid mixtures observed in the late stages of the phase separation process [3,46,47]. In contrast, our results suggest that in dilute polymer solutions hydrodynamic interactions may be important in the early stages.

We suggest that in a dilute solution the initial stages of phase separation occur with a Zimm-like diffusion where hydrodynamic interactions are important. As phase separation proceeds the polymer molecules are predominantly in regions of higher concentrations where entanglements cause hydrodynamic screening and thus the late stage growth is characteristic of droplet or cluster-cluster growth. To further test this hypothesis we examined the growth law exponents in an off-critical high molecular weight PS-CH solution \( (M_w = 3 \times 10^6, c = 7\%) \) where hydrodynamic interactions would be screened right from the beginning. Here we found that the mean-field exponents provide a better fit to the divergence of the correlation length on approaching the spinodal. Results on the time evolution of the structure factor are shown in Fig. 3 for three different quench temperatures. We found that the growth kinetics for the quench to 303.35 K (Fig. 3c), which is just above the spinodal, was essentially the same as that for the quenches below the spinodal (Fig. 3a, b). Thus there seems to be a gradual transition from the metastable to the unstable region in the vicinity of the spinodal, with behavior on either side of the mean field spinodal line being the same. With this sample we were able to follow the kinetics from early to late stages for the deepest quench (300.5K) and as shown in Fig. 3d the inverse of the domain size, \( q_m \sim t^{-\alpha} \) with \( \alpha \) close to 0.25 at early times (characteristic of Langer Bar-on Miller model) followed by \( \alpha = 1/3 \) (characteristic of the Lifshitz-Slyozov growth mechanism) and eventually crossing over to \( \alpha = 1 \) in late stages when hydrodynamic effects cannot be neglected.

In order to better understand the morphology of the late-stage domain coarsening process, we used video microscopy to examine the kinetics in real space. For off-critical quenches, as shown in Fig. 4a-f, we can clearly observe the change from a connected (ramified) morphology to isolated compact domains. The effects of the walls of the thin sample cell can also be clearly
Figure 3. Time evolution of the scattered intensity following a quench to different temperatures in the two-phase region for an off-critical solution of polystyrene cyclohexane (7% solution of $M_w = 3 \times 10^6$). The data shown in (a) and (b) are for temperatures below the spinodal, 300.5 and 301.0 K, respectively. (c) Similar results are obtained for a quench to 303.35K, which is above the spinodal, i.e. in the metastable region. (d) The time-dependence of the peak position $q_m$ for the quench to 300.5 K showing the variation of the power-law growth exponent from 1/4 in the early stages to 1 at late stages.

observed at late stages, where bubbles of diameter equal to the cell thickness (0.1mm) form. Faint outlines of these large bubbles appear simultaneously with well defined smaller droplets. The coalescence of smaller droplets is clearly visible. In late stages it appears that the small droplets get incorporated into the pre-existing larger bubbles. When the larger bubbles coalesce the domains become highly ellipsoidal, suggesting that while the in-plane dimension increases, growth in the dimension perpendicular to the surface of the cell is limited to the thickness and this determines the size of the minor axis of the ellipsoid of revolution. Analysis of the characteristic size of the domains shows a growth with an exponent close to 1/3 for the smaller droplets and a higher exponent of 1/2 for the larger bubbles.

4. Phase Separation in Polymer Gels

Gelation of polymer solutions involves a connectivity phase transition which causes the viscosity to diverge at the gel point. Since binary phase separation is driven by a diffusive process it is very likely that the onset of gelation would drastically slow down the kinetics of the phase separation process. The question of how crosslinking affects phase separation is particularly important
Figure 4. A series of time lapse pictures showing the evolution of the structure in a 7%, 3.1 million molecular weight Polystyrene-Cyclohexane solution quenched to 29.3°C. A connected structure is clearly evident at 10 minutes (a) after the quench. The pinching off of domains becomes more and more distinct as time evolves, as shown in figures b, c, d, e, and f (at times 30 minutes, 1.9 hours, 2.75 hours, 4.33 hours, and 6.2 hours, respectively), with individual bubbles growing to the width of the cell (0.1mm) in figure f. The length scale for figures a-c is 1 cm = 0.04mm and for figures d-f is 1 cm = 0.06mm.

for processes where one wishes to control the morphology of a polymeric product by inducing crosslinking during the phase separation process. In these situations the behavior may be quite dependent on the nature of the crosslink, i.e., whether it is a permanent covalent crosslink or a
temperature reversible weak bond.

Many biopolymers as well as synthetic polymers form temperature reversible, physical gels [48,49]. In such systems it is possible to choose a solvent such that the sol-gel transition occurs in the same temperature regime as liquid-liquid phase separation. This leads to a coupling of the two transitions and micro-phase separated gels are produced. Since the sol-gel line depends on concentration, gelation can be induced in the polymer-rich regions formed during the process of phase separation; the occurrence of gelation pins the phase separation process leading to microphase separated regions. This phenomenon is the basic principle underlying the technology of preparing macroporous membranes by immersion precipitation [5].

The equilibrium thermodynamics of micro-phase separation in the synthetic, reversible (i.e., physical) polymer gels has been extensively studied in recent years both theoretically [50,51] and experimentally [22,52-57]. Since the morphology of these gels is kinetically controlled we have recently investigated the kinetics of this coupled phenomenon using gelatin in water + methanol where phase separation and gelation occur in a very convenient temperature range (20 - 35 C) [23].

Falling-ball micro-viscometry was used to determine the kinetics of the sol-gel transition and also to determine the behavior of time to gel, \( \tau_{gel}(T) \), as a function of quench temperature. Static and dynamic light scattering techniques [58] were used to determine the equilibrium phase diagram and spinodal temperature. Small angle light scattering was used to measure the time evolution of the structure-factor following a quench below the spinodal temperature.

We found that the kinetics of phase separation depends very strongly on temperature; and for deep quenches where the rates of phase separation and gelation are comparable, the phase separation process does not go to completion.

For deep quenches after the onset of gelation, \( k_m \) remains unchanged with time, while the peak intensity exhibits a slow growth. The final domain size, \( k_{final}^{-1} \), at which the phase separating morphology becomes pinned decreases with increasing quench depth (see Fig. 5a,b).

The influence of gelation on phase separation can be seen in optical micrographs which reveal the network structure and well-formed domains of high and low contrast corresponding to variation in polymer concentration (Fig. 5c). Since the sample does not phase separate fully into two distinct phases the early stage percolating structure characteristic of the spinodal decomposition process is pinned due to the onset of gelation. This is in stark contrast to the morphology seen in the phase separating polystyrene solutions (Fig. 4), where isolated domains develop from the initial percolating structure and these droplets ultimately coalesce to form two macroscopic phases.

In an effort to determine whether spinodal decomposition plays a role in the technological process of immersion precipitation [5] we prepared such a membrane by immersing a 16% aqueous solution of gelatin into a methanol bath. The resulting membrane was removed from the methanol bath after 8 minutes and quenched in a liquid-nitrogen bath to preserve the structure. The membranes were dried under vacuum and then sputtered with a 200Å layer of gold. The morphology of the dried membranes was examined with an Etec Autoscan Scanning Electron Microscope. The electron micrographs clearly reveal a connected structure with well-defined micron-sized pores in a network of gelatin fibers (see Fig. 5d). By comparing with Fig. 5c, it is clear that such a structure can result by spinodal decomposition coupled to a gelation process. Similar structure of gelatin networks has been observed at higher magnification in electron micrographs of gelatin films cast from aqueous solutions [59].

5. Conclusion

While studies of spinodal decomposition kinetics in polymer solutions are still very recent, the brief overview presented here shows that differences with kinetics of both symmetric polymer blends and low molecular weight binary fluid mixtures are becoming apparent. Nonlinearities appear to be more important in the early stages in the solutions and, in the intermediate stages,
Figure 5. Kinetics of spinodal decomposition in a 7% solution of gelatin in water-methanol mixture quenched to different temperatures below the spinodal. (a) Time dependence of the maximum in the structure factor, $q_m$ (units of $\mu m^{-1}$). (b) Temperature dependence of the maximum, $q_f$ and time, $t_f$ at which domain growth stops due to gelation. (c) Optical micrograph with a 40X magnification showing the morphology of the phase separated domains 24 hours after the sample was quenched to 22 C. The connected morphology characteristic of spinodal decomposition is preserved due to gelation, leaving the sample in a micro-phase separated state. (d) A scanning electron micrograph of an immersion precipitate membrane made from gelatin showing a highly connected porous structure with gelatin fibers and micron sized holes.

Our results indicate that the domains are ramified. The mobility varies with time, so that the process of phase separation slows down as time proceeds. Some of the effects are related to the asymmetry of the phase diagram and the very different rheological properties of the two phases. The unusual features of the kinetics in a dilute solution are probably related to the crossover from Zimm dynamics in the dilute solution to Rouse and reptation behavior as the phase separation
process leads to the formation of domains of high polymer concentration. It is clear that a study of polymer mixtures where the molecular weight ratio of the components is systematically tuned should provide insight into the crossover from mean-field like behavior of the symmetric polymer blend to nonlinear behavior characteristic of polymer solutions.

In solutions capable of gelling the phase separation process is arrested at some intermediate state, pinning the morphology of the sample. The strong temperature dependence of this phenomenon suggests that by controlling the temperature it should be possible to control the morphology from either isolated domains to connected domains.

The results also show that the linear theory does not describe the experiments in polymer solutions. At present we are testing the applicability of non-linear approaches to describe the spinodal decomposition kinetics in polymer solutions and gels. Specifically we are considering the Langer, Bar-on, Miller (LBM) decoupling scheme [29] with free energy functions appropriate for polymer solutions to see if the non-linearities included in this model are sufficient to explain the experimentally observed non-linear effects at early and intermediate times.

Another solution is to use numerical integration [28] to solve the non-linear Cahn Hilliard equation. We have used this approach in investigating the simultaneous gelation and phase separation kinetics [60]. Results for 2-dimensional calculations show all the features observed in the experiments on gelatin, namely the pinning of structure factor and the pronounced temperature dependence of the final wavevector at which domain growth stops.
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