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Abstract. — The entropic depletion force, in colloids, arises when large particles are placed in a solution of smaller ones, and sterically constrained to avoid them. We calculate the interaction between two flat plates or large hard spheres (of radius \( R \)) in a solution of small and polydisperse hard spheres (of average diameter \( \tilde{\sigma} \ll R \)) to second order in small sphere concentration. We find that the effect of polydispersity is to generally smoothen out the depletion force while maintaining the recently predicted repulsive barrier, but for high polydispersities, the repulsion could be eventually wiped out.

1. Introduction

In the past years, suspensions consisting of colloid-polymer and colloid-colloid mixtures have attracted considerable attention as a result of their rich phase behaviour [1]. The phase transitions in these systems arise from the non-additivity of the excluded volumes leading to the so-called depletion interaction. This depletion interaction was first recognized and formulated for a number of cases by Asakura and Oosawa [2]. Their results can be viewed as the first order approximation of a viral expansion in depletant concentration. More recently, work has been done [3,4] to extend this calculations to second and third orders. A notable result is that at second order, the depletion forces can be repulsive, leading to a barrier in the depletion potential. This may have significant consequences on mixture phase behaviour, and in some extreme cases, allow kinetic stabilization.

In this paper we investigate the effect of polydispersity, by considering the depletion interaction between two large spheres (of radius \( R \)) caused by polydisperse hard spheres of average diameter \( \tilde{\sigma} \ll R \), bulk number density distribution \( n(\sigma) \) and volume fraction \( \phi \). We give below a generalized evaluation of the depletion force to second order in \( \phi \), and then a discussion of the results for different polydisperse systems.

2. Method

Our calculation method generalizes that of reference [4]. We first find the depletion force, \( f_p(h) \) per unit area between two infinite parallel plates, at separation \( h \); the force \( f_b \) between two large spheres of radius \( R \gg \tilde{\sigma} \) then follows by the Derjaguin approximation [5]:

\[
f_b(h) = -\pi R \int_{\infty}^{h} f_p(h')dh'.
\]
from which the depletion potential \( W_s \) can be obtained:

\[
W_s(h) = \int_h^\infty f_s(h')dh'
\]  

(2)

To calculate \( f_p \) to second order in sphere concentration we invoke the formula due to Henderson [6], which states that the net force per unit area on a hard plate immersed in a solution of spheres is given by the differential contact density of the solute particles:

\[
f_p = k_B T(n_+ - n_-)
\]  

(3)

where \( n_\pm = \int_0^\infty n_\pm(\sigma)\,d\sigma \)  

(4)

represent the total contact densities of particles on inside and outside of the plate respectively. (The contact density of hard spheres of diameter \( \sigma \), \( n_\pm(\sigma) \), is defined as the limit, as \( \epsilon \to 0 \), of the number per unit volume \( n \) of \( \sigma \) sized particle centres, evaluated at a distance \( \sigma/2 + \epsilon \) from the plate.)

Next we develop an argument that will enable us to obtain \( n_\pm(\sigma) \) to second order in \( n(\sigma) \). Suppose we put our system of particles and parallel plates in contact with a hypothetical reservoir, in which spheres are exempt from mutual excluded-volume interactions. We first relate the density in the reservoir \( n_{\text{res}}(\sigma_1) \), to that in the bulk \( n(\sigma_1) \) for particles with diameter \( \sigma_1 \). Imagine an infinitesimal volume centered at position \( r \) in the bulk solution, in which we consider placing (the centre of) a sphere of diameter \( \sigma_1 \). This would exclude from a volume \( B_{12} = \pi(\sigma_1 + \sigma_2)^3/6 \), the centre of another sphere with diameter \( \sigma_2 \). The presence of our proposed sphere at \( r \) is permitted only if the volume \( B_{12} \) is empty of a second particle: the probability of which is given, to first order, as \( 1 - \int_0^\infty n(\sigma_2)B_{12}d\sigma_2 \). We argue that, if \( B_{12} \) is empty the density at \( r \) is \( n_{\text{res}}(\sigma_1) \), otherwise it is zero. Hence \( n(\sigma_1) = n_{\text{res}}(\sigma_1)(1 - \int_0^\infty n(\sigma_2)B_{12}d\sigma_2) \). This is essentially the idea behind Widom’s potential distribution theorem [7]. Inverting this relation, keeping terms up to second order in \( n(\sigma) \), gives:

\[
n_{\text{res}}(\sigma_1) = n(\sigma_1)
\begin{align*}
(1 + \int_0^\infty n(\sigma_2)B_{12}d\sigma_2)
\end{align*}
\]  

(5)

Now consider a position \( r \) a distance \( \sigma_1/2 \) away from the plate, so that the density of \( \sigma_1 \)-sized spheres at \( r \) becomes the contact density of spheres of that size. In the case of two parallel plates separated by \( h \), following the same argument as above gives the contact densities for the outer and inner side of one plate:

\[
n_-(\sigma_1) = n_{\text{res}}(\sigma_1)
\begin{align*}
(1 - \int_0^\infty n(\sigma_2)\Omega_{12}d\sigma_2)
\end{align*}
\]  

(6)

\[
n_+(\sigma_1) = n_{\text{res}}(\sigma_1)
\begin{align*}
(1 - \int_0^h n(\sigma_2)(\Omega_{12} - \omega_{12})d\sigma_2)
\end{align*}
\]  

(7)

where \( \Omega_{12}, \omega_{12} \), shown in Figure 1, define new exclusion volumes between two particles. It is simple to show, from the geometry, that \( \Omega_{12} = \pi\sigma_1^3(\sigma_1 + 3\sigma_2)/6 \); and if \( \sigma_1 + \sigma_2 > h \), \( \omega_{12} = \pi(\sigma_1 + \sigma_2 - h)^3(\sigma_1 + \sigma_2 + 2h)/6 \), \( \omega_{12} = 0 \) otherwise. The upper limit of \( h \) in the second equation is due to the fact that spheres of diameter larger than \( h \) cannot enter between the plates. Likewise, the equation (7) applies for \( \sigma_1 \leq h \), since \( n_+(\sigma_1) \) is simply zero for \( \sigma_1 > h \). We have kept only terms up to second order in density \( n \) in equations (6, 7).
Combining equations (3), (4), (5), (6) and (7), keeping terms up to second order in density, we obtain:

$$\frac{f_p}{k_B T} = - \int_{h}^{\infty} n(\sigma_1) \left( 1 + \int_{0}^{\infty} n(\sigma_2) (B_{12} - \Omega_{12}) d\sigma_2 \right) d\sigma_1$$

$$+ \int_{0}^{h} n(\sigma_1) \left( \int_{h - \sigma_1}^{h} n(\sigma_2) \omega_{12} d\sigma_2 + \int_{h}^{\infty} n(\sigma_2) \Omega_{12} d\sigma_2 \right) d\sigma_1$$

This is the generalized second order depletion force for any given bulk number density distribution $n(\sigma)$.

3. Results and Discussion

To illustrate the polydisperse result, equation (9), we shall consider a so called log-normal distribution (see also Ref. [8]):

$$n(\sigma) = \frac{\alpha}{\sigma} \exp \left[ - \frac{(\ln(\sigma/\bar{\sigma}) + (1/2) \ln z)^2}{2 \ln z} \right]$$

with $z = 1 + (s/\bar{\sigma})^2$, $\bar{\sigma}$ the average diameter and $s$ the standard deviation of particle diameters. Here $\alpha$ is a coefficient that must be chosen to give the right volume fraction $\phi = \int_{0}^{\infty} n(\sigma) \pi \sigma^3 d\sigma / 6$. Figure 2 shows the distribution $n(\sigma)$ for $s/\bar{\sigma} = 10\%, 20\%, 30\%, 40\%, 50\%, 80\%$, with $\phi$ chosen as 20% in each case, and Figure 3 displays their corresponding depletion force $f_p$ as given by equation (8). (All integrations were numerically evaluated using Mathematica.) The $f_p$ for the monodisperse case is also included in Figure 3 for comparison. From the plots, we can see that depletion force becomes increasingly smooth as we increase the polydispersity, with both the attractive and repulsive parts of the force diminishing. The repulsive peak moves outwards to higher separations, and eventually disappears after $s/\bar{\sigma} = 50\%$. These results may be qualitatively explained by the partial cancellation between the attractive part of depletion force due to larger spheres and the repulsive part of that due to smaller spheres.

To find the depletion potential, $W_s$, between two spheres of radius $R \gg \bar{\sigma}$, $f_p$ has to be integrated twice (1, 2). Figure 4 compares the resulting potential for five cases of different polydispersity, all having the same volume fraction $\phi = 20\%$. As we can see that $W_s$, after the
Fig 2 — Four log-normal density distributions, with $s/\bar{\sigma} = 10\%, 20\%, 30\%, 40\%, 50\%, 80\%$ and volume fractions $\phi = 20\%$

Fig 3. — Second order depletion force $f_p$ for distributions shown in Figure 2. The monodisperse case is also included here for comparison.

integrations, is even less sensitive to polydispersity than $f_p$. In this case, 20% polydispersity of small spheres reduces the repulsive peak of depletion potential by around a quarter, and the depth (not shown in Fig. 4) of the attractive depletion potential by a few percent.

For smaller volume fractions, i.e. $\phi < 20\%$, the partial cancellation mentioned earlier would be biased towards the attractive part (1st order effect) relative to the repulsive part (2nd order effect). So the repulsive depletion force vanishes more easily at lower $\phi$. Figure 5, in comparison to Figure 4, demonstrates exactly that effect at $\phi = 10\%$. For example, the $s/\bar{\sigma} = 20\%$ curve has a peak $\sim 35\%$ lower than that of the monodisperse case in Figure 5, and that reduction is only $\sim 25\%$ in Figure 4. This effect may not be so important at low $\phi$ since the depletion
Fig. 4 — The depletion potential $W_s$ between two spheres (with radius $R = 5\bar{\sigma}$, $\phi = 20\%$). Log-normal distribution with $s/\bar{\sigma} = 0\%$ (monodisperse), 10%, 20%, 30%, 40%.

Fig. 5 — The depletion potential $W_s$ between two spheres (with radius $R = 5\bar{\sigma}$, $\phi = 10\%$). Log-normal distribution with $s/\bar{\sigma} = 0\%$ (monodisperse), 10%, 20%, 30%, 40%.

barrier is anyway small.

Finally, it is interesting to consider whether the results depend strongly on the precise shape of the polydispersity. Figure 6 shows the $W_s$ for the case where small spheres have uniform number density between zero diameter and $\sigma_0$ (along with related monodisperse cases). This distribution, although rather unrealistic for colloids, has a sharp cut-off and so represents a complementary limit to the log-normal case. Comparison with earlier plots shows that the repulsive depletion force is very vulnerable to the slow tail-off in the log-normal density distribution, and a repulsive depletion force/potential is more easily observed when the depletant has a sharp cut-off diameter.
4. Summary

In this paper, we presented a general treatment for the depletion force mediated by polydisperse spheres, to second order in their concentration. We can conclude, from log-normal distribution and other simple examples, that polydispersity has the general effect of reducing depletion force, although the repulsive depletion force is quite robust against the increasing polydispersity at least at fairly high volume fractions ($\phi \approx 20\%$) for which the repulsion is strong. Beyond a density dependent threshold polydispersity, the repulsion could disappear.
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Abstract. — The approach we have developed for the \textit{ab initio} simulation of rare-gas ionic clusters is reviewed and applied to $\text{Ar}_3^+$. It is based on a DIM (Diatom In Molecules) modelling for the electronic Hamiltonian and transition dipole moments, on approximate estimations for the absorption spectrum and a HWD (Hemiquantal dynamics with the Whole DIM basis) treatment of the fragmentation dynamics. The theoretical study is devoted to three basic aspects the structure of the ions, their absorption spectrum and their fragmentation dynamics. These aspects correspond respectively to equilibrium, short time and long time dynamics. The results for $\text{Ar}_3^+$ are reviewed (structure, visible spectrum, photofragmentation dynamics, kinetic energy distribution of photofragments) and in addition new ones for the UV absorption spectrum are presented and discussed.

1. Introduction

Clusters offer the possibility to bridge the gap between molecular and condensed phase properties, simply by increasing the cluster size [1, 2]. They represent a challenge for theory which should afford to handle detailed molecular as well as the averaged solid state descriptions, with a unique approach since the evolution is continuous. The usual \textit{ab initio} techniques, fruitful for the small clusters, become rapidly prohibitive particularly if one is interested in complete studies involving both the electronics (potential energy surfaces) and the dynamics of the system. On the other hand, approximations like tight binding approaches, which are valid for the solid since they take benefit of symmetries and averages other large particle numbers, may become poor ones for the description of small clusters.

The positively ionized rare gas clusters are of particular interest in this context because they can be easily produced and selected. A large amount of experimental results [3–13] concerning their formation (ionization from the neutrals), stabilities, photoabsorption and photofragmentation properties exists. For a theoretical understanding of these results, structural as well as
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dynamical aspects are needed

One of the most important questions in this context is how the initial energy (ionization, photon, collision,...) is absorbed and relaxed in the clusters.

Recently, we have carried out a detailed study [14–20] of the Ar$_3^+$ ion. The aim of this study was twofold:

i) to address various specific physical problems such as structure, absorption spectra, photodissociation branching ratio, photofragmentation, kinetic energy distribution,...

ii) to develop the methods in order to perform similar realistic studies, including both the electronic and the dynamical aspects, for larger clusters

Our approach is only developed from the first principles (ab-initio) and combines three levels of theory:

- ab initio calculation for the initial diatomic data
- modelling of the system with DIM Hamiltonians and modelling of properties like the transition dipole moments
- dynamics involving together the nuclear degrees of freedom (often treated classically) and many electronic states (here all the electronic basis set states).

This approach may have thus a predictive character. The objectives are very similar to the Ab Initio Molecular Dynamics (AIMD) approaches [21–23]. However AIMD is actually focused on the ground electronic state and is based on SCF approaches while we are investigating physical process which involve various electronic states and have adopted a DIM like modelling DIM approaches are usually considered as semi-empirical methods. However, it should be emphasized that we use only ab initio data in the DIM approach and that the semi empirical character of our modelling made not here reference to empirical adjustments of parameters. In fact the DIM approach using ab initio effective Hamiltonians inputs leads [24] to a very powerful modelling of the electronic Hamiltonian of large systems. This modelling is able to treat ground as well as excited electronic states. It is particularly suitable for the Rg$_n^+$ clusters because the electronic basis set can be reduce to the various possible location of the charge (i.e. 3n for Ar to Xe, n for He) and the effective integrals are easily extracted from the dimer calculation. Moreover, the accuracy of this approach for Rg$_n^+$ is nowadays well established. In the Rg$_n^+$ clusters, the charge is localized in a chromophoric core which is usually Rg$_6^+$ [6,25,26,30]. These clusters can be seen as an ionic core solved by neutral atoms. Therefore the trimer cluster deserves a special attention.

In this paper, the results of our earlier studies are reviewed and some new ones presented. In Section 2, we consider the structure of Ar$_3^+$ which is of paramount importance for the dynamics. In Section 3 its absorption spectra in the visible and UV range will be presented while in Section 4 its photofragmentation dynamics will be considered. These sections correspond respectively to equilibrium without dynamics (structure of the molecule and analysis of the electronic interactions and of the shape of the potential energy surfaces), short time dynamics (photoabsorption spectra) and long time dynamics (fragmentation).

2. Structure of Ar$_3^+$

If it is clear that for the dimer the charge is delocalized on the two atoms (in a monoelectronic picture the ground state corresponds to a hole in the highest occupied antibonding orbital) the situation for the trimer is more complex. Because of the directionality of the 3p orbitals where the hole is mainly localized, the trimer is linear. But there is now a competition between two structures: a symmetry broken geometry where an ionic dimer polarizes a neutral atom and a symmetric geometry where the charge is delocalized on the tree atoms. The discussion can be
focussed on the two quantities which play a crucial role. the polarizability of the neutral atoms and the electronic resonance between the two equivalents dimeric ion forms.

The difficulty for the theoretical \textit{ab initio} prediction is that these two effects appear at different levels of the calculation. The former is present from the SCF level and is mainly sensitive to the basis set quality, while the second needs CI treatments and is rather sensitive to the CI quality level adopted. Therefore \textit{ab initio} calculations give contradictory results. At the SCF and MP2 level, the localization of the charge dominates [10], however this localization is overestimated and at least POL CI approaches are needed to recover the correct symmetric geometry [27] found by various multireference CI methods [19,28] and also by a recent MP4 calculation [29].

Recently a large CI \textit{ab initio} calculation has been performed [19] including more than thousand selected determinants for the zeroth order wave function description, 4 \times 10^4 selected determinants whose contribution to the energy were calculated variationally and about 10^9 determinants for the second order perturbative energy estimation. This calculation has revealed that the linear symmetric geometry is a true minimum of the ground state potential energy surface and that the molecule is more compact than expected. This indicates that the dominant interactions are the resonant ones which forces a complete delocalization of the charge on the three atoms.

Interestingly, the DIM approaches [15,25,30] which use effective integrals extracted from the dimer ion for the resonant interactions, all lead to a correct symmetric result for \( \text{Ar}_3^+ \). For the larger \( \text{Rg}_n^- \) clusters ions only DIM and SCF approaches are possible. The structural results for \( \text{Ar}_3^+ \) clearly argue in favor of the DIM methods. In addition, as we will see later, the DIM approach do not furnish here only a good estimation of the ground state potential energy surface, but also a complete modelling of the electronic interactions. This idea was at the origin of the HWD method and of a global strategy for realistic studies of the rare gas ions [31].

3. Absorption Spectrum

We have developed various approaches for the calculation of the \( \text{Ar}_3^+ \) absorption spectrum. In time independent methods the absorption cross section is given by the usual golden rule like relation (in atomic units)

\[
\sigma_{\varepsilon \gamma}(E) = (4\pi^2/3c)E |\psi_\gamma(E + E_0, Q)|\mu_{\gamma\gamma}(Q)|\psi_{\varepsilon\nu}(Q)|^2
\]

where \( \varepsilon \) and \( \gamma \) label the initial and final electronic state, \( E \) is the transition energy (i.e. the photon energy) and \( E_0 \) the ground state vibrational energy. \( \psi_{\varepsilon\nu}(Q) \) is the initial (bound) vibrational wave function and \( \psi_\gamma(E + E_0, Q) \) the final (continuum) one. The evaluation of this integral requires three basic quantities: the ground state vibrational wave function, the electronic transition dipole moment and the excited state vibrational wave function, the approximation of which will generate the various methods.

In our first calculation of the visible absorption spectrum [32], the continuum wave function \( \psi_\gamma(E + E_0, Q) \) was approximate by the \( \delta(Q - Q') \) function centered in \( Q' \) such that \( E + E_0 = V_\gamma(Q') \) being the excited electronic state potential. Each geometry \( Q \) contributes to the absorption spectrum at the energy \( E \) such that \( V_\gamma(Q) = E + E_0 \) by an amount of \((4\pi^2/3c)|\mu_{\gamma\gamma}(Q)|^2W_\gamma(Q)^2\). where \( W_\gamma(Q)^2 \) is the weight of this geometry in the ground state vibrational wave function. Therefore vertical transitions were assumed at each geometry and \( W_\gamma(Q)^2 \) was taken as the ground state (\( v = 0 \)) wave function amplitude \( \psi_{\varepsilon,0}(Q)^2 \). for which a product of 1D harmonic normal mode wave function was assumed.
Visible absorption spectrum for Ar$_3^+$, full line: exact 3D quantum calculation (from Ref. [20]), dashed line: estimation using a convolution of 1D spectra (from Ref. [15]), dots with error bars: experimental spectrum of reference [4]. For a better comparison of the shape, the maximum of the experimental spectrum has been normalized to the theoretical result and its position has been shifted by 10 nm.

$W_i(Q)^2 = \phi_0(Q_a)^2\phi_0(Q_b)^2\phi_0(Q_e)^2$, $Q_a$, $Q_b$ and $Q_e$ corresponding respectively to the antisymmetric stretching, the bending and the symmetric stretching normal modes of the linear molecule. In this first evaluation as well as in the following ones the transition dipole moment was determined using an original DIM like approach [15].

In a second step, instead of considering continuously the geometries $Q$, a sampling has been performed and a Wigner function weight used for $W_i(Q)^2$. In that case the moments are not free parameters but are selected according to the photon energy The relation between $E$ and $Q$ is no longer univoque and a sampling has to be performed for each photon energy. It is also possible to perform a sampling from one (or various) classical trajectories in the ground state potential energy surface, but this restricts the selection to the classically allowed geometries and the resulting weights presents maxima at the turning points. a correct behaviour for hot molecules but a wrong one at low temperature.

In a third step, the continuum wave function was better taken into account assuming for both the ground and the excited state a Hartree product of 1D vibrational wave functions. The resulting spectrum corresponds to the convolution of the 1D spectrum [15]. Finally an exact 3D full quantum calculation of the visible spectrum has been performed using a time dependent method [20].

Interestingly, for Ar$_3^+$ all these approaches lead to similar spectra in good agreement with the experiments (see Fig. 1). This allowed a clear assignment of the visible spectrum. Two transitions contribute significantly. The main peak centered around 520 nm corresponds to a $\sum_{u^+} \rightarrow \sum_{g^+}$ (in $D_{\infty h}$) transition, it is a wide (80 nm) and intense feature ($\approx 10^{-16}$ cm$^2$) in good agreement with the experimental result. The absolute intensity is overestimated by the calculation by a factor of about 3.

In a simple physical picture, this transition produces a nodal pattern to appear in the electronic charge distribution wave function. It presents thus some similarities with a color-center excitation which is dominated by an $s \rightarrow p$ transition. This transition is allowed for any distortion of the molecule and the variations of the dipole moment plays here a minor role. The 1D symmetric stretching spectrum alone is similar to the exact spectrum, an indication that this is the dominant motion during the short time dynamics which controls the shape of the main peak of the visible spectrum.

The second peak appears as a red shoulder centered around 600 nm and has a much lower
intensity. According to our calculation [15, 17], it is due to a $\sum_{u^+} \rightarrow \Pi_u$ (in $D_{\infty h}$) transition which is forbidden for the linear symmetric geometry of the $\text{Ar}_3^+$ molecule but which becomes allowed mainly through bending distortions. The corresponding transition dipole moment increases strongly with the bending distortions and the resulting spectrum is still rather intense.

A comparison between the experimental and the theoretical spectra is given in Figure 1. We notice that the theoretical spectrum corresponds to a temperature of 0 K since it involves only the ground vibrational state. We also notice that the DIM model used here predicts a linear symmetric molecule. As long as one uses the quantum vibrational wave function with its width along each coordinate, it is not necessary to invoke neither a thermal broadening nor an asymmetric geometry for the molecule or a floppy molecule. Using the DIM model for the electronic Hamiltonian and the transition moment we get a good agreement with the experimental visible spectrum for $\text{Ar}_3^+$. Such approaches receive thus a solid validation.

The approximate approaches involving vertical transitions and samplings of the initial conditions also correctly account for the visible absorption spectrum, opening the way for confident calculations of the absorption spectrum for the larger rare gas ionic clusters. It should be noticed that the quantum vibrational wave function of the ground state has always been involved in our work at least through approximate estimations. This point is important in relation with temperature effects, the width of the spectrum due to the intrinsic extension of the quantum wave function is reproduced by classical samplings at the expense of a temperature broadening effect. Therefore classical samplings lead intrinsically to an overestimation of the temperature and to a biased “thermometer” when adjustments to the experimental results are intended.

3.1. UV Spectrum. — Following our DIM approaches for both the electronic Hamiltonian and the dipole moment operators, the UV absorption spectrum corresponds to a transition to the highest state of $A'$ symmetry. $\sum_{u^+} \rightarrow \sum_{u^+}$ (in $D_{\infty h}$). This transition is forbidden at the equilibrium geometry of the molecule but is strongly enhanced by bending and antisymmetric stretching distortions. Along the antisymmetric stretching distortions we obtain a discrete absorption spectrum with largely spaced lines ($2\omega = 1094 \text{ cm}^{-1}$), while the spectrum corresponding to the bending alone is continuous and its intensity strongly increases as excited vibrational levels of the ground state are involved.

The convolution of this two 1D spectra leads to the spectrum of Figure 2 where a temperature of 40 K has been used. This spectrum presents structures related to the antisymmetric stretching vibration. However, this spectrum is much less intense (by an order of magnitude) than the experimental results of DeLuca et al. [12] which moreover structureless. These discrepancies can be related to temperature effects, since it is clear that the UV spectrum will be more intense for larger distortions on the bending and the antisymmetric stretching, the transition dipole moment increasing rapidly with this distortions. Another factor which will also contribute to broaden the structures is the averaging due to the symmetric stretching motions. It would be very interesting to check experimentally whether the absolute intensity significantly decreases with the temperature as predicted here or not.

4. Photodissociation Dynamics

An important question concerning the photodissociation of $\text{Ar}_3^+$ excited in the main visible absorption band is: why did the cluster dissociate into $\text{Ar}^+$ [3–16] instead of into the lowest dissociative channel which is $\text{Ar}_2^+$? In an attempt to answer this question and more generally to compute the branching ratio of the photofragments, one should investigate the long time dynamics of the system. In addition, since the systems starts with an excited electronic state
and may undergo electronic state transitions during the decay, one should take into account the possible nonadiabatic transitions.

For that purpose the Hemiquantal dynamics with the Whole DIM (HWD) method was proposed [31] and developed [14–18]. It allows to treat all the possible electronic states together with a classical trajectory for the nuclei. The difference with a classical trajectory approach is that we do not compute first the potential, the derivatives and eventually the nonadiabatic couplings, but propagate directly both an electronic wave function spanned by the whole electronic basis set and a trajectory. We notice that the use of a DIM basis set is not a critical point, the main point is to use the complete basis set involved for the electronic Hamiltonian instead of some selected potential energy surfaces. The main interesting features of our approach arises from the use in the propagation of the whole representation of the electronic Hamiltonian operator, let us call it a potential Hamiltonian in contrast with a potential energy surface. Such a potential Hamiltonian should satisfy the dynamical treatment requirements: reliability, rapid computation for any geometry and availables analytical derivatives. The DIM approach offers an attractive opportunity in that context. It can however be replace by a different modelling for the electronic Hamiltonian. Within the HWD method, the expectation value of the time dependent electronic wave function defines an effective potential energy surface for the nucleus trajectory. The propagation of both the electronic wave vector and the trajectory do not need any a priori knowledge, neither on the potential energy surfaces nor on their nonadiabatic couplings. For the initial wave function, we often choose an eigenvector of the electronic Hamiltonian, in which case the trajectory starts on a given adiabatic potential energy surface.

Our experience shows that there are two phases in the theoretical study. During the first one some specific trajectories are run and analyzed in order to acquire the main physical infor-
mations, during the second one statistical averages are performed in order to get quantitative specific results.

4.1. INITIAL QUALITATIVE STUDY. — The trajectories to be run and analyzed are selected from physical considerations. Here, for the photofragmentation study of \( \text{Ar}_3^+ \), we started with geometries close to equilibrium on the surfaces which present a strong transition dipole moment, namely the second and third excited state of \( A' \) symmetry (symmetric with respect to the molecular plane). This first phase gives the main physical insight on the system under study. The photoexcited \( \text{Ar}_3^+ \) ions rapidly dissociate in the \( \text{Ar}^+ + \text{Ar} + \text{Ar} \) channel, mainly along a symmetric stretching motion. Looking for specific geometries which could allow for an \( \text{Ar}_2^+ + \text{Ar} \) dissociation, we found that only strongly bent molecules starting from the first excited PES of \( A' \) symmetry dissociate in that lowest channel. An inspection of the adiabatic potential energy surfaces reveals a conical intersection between the ground and the first excited PES around the equilateral geometries. Strongly bent distortions clearly helps in order to reach these configurations and to have a chance to perform a nonadiabatic transition to the ground state in order to dissociate into the \( \text{Ar}_2^+ + \text{Ar} \) channel.

The dominant symmetric stretchung motion is related to the large gradient along this direction and very simply explains the observed bimodal kinetic energy distribution of the photofragments. The central atom remains with a nearly zero kinetic energy during the dissociation while the outer ones transform in kinetic energy the excitation energy absorbed by the \( \text{Ar}_3^+ \) molecule. The apparition of the central atom as a charged species deserves special attention. When the visible photon is absorbed in the main peak, the central atom carries no charge due to the \( \sum n^+ \) character of the electronic wave function which has the largest transition dipole moment (\( \approx 5 \text{ au} \)). The appearance of some charge on this central atom is a manifestation of nonadiabatic transitions which occur rather late during the dissociation according to our calculation (typically after 100 fs).

From only a few trajectories, we get a good insight on the photofragmentation dynamics of the \( \text{Ar}_3^+ \) ion. A sketch of this process is given in Figure 3. The molecule in the ground state is linear symmetric with nearly half the charge on the central atom (1/4, 1/2, 1/4). A visible photon is absorbed, leading to a new electronic charge distribution, there is now nearly no charge on the central atom (1/2, 0, 1/2) and large forces appear mainly along the symmetric stretching motion. The molecule explodes and only later on, as all PES become degenerate, some charge appears on the central atom.

4.2. SPECIFIC QUANTITATIVE STUDY. — The first phase brings an interesting qualitative understanding but a quantitative study requires a statistical average over thousands of trajectories. That is the objective of the second phase. We actually adress a specific observable, for example the kinetic energy distribution of the photofragments, another observable could have been their branching ratio.

The main problem is now the sampling of the initial conditions. We should have in mind that the HWD method requires not only initial conditions for the geometries and the velocities (the classical variables) but also for the electronic wave function (the quantum variables). Various possibilities can be considered. We choose to start from a given adiabatic PES, the initial electronic wave function is thus unambiguously determined. For example, for the photofragmentation study of \( \text{Ar}_3^+ \), the starting state is assumed to be the third excited state of \( A' \) symmetry (the one of \( \sum n^+ \) symmetry for the equilibrium geometry), for the branching ratio study it should be taken as the second one (which has a \( \Pi_u \) symmetry at the equilibrium geometry). This choice is guided by physical considerations. The knowledge of the transition dipole moment and the expected behaviour of the trajectory have been here determinant. We are not
Fig. 3. — Qualitative picture for the photofragmentation. The size of the p orbital illustrates the charge on the corresponding atom. a) the molecule is the ground state and has a nearly \( \sum_u^+ \) character, b) a visible photon is absorbed, the molecule is now in the excited state of nearly \( \sum_g^+ \) character, its the starting time for the fragmentation dynamics \( (t = 0) \), large repulsive forces appear for the two outer atoms, c) the molecule is exploding and the outer atoms increase their kinetic energy; d) some charge appears on the central atom \( (t \approx 100 \text{ fs}) \).

Constrain to start from an adiabatic state, any normalized initial wave function is technically acceptable. To start with an adiabatic state is a convenient and appealing choice, and up to now we have adopted it.

For the classical variables the usual samplings of molecular dynamics can be used either with a fixed energy: sampling from trajectories running on the ground state, stochastic sampling within a domain, or with a fixed temperature: Monte Carlo or Nose samplings. Boltzman weights ... Taking benefice of the knowledge of an approximate quantum vibrational wave function (Hartree product of 1D wave functions), we have adopted a Wigner like sampling where the trajectories are weighted according to their importance in phase space for the ground state. This procedure presents the advantages to take into account the classically forbidden configurations, to follow the quantum vibrational wave function and to control the energy absorbed by the molecule which is fixed by the photon energy. Thousands of HWD trajectories are then run and analysed according to the desired observable. To get the kinetic energy distribution, the kinetic energy is discretized in small intervals and the atomic fragments having the corresponding energy comptabilized. The contribution of each fragment is proportional to its final charge and its initials Wigner weight and absorption intensity factors.

The final converged result (the convergence requires here about 5000 trajectories) for an excitation at 514 nm is shown in Figure 4. As expected, there are two peaks, one at zero kinetic energy corresponding exclusively to the central atom, the other at high kinetic energy corresponding to the two outer atoms. The sign of the velocity has not been taken into account, therefore the two outer atoms contribute to the same kinetic energy peak. However it is clear
that their velocities have opposite signs and will lead to a three peak time of flight simulated spectrum. The relative ratio of the peaks area is 15% for the slow Ar\(^+\) and 85% for the fast ones. It is in reasonable agreement with the experimental result: 19% slow, 81% fast.

**Conclusion**

The agreement of the structural results for Ar\(_3\)\(^+\) with the best *ab initio* calculations together with the reasonable agreement of the calculated absorption spectra, the fragmentation ratio and the kinetic energy distribution with the well established experimental results, validates our approach for realistic general studies of the larger positive ions of rare gas clusters. This approach is based on a DIM like modelling for both the electronic Hamiltonian and the dipole moment operators, on approximate methods for the absorption spectrum estimation, and on the HWD method together with adequate samplings of the initial conditions. This approach allows for realistic dynamical simulations in both the short time scale (photoabsorption spectrum) and the long time scale (nonadiabatic transitions, dissociation, fragmentation, decay,...). We have shown that, on one hand, from a preliminary study qualitative but detailed understandings on the system can be acquired, and on the other hand that quantitatives results can be obtained from statistical averages. Both studies present an interesting predictive character since they are based on effective integrals extracted from *ab initio* calculations and require no *a priori* knowledge on the potential energy surfaces or on the dynamics of the system.

For the heavier rare gases, the spin orbit coupling is expected to play an important role for the structural aspects as well as for the short and long time scale dynamics. Work is in progress in order to generalized our approach in order to include this spin orbit interactions.
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