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Abstract. — We have studied by $^{57}$Fe Mössbauer spectroscopy and magnetic measurements the spin transition exhibited by the series: $[\text{Fe}_x\text{Co}_{1-x}(4,4'-\text{bis}-1,2,4\text{-triazole})_2\text{NCS}_2]_2\text{H}_2\text{O}$, consisting of a spin-crossover iron(II) system diluted in a high-spin cobalt(II) matrix. We performed Monte Carlo simulations of the thermal variation of the high-spin fraction, using a two-level Ising-type Hamiltonian. A good agreement with experiment is obtained by the introduction of an indirect interaction of the spin-crossover units via the non-spin crossover unit, the origin of which is discussed in steric terms.

1. Introduction

The physical nature of the cooperative interactions responsible for the abrupt transition in spin-crossover solids is still a subject of discussion. So far, macroscopic descriptions in terms of regular solutions [1] or in terms of elastic theory [2] have succeeded in explaining most of the characteristics of spin transitions: for example the conversion curve $n_{\text{HS}}(T)$, where $n_{\text{HS}}$ is the high-spin fraction, as well as $\Delta H$ and $\Delta S$, which respectively are the changes in enthalpy and entropy associated with the conversion of a mole of the spin-crossover unit.
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Here we focus on the microscopic description of the problem. We previously introduced an Ising-like model [3], adapted from previous works [4,5], which was shown to be equivalent, in the mean-field approach, to the regular solution model in the Bragg-Williams approximation [5]. Also, a microscopic counterpart of the elastic model was recently proposed [6], and was solved for the 1D case.

The Ising-like model is a two-level model including phenomenological Ising interactions. The two levels have different energies (gap $\Delta$) and degeneracies (ratio $g = g_{HS}/g_{LS}$); it is formally equivalent to a true Ising system under a temperature-dependent field [7]. The Hamiltonian is:

$$\hat{H} = \frac{\Delta}{2} \hat{\sigma}_i - \Sigma' J_{ij} \hat{\sigma}_i \cdot \hat{\sigma}_j,$$

where $\hat{\sigma}_i$ is the pseudo-spin operator, the eigenvalues of which are +1 in the HS state, −1 in the LS state; $\Sigma$ sums over molecules and $\Sigma' \Sigma$ over pairs.

We stress on the phenomenological character of the Ising-like model. The interaction parameter has not been directly measured in any case; a single attempt has been made to predict its value by calculating the energies of a pair of molecules in different spin states: Molecular Orbital calculations have been presented in Bolvin’s thesis [8] but they are not accurate enough to be really conclusive. Furthermore, it is not clear whether one can define a value of the interaction parameter between two neighbouring molecules, irrespective of the spin states of the surrounding molecules. We have undertaken the study of a diluted system in order to obtain some information concerning this difficult point.

From a general point of view, the theory of diluted systems was developed for magnetic systems, leading to the concept of percolation [9]. The value of the percolation threshold was found to be extremely sensitive to the interaction range (see [10] for example). Concerning diluted spin-crossover systems, a previous adaptation of the macroscopic elastic theory (infinite range interactions) was successful, particularly in the case of [(Fe$_2$Zn$_{1-x}$) (2-pic)$_3$]Cl$_2$.EtOH [11]. We use here an Ising-like approach solved by numerical simulations, in order to avoid the infinite-range approximation involved in the mean-field approach. On the other hand, it has been shown that the numerical simulations based on the Monte Carlo Metropolis method better reproduce the shape of the hysteresis loops [12], which here corresponds to an important aspect of the available information (due to the quasi-complete character of the conversions).

The system [Fe$_2$Co$_{1-x}$(4,4'-bis-1,2,4-triazole)$_2$(NCS)$_2$.H$_2$O, under study here, abbreviated as [Fe$_2$], has been studied over the whole composition range, by magnetic, calorimetric and Mössbauer measurements. The experimental data have been reported in [13], together with an interpretation in terms of a regular solution model, equivalent to an Ising-type mean-field approach. An essential feature is the decrease of the width of the hysteresis loop on decreasing $x$; the loop collapses below a threshold value $x_c \approx 0.4$. This value is refined in the present work, thanks to new samples; all the data are summarized in Section 2, together with the calorimetric data which are re-examined. Section 3 is devoted to a brief recall of the Monte Carlo Metropolis technique, Section 4 to the results and discussion.

At the beginning of the present work, our idea was to investigate the range of the intermolecular interactions. The results were found to depend very little on the interaction range, but to sizeably differ from the experimental data. We finally found a convenient agreement by introducing “indirect” interactions between two crossover units via a non-spin-crossover unit, by purely formal analogy to magnetic super-exchange interactions. The physical meaning of such indirect interactions is discussed in steric terms.
2. Experimental Data

In the solid state \([Fe_xCo_{1-x}(4,4'-bis-1,2,4-triazole)_2(NCS)_2]_2H_2O\), consists of layers of six-coordinated metal ions linked to each other in the equatorial plane through the \(N1, N1'\)-bridging triazole ligands, basically giving the system a 2D-character. The iron sites form, at first approximation, a square planar lattice. Magnetic and Mössbauer measurements [13] show that the thermal hysteresis loop, \(\approx 24\) K wide for \(x = 1\), rapidly narrows on decreasing \(x\), and collapses at the threshold value \(x_c \approx 0.37\). These data are summarised in Figures 1-4.

Selected \(^{57}\)Fe Mössbauer spectra for \(x = 1\) and \(x = 0.01\) are shown in Figure 1. At high temperature all Mössbauer spectra exhibit a single doublet with quadrupole splitting \((2.80 - 2.85\) mm/s) and isomer shift \((1.04 - 1.05\) mm/s, with respect to metallic iron at room temperature) values typical for high-spin (HS) Fe\(^{II}\). At lower temperature a new peak appears with a very small quadrupole splitting \((0.11 - 0.15\) mm/s) and isomer shift \((0.52 - 0.54\) mm/s) values typical for low-spin (LS) Fe\(^{II}\).

Typical conversion curves \(n_{HS}(T)\) are presented in Figure 2. The hysteresis width \(\Delta T_C\) is defined as \(T_C \uparrow - T_C \downarrow\), where these temperatures, as well as \(T_{1/2}\), are defined as the temperatures for which the spin transformation is half complete \((i.e. \text{ for } n_{HS} = 1/2 \text{ after correction for the residual HS and LS values})\). The whole set of data for these critical temperatures is presented in Table I.

We show in Figure 3 the Mössbauer data of the spin conversion in the diluted system, \(x = 0.01\), plotted in Arrhenius axes. To a first approximation, the plot is linear, which is typical for a spin equilibrium between independent spin-crossover units; the small deviation of the plot from linearity in the high-temperature region is consistent with a vibrational effect.
Fig. 2.—Thermal hysteresis loops of [Fe₁], [Fe₀.₈], [Fe₀.₅₉], from magnetic data [13].

(thermal population of different vibrational states in the LS, HS states [14]). A linear regression around the equilibrium temperature provides accurate determinations of ΔH, ΔS, which are reported in Table I.

In Figure 4 we summarize the variations of $T_{1/2}$, $T^\uparrow$, $T^\downarrow$ versus $x$, which form the phase diagram of the system in the $(T, x)$ space. It is worth noting the quite linear shape of the 2 branches for $x > x_c$. Linear regressions give for all branches:

\[
\begin{align*}
&\text{for } x < 0.4 \quad T_{1/2} \sim 78 + 68x \\
&\text{for } x > 0.4 \quad T^\uparrow \sim 78.5 + 66x \quad T^\downarrow \sim 92 + 29x
\end{align*}
\]

Equations (2, 3) form the borderlines of the “idealized” experimental phase diagram, and accurately determine the collapse value of the hysteresis loop: $x_c \sim 0.36$.

In order to discuss the present data, it is worth considering an “equilibrium transition temperature”, $T_{eq}$, in-between $T^\uparrow$ and $T^\downarrow$, corresponding to equal free energies to the HS and LS phases (then $x = 1/2$). At $T_{eq}$, $\Delta H = T\Delta S$, giving similar thermodynamical properties to $T_{eq}(x > x_c)$ and $T_{1/2}(x < x_c)$; therefore the $T_{eq}(x)$ line is expected to exactly follow the $T_{1/2}(x)$ line. However, $T_{eq}$ cannot be measured from the experiments; as a first approach, we
Fig. 3. — Arrhenius plot of the spin equilibrium in [Fe$_{0.01}$], from the Mössbauer data, and best linear fit: equilibrium constant $K_{eq} = \frac{\text{exp}}{1-n_{\text{HS}}}$ versus $1/T$.

Table I. — Experimental data for the equilibrium and transition temperatures, molar enthalpy and entropy changes upon total conversion of [Fe] and ratio of the deduced effective degeneracies, for the system [Fe$_x$Co$_{1-x}$(4,4'-bis-1,2,4-triazole)$_2$(NCS)$_2$)$_2$H$_2$O.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$T_{1/2}$ (K)</th>
<th>$T_C \uparrow$ (K)</th>
<th>$T_C \downarrow$ (K)</th>
<th>$\Delta H(\text{exp})$ kJ mol$^{-1}$</th>
<th>$\Delta S$ J K$^{-1}$ mol$^{-1}$</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>75</td>
<td></td>
<td></td>
<td>2.90</td>
<td>38.5</td>
<td>105</td>
</tr>
<tr>
<td>0.05</td>
<td>82.3</td>
<td></td>
<td></td>
<td>3.25</td>
<td>53.7</td>
<td>638</td>
</tr>
<tr>
<td>0.24</td>
<td>97</td>
<td></td>
<td></td>
<td>5.21</td>
<td>69</td>
<td>1346</td>
</tr>
<tr>
<td>0.39</td>
<td>107</td>
<td>105</td>
<td></td>
<td>5.31</td>
<td>61.8</td>
<td>1690</td>
</tr>
<tr>
<td>0.54</td>
<td>114</td>
<td>107</td>
<td></td>
<td>6.43</td>
<td>69</td>
<td>3995</td>
</tr>
<tr>
<td>0.59</td>
<td>115</td>
<td>107</td>
<td></td>
<td>7.60</td>
<td>69</td>
<td>3995</td>
</tr>
<tr>
<td>0.8</td>
<td>130</td>
<td>115</td>
<td></td>
<td>7.72</td>
<td>74.8</td>
<td>8021</td>
</tr>
<tr>
<td>1.0</td>
<td>145</td>
<td>121</td>
<td></td>
<td>10.20</td>
<td>74.8</td>
<td>8021</td>
</tr>
</tbody>
</table>

took the following empirical relation (derived from numerical simulations [12]):

$$T_{eq} = \frac{9T_C \uparrow + 7T_C \downarrow}{16}$$  \hspace{1cm} (4)

leading to:

$$T_{eq}(x) = 84.4 + 49.8x$$  \hspace{1cm} (5)

which is shown in Figure 4 as a dashed line.

As expected, the $T_{eq}$ line follows the $T_{1/2}$ line; the latter consists of a linear variation down to $x \approx 0.2$, with an extra-decrease for the most diluted samples. A similar trend has been observed on a [Fe,Zn] system [1c, 15], and we suggest, as a possible explanation, an isotopic
Fig. 4. — Collected data of $T_{1/2}$, $T_{CI}$ on heating (●, +) and $T_{CI}$ on cooling (○, ×) modes derived from magnetic susceptibility (●, ○) and Mössbauer measurements (+, ×, *). Solid lines are best linear fits used to determine the phase diagram of the system. $T_{eq}$ and $T_{1/2}$ are shown as a dashed and a dotted line, respectively.

Effect associated with the $^{57}$Fe-enriched character of the most diluted samples. Such an effect, if confirmed, might lead to reconsider (slightly) all Mössbauer data in the spin equilibrium literature.

We have also re-examined the calorimetric data given in [13]. The point is that the measured $\Delta H$ values are the result of integrations over rather narrow temperature ranges, compared to the spin conversion ranges obtained from Mössbauer and magnetic susceptibility measurements, and therefore refer to the partial conversion of one iron mole in the sample. So these data have to be corrected accordingly:

$$ (\Delta H)_{\text{corrected}} = (\Delta H)_{\text{measured}} / \Delta n_{\text{HS}} \quad (6) $$

where $\Delta n_{\text{HS}}$ is estimated from the magnetic and Mössbauer data.

Corrected values are given in Table I, and plotted in Figure 5 versus composition. The correction introduces some uncertainties, mostly for small Fe concentrations, but now the general trend perfectly includes the Mössbauer data of the most diluted systems. We have also smoothed the $\Delta H(x)$ data, using:

$$ \Delta H(x) = 2800 + 7260x \quad (7) $$

The $\Delta S(x)$ values have been deduced from the equilibrium relation:

$$ \Delta H(x) = T_{1/2}(x) \Delta S(x) \quad (8) $$

where $T_{1/2}$, $T_{eq}$ were taken from equations (2, 5) respectively.
These thermodynamic data provide the input parameters of the Ising-like Hamiltonian, as follows:

\[
\Delta(x) = \Delta H(x)/N', \quad \text{where } N' \text{ is Avogadro's number; (9)} \\
\text{"effective" degeneracy ratio : } g(x) = g_{\text{HS}}/g_{\text{LS}} = \exp(\Delta S(x)/R) \quad \text{(10)}
\]

The sizeable dependence of these parameters upon composition can be briefly discussed:

(i) \(\Delta(x)\) can be related to the lattice parameter variation, as previously discussed in [13]: introducing Co units in the Fe lattice probably results in an average increase of the lattice parameters (averaged over the LS, HS phases), because the ionic radius of HS Co\(^{II}\) is larger than the average LS-HS Fe\(^{II}\) radius: respectively 0.88 \(\text{Å}\) and \((0.75 + 0.92)/2 = 0.83\) \(\text{Å}\). The increase of the lattice parameter induces a "negative pressure" on the spin-crossover unit, thus favouring the HS state, i.e. lowering the transition temperature. The same explanation holds for the [Fe, Zn] system of references [1c, 15]. On the contrary, in the [Fe, Ni] system isomorphous to the present one [16], the average transition temperature remains remarkably constant, because the HS Ni\(^{III}\) ionic radius exactly matches the average HS-LS Fe\(^{II}\) radius;

(ii) the large compositional dependence of \(\Delta S(x)\) has been emphasized in [13] and described in terms of a vibrational contribution, which is highly composition dependent. It implies that some of the [Fe] unit vibrations are sensitive to the nature of the surrounding units. In other words, these internal modes are coupled to the external modes of the units. In line with this idea, we already suggested in our electrovibrational model [14] that the effective degeneracies of the two states might depend on the spin state of the surroundings (thus leading to cooperative entropic effect).
3. Monte Carlo - Metropolis Simulations

The Metropolis algorithm provides the most representative configurations of the thermodynamical system through a Markov chain of elementary transformations yielding a limit which corresponds to the canonical equilibrium distribution. For this purpose the equilibrium distribution \( P(i, T) \propto e^{-\beta E_i} \) is used in the detailed balance equation.

\[
P(i, T)W(i \to j, T) = P(j, T)W(j \to i, T)
\]  

(11)

For the practical aspects, the Metropolis algorithm [17] is the following: consider an initial configuration \( A_i \), with energy \( E_i \). First a lattice site \( j \) is selected at random and the energy \( E_j \) is calculated when \( \sigma_j \) is flipped. Then the transition probability \( w_{\sigma_j \rightarrow -\sigma_j} = e^{-\beta(E_j - E_i)} \) is computed. Next a random number between 0 and unity is generated to be compared with the transition probability. If the probability \( w_{\sigma_j \rightarrow -\sigma_j} \) is larger than the random number the new configuration is accepted. Otherwise the lattice site remains with the initial value \( \sigma_j \). This procedure, as explained in [17], obeys the detailed balance equation and provides the fastest convergence of iterative process. The algorithm continues by selecting another lattice site.

To account for the different degeneracies \( g_{\text{HS}}, g_{\text{LS}} \), we have introduced a pre-exponential factor [12], thus leading to the completed expression:

\[
w_{\sigma_j \rightarrow -\sigma_j} = \frac{g_{\sigma_j} - g_{-\sigma_j}}{g_{\sigma_j}} e^{-\beta(E_j - E_i)}
\]  

(12)

where the pre-exponential factor \( g_{-\sigma_j}/g_{\sigma_j} \) takes the values \( g \) for \( \text{LS} \rightarrow \text{HS} \) and \( 1/g \) for \( \text{HS} \rightarrow \text{LS} \).

For calculations the square lattice was \( 100 \times 100 \); 2000 Monte Carlo steps were performed for reaching the thermal equilibrium, and again 2000 for computing the average values. Temperature steps were typically 1 K.

4. Results and Discussion

In Figure 6 we show the results obtained with only nearest-neighbour interactions. For 2D interactions the computed phase diagram significantly departs from the experimental diagram: the \( T_C \uparrow, T_C \downarrow \) borderlines are strongly curved; the collapse value of the hysteresis loop, \( x_c \sim 0.55 \), is too large. In the percolation description, one would expect the hysteresis width \( \Delta T_C \) to decrease faster and faster with \( x \) on approaching the threshold value. The computed data follow an opposite trend.

To improve the model, we have examined several possibilities:

(i) 3D interactions. These case the results reported in Figure 6; the computer threshold value is still \( x_c \sim 0.55 \) and the borderlines remain curved;

(ii) a composition-dependent interaction parameter \( J(x) \) (as basically done in [13]): the needed variation, shown in Figure 7, is strongly non-linear and therefore seems unlikely, because all measured thermodynamical quantities vary quasi-linearly upon \( x \);

(iii) further interactions, namely second-nearest-neighbour interactions: the results, reported in Figure 8, do not markedly differ from those obtained with nearest-neighbour;

(iv) indirect interactions through the Co units, of ferromagnetic type \( (J > 0) \), in order to provide an extra-contribution to cooperativity related to the presence of Co units. The pathways of these interactions is schematized in Figure 9. The computer program, already
Fig. 6. — Experimental data (solid lines) and Monte Carlo simulation results with: nearest-neighbour interactions ("direct" interaction), in 2D (●) and 3D (+) lattices; input parameters are listed in Table II.

Fig. 7. — Composition dependence of the nearest-neighbour Fe-Fe interaction needed to reproduce the experimental data (in 2D simulations).
Fig. 8. — Numerical 2D simulations, comparing first-(●) and second-(■) nearest-neighbour direct Fe-Fe interactions; input parameters are listed in Table II.

Fig. 9. — The pathways of direct Fe-Fe and indirect Fe-Co-Fe interactions between two Fe units. Open circles stand for Fe units and closed circles for Co units.
Fig. 10. — Numerical 2D simulations (○), including both direct Fe-Fe and indirect FeCoFe interactions; input parameters are listed in Table II.

Table II. — Interaction parameter values (K) for the numerical simulations.

<table>
<thead>
<tr>
<th>direct</th>
<th>FeCoFe</th>
<th>Fe Fe(^{(HS,LS)})Fe</th>
<th>Figure</th>
<th>Lattice (Comment)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1rst (2nd)</td>
<td>120</td>
<td>60</td>
<td>100 (20)</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FeCoFe</td>
<td>Fe Fe(^{(HS,LS)})Fe</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>+28</td>
<td>-5(^{(HS)}) + 10(^{(LS)})</td>
<td>6,8 (●)</td>
<td>2D</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>+16(^{(HS)}) + 16(^{(LS)})</td>
<td>6 (+)</td>
<td>3D</td>
</tr>
<tr>
<td>100 (20)</td>
<td></td>
<td></td>
<td>8 (■)</td>
<td>2D</td>
</tr>
<tr>
<td>125</td>
<td></td>
<td></td>
<td>10 (○)</td>
<td>2D (good fit)</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
<td>11 (▲)</td>
<td>2D</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td></td>
<td>11 (+)</td>
<td>2D</td>
</tr>
</tbody>
</table>

developed for the second- and third-nearest-neighbour interactions, was easily adapted thanks to simple Kronecker functions. An excellent agreement was obtained with the experimental phase diagram, as shown in Figure 10. Parameter values are given in Table II.
Fig. 11. — Numerical 2D simulations including both direct Fe-Fe and indirect FeFeFe interactions; symbol definitions and input parameters are given in Table II.

Table III. — Computed data for the short range effect around Co units and vacancies: $n_{\text{HS,Co}}(n_{\text{HS,v}})$ is the ratio of Fe units having at least a Co (vacancy) unit in a nearest-neighbour position. The rate of Co and vacancies units was fixed to 10%.

<table>
<thead>
<tr>
<th>$n_{\text{HS}}$</th>
<th>$n_{\text{HS,Co}}$</th>
<th>$n_{\text{HS,v}}$</th>
<th>$T(\text{K})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9970</td>
<td>0.9965</td>
<td>0.9927</td>
<td>139 (7.5 above $T_c$)</td>
</tr>
<tr>
<td>0.0019</td>
<td>0.0039</td>
<td>0.0045</td>
<td>113 (7.5 below $T_c$)</td>
</tr>
</tbody>
</table>

Such hypothetic indirect interactions have to be discussed at various levels:

(i) Similar Fe-Fe-Fe interactions might be introduced as well. We investigated two limiting cases: indirect interaction Fe-Fe-Fe irrespective of the spin state of the intermediate Fe$^{II}$, and interactions of opposite signs for Fe-Fe$^{HS}$Fe and Fe-Fe$^{LS}$Fe. Results are shown in Figure 11 and listed in Table II. We observed in all cases that the indirect Fe-Fe-Fe interactions act in a way exactly similar to the direct Fe-Fe interaction. In other words, it is not possible to determine separately these Fe-Fe and Fe-Fe-Fe interactions from the knowledge of the phase diagram. Interestingly, it appears that the system is not equally sensitive to the indirect interactions through the LS and HS Fe units: for example, a given interaction through a LS unit is balanced by a smaller (and opposite) interaction through a HS unit.

(ii) On the other hand, a qualitative explanation for the presence of such an indirect interaction through the Co units can be given in terms of steric effects. The effect of a few Co atoms introduced into the Fe lattice can be considered as follows; a long-range effect
decreases the equilibrium temperature (as shown in Sect. 2); a short-range effect will differ according to the spin state of the solid: in the LS phase, around a (bigger) Co unit, a cluster of LS Fe units is stabilized; in the HS phase, around a (smaller) Co unit, a cluster of HS Fe units is also stabilized. Such an enhancement of the short-range correlations around the impurity unit is phenomenologically accounted for by the indirect “ferromagnetic-type” interaction. In Table III we selected computed data comparing the surroundings of Co units and of vacancies, which mimic Co units when the indirect interactions are switched off; the average \( n_{\text{HS}} \) value of Fe units surrounding the Co units departs more from the equilibrium value (1/2) than that of Fe units surrounding the vacancies: the expected enhancement of the “ferromagnetic-type” correlation is indeed obtained.

We do not discuss here the direct interactions in similar steric terms. This remains an open problem, for which we have provided here a further piece of information, i.e. the weak influence of the range assumed for these phenomenological interactions.

At last, we briefly discuss the present study in terms of geometrical percolation: indeed, the introduction of Fe-Co-Fe interactions creates new paths for propagating the interactions, and lowers the hysteresis loop collapse value, \( x_c \), in agreement with the expected decrease of the geometrical percolation threshold, \( x_g \). However, the computed \( x_c \) values are almost unsensitive to the dimensionality of the system, as well as to the range of the Fe-Fe interactions, at variance from \( x_g \) values. Obviously, the relationship between \( x_c \) and \( x_g \) is not tight, and certainly deserves a further investigation.

5. Conclusion

The effect of the dilution of a spin-crossover system has been studied in terms of the two-level model with nearest neighbours interactions, completed by an indirect interaction occurring via the non spin-crossover (Co) atom. The data are successfully reproduced and a steric explanation for the onset of these indirect interactions has been given.
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