A Real-Space Approach to Electronic Transport
D. Mayou, S. Khanna

▶ To cite this version:

HAL Id: jpa-00247129
https://hal.archives-ouvertes.fr/jpa-00247129
Submitted on 1 Jan 1995

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A Real-Space Approach to Electronic Transport

D. Mayou(1) and S.N. Khanna(2)

(1) LEPES, CNRS, 38042 Grenoble Cedex, France
(2) Physics Department, Virginia Commonwealth University, Richmond, VA 23284-2000, USA

(Received 28 February 1995, revised 12 May 1995, accepted 2 June 1995)

Abstract. — Using orthogonal polynomials, a novel approach for studying DC and AC conductivity and velocity-velocity correlation function has been developed. The method works in direct space and can treat order or disordered, finite or infinite, and pure or alloy systems with equal ease. Further, it is not computer intensive and allows conductivity calculations as a function of frequency or the location of the Fermi energy in an efficient manner.

Although electrical conductivity is a widely experimentally studied electronic property, realistic calculations of the conductivity are feasible only in limiting cases. For weak scattering, the Boltzmann equation provides a fairly good description of the conductivity problem. However, as the scattering becomes important, the Boltzmann approach becomes inadequate and one needs a better description. One-electron Kubo formulae [1] relate the conductivity to an average of the product of Green's functions and thus provide a viable alternative. However, it is difficult to calculate the average of the product of Green's functions and one of the approaches has been to approximate the average of the product by the product of the average of a single Green's function. Such a simplification ignores the so-called vertex corrections known to be important, and attempts have been made to find ways in which one could avoid the above simplification. Indeed, by modelling the system within effective medium theories such as Coherent Potential Approximation [2,3] using numerical techniques based on the equation of motion method [4,5] or recursion method [6,7] conductivity calculations including vertex correction have been reported.

In this paper we propose a different approach to the electronic transport. It is based on a generalization of the modified moments approach [8] which has been successfully applied to study the electronic structure of ordered and disordered systems. The new scheme works in both the weak and the strong scattering regime. For the case of weak scattering, the new approach gives conductivity in agreement with Boltzmann equation. However, it becomes more efficient as the scattering is increased and it is here that its true application lies. Another feature of the present approach is that conductivity calculations as a function of frequency or as a function of the location of the Fermi energy can be made in a single calculation. The new approach also permits an effective way to study correlation functions such as velocity-velocity...
correlation function. As we show, variations in the mean relaxation time of electrons and transitions to localized regime are most transparent in this correlation function.

In the framework of linear response theory and the one electron approximation, the conductivity can be studied via the Kubo-Greenwood formula [1]

$$\text{Re}(\sigma(\omega)) = 2\pi e^2 \hbar / \Omega \int dE \left[ \frac{f(E) - f(E + \hbar \omega)}{\hbar \omega} \right] F(E, E + \hbar \omega)$$  \hspace{1cm} (1)

with

$$F(E, E') = \text{Tr} \left[ V_x \delta(E - H) V_x \delta(E' - H) \right]$$  \hspace{1cm} (2)

Here $H$ is the Hamiltonian of the system, $V_x$ is the velocity operator, and $f(E)$ is the Fermi Dirac distribution function. The central problem is the calculation of $F(E, E')$.

In this work we propose an expansion of $\delta(E - H)$ in polynomials $P_n(H)$ of the Hamiltonian. Consider any function $N(E)$ finite in a region of real axes. The theory of orthogonal polynomials [9] lets one define a set of polynomials $P_n(E)$ of degree $n$ which are orthogonal in the sense

$$\delta_{n,m} = \int N(E) P_n(E) P_m(E) dE$$  \hspace{1cm} (3)

It can be shown that polynomials $P_n(E)$ satisfy the recurrence relation

$$EP_n(E) = a_n P_n(E) + b_n P_{n+1}(E) + b_{n-1} P_{n-1}(E)$$  \hspace{1cm} (4)

where $a_n$ and $b_n$ depend on the density $N(E)$ via its moments and $b_{-1} = 0$. The crucial point is that $P_n(E)$ form the basis for expansion of any function and in particular one can express $\delta(E - H)$ as [8]

$$\delta(E - H) = N(E) \sum_{n=0}^{\infty} P_n(E) P_n(H),$$  \hspace{1cm} (5)

provided $N(E)$ is non zero on the spectrum of $H$. Using this expansion, the function $F(E, E')$ can be expressed as

$$F(E, E') = \sum_{n,m} C_{n,m} P_n(E) P_m(E') N(E) N(E')$$  \hspace{1cm} (6)

with

$$C_{n,m} = \text{Tr} \left[ V_x P_n(H) V_x P_m(H) \right].$$  \hspace{1cm} (7)

All the physics of the conductivity is contained in $C_{n,m}$.

The convergence of the expansion depends on the choice of the density $N(E)$. We expect a faster convergence when $N(E)$ is not too different from the mean density of electronic states [8]. Indeed, in the present work, we have used the mean density of electronic states determined using the recursion method for $N(E)$. With this choice, the random phase approximation (RPA) used by Mott et al. [4], in the case of mean free path shorter than the interatomic distance is equivalent to keeping only $C_{0,0}$ in expansion (6). The remaining terms, therefore, represent a systematic development beyond the RPA.

Consider a system described by a tight-binding Hamiltonian

$$H = \sum_i \epsilon_i |i><i| + \sum_{ij} V_{ij} |i><j|$$  \hspace{1cm} (8)
where \( \epsilon_i \) are the site energies and \( V_{ij} \) are the hopping matrix elements assumed to be \( V_{ij} = V \) between near neighbors and zero otherwise. To evaluate the trace in (7), we calculate the diagonal element on randomly chosen initial vectors as follows [7]. Consider a vector \( |\alpha> \)

\[
|\alpha> = \sum_i a_i |i> \quad \overline{a_i} = 0 \quad \overline{a_i^* a_j} = 1/N \delta_{ij}
\]

where \( a_i \) are independent random variables for site \( i \) and the bar indicates an average over the probability distribution of \( a_i \). \( N \) is the total number of sites in the system. For any operator \( A \), one has

\[
\text{Tr} A = N \overline{\langle \alpha | A | \alpha >}
\]

the bar indicating an average over all \( |\alpha> \). Thus,

\[
C_{n,m} = \overline{C_{n,m}(\alpha)}
\]

with

\[
C_{n,m}(\alpha) = \langle \beta_n | V \gamma_m \rangle
\]

where

\[
|\beta_n> = P_n(H)|V>|\alpha> \quad \text{and} \quad |\gamma_m> = P_m(H)|\alpha>
\]

Knowing the density \( N(E) \), sets \( |\beta_n> \) and \( |\gamma_n> \) can be easily calculated by the recurrence relation similar to equation (4) for \( P_n(E) \), i.e., using the expression

\[
H |\Psi_n> = a_n |\Psi_n> + b_n |\Psi_{n+1} > + b_{n-1} |\Psi_{n-1} >
\]

where \( \Psi = \beta \) or \( \gamma \) with

\[
|\beta_0> = V_\gamma |\alpha> \quad |\beta_{-1} > = 0
\]

\[
|\gamma_0> = |\alpha> \quad |\gamma_{-1} > = 0
\]

Knowing \( C_{n,m} \), the conductivity can be calculated using equations (1) and (6). The details are given in Appendix A. The effect of the magnetic field can also be easily included. In fact, it can be shown [10] that the effect of a magnetic field, \( B \), is to change the hopping matrix elements in equation (8) by the complex elements

\[
V(c)_{ij} = V(0)_{ij} \exp \left[ -(e/hc)B \left( \mathbf{R}_i \times \frac{1}{2} \mathbf{R}_j \right) \right]
\]

where \( V(0)_{ij} \) are the matrix elements in the absence of the field and \( \mathbf{R}_i \) are the positions of the ions. The conductivity calculation then proceeds as before, the only difference being that \( V(c)_{ij} \) are complex and depend on the position of sites \( i \) and \( j \). We refer the reader to our previous article [11] for details.

As we pointed out in the beginning, the expansion outlined in equations (5) and (6) can also be used to calculate correlation functions such as velocity-velocity correlation function \( C(E, t) \) given by

\[
C(E, t) = \langle V(0)V(t)\delta(E - H) \rangle
\]

Using equation (5) for \( \delta(E - H) \), \( C(E, t) \) can be expressed as

\[
C(E, t) = \int \exp \left[ iE't/h \right] F(E, E') \exp \left[ -iEt/h \right] dE'
\]

where \( F(E, E') \) is given by equation (6) which can be easily calculated using the present approach. The details are given in Appendix B.
To demonstrate the strength of our approach we have carried out calculations of the conductivity as a function of frequency and Fermi energy, and \( C(E, \ell) \) for a cubic lattice with nearest neighbor interaction \( V \) and diagonal disorder. The site energies \( \epsilon_i \) are randomly distributed uniformly from \(-W/2\) to \(W/2\). The disorder can also be characterized by the mean free path \( \ell \) calculated with a Boltzmann approach. An average value over the whole band is

\[
\frac{\ell}{a} = 14 \left( \frac{2V}{W} \right)^2
\]  

(16)

where \( a \) is the lattice spacing. The model has been previously studied by various authors [5] and it is fairly accepted that all the electronic states become localized at \( W/V \approx 15 \). In this work we primarily focus on the conducting region \( W/V \leq 10 \). To carry out the configurational average, all calculations were carried out on five random configurations. This was found to be sufficient to converge to average values. We would like to point out that the same \( N(E) \) is used for all configurations.

In Figure 1 we show the coefficients \( C_{n,n} \) for different strengths of disorder. In all cases, the coefficients decrease with increasing \( n \). However, the rate of decrease depends on the strength of disorder. We found that \( C_{n,n} \) for \( n \geq 2 \) decrease exponentially with \( n \) if the disorder is not too strong (\( W/V \leq 6 \) in our calculation which corresponds to \( \frac{\ell}{a} \sim 1.5 \)). We further observed that the variation of \( C_{n,n} \) in this regime is well represented by the expression

\[
C_{n,n} = 1.3 \exp \left[ -\frac{1}{6} \left( \frac{W}{4V} \right)^2 (n - 1) \right] n \geq 2.
\]
As is easily shown using equations (1), (3) and (6), the \( \sum_{n=0}^{\infty} C_{n,n} \) is related to the integral of the diffusivity, \( \frac{\sigma(E)}{N(E)} \), over all energies. Using the above expression, and the fact that \( n = 0 \) and \( n = 1 \) give only a small contribution, we find that

\[
\sum_n C_{n,n} \alpha \int \frac{\sigma(E)}{N(E)} dE \alpha \left( \frac{V}{W} \right)^2
\]

This dependence of the integral of diffusivity is in agreement with the prediction of the Boltzmann equation where the conductivity \( \sigma(E) \) varies as \( \left( \frac{V}{W} \right)^2 \).

As the disorder becomes stronger, the localization becomes important and the coefficients \( C_{n,n} \) become negative for larger \( n \) (\( W/V \sim 10 \), not shown in Fig. 1). This is a consequence of backscattering [9]. It may appear from the figure that only \( C_{0,0} \) will be non-zero in the limit of strong scattering. This is not the case and the entire set of coefficients are needed to calculate the conductivity. The inset in Figure 1 shows \( C_{m+p,m}/C_{m,m} \). We found that this ratio is independent of \( m \) for large \( m \) values, which means that \( C_{m,m+p} \) can be expressed as \( C_{m,m} f(p) \) where \( f(p) \) only depends on \( p \). Furthermore, when localization effects are not too important, the function \( f(p) \) decreases rapidly with \( p \), indicating that only the elements close to the diagonal in the matrix \( C_{n,m} \) contribute to conductivity. This regular behavior of the coefficients \( C_{n,m} \) can be used to give confidence in the convergence of the series used to calculate conductivity. It is of interest to point out that one can invert relation (6) to obtain

\[
C_{n,m} = \int F(E,E')P_n(E)P_m(E')dEdE'.
\]

Thus information on \( F(E,E') \) could be used to understand the behavior of \( C_{n,m} \). This will be discussed in a forthcoming paper. To give an estimate of the computational efforts, we calculated \( C_{n,m} \) on a cubic lattice consisting of 68921 sites with periodic boundary conditions. Calculation of all \( C_{n,m} \) up to \( n, m = 30 \) took 30 minutes on a VAX 8650 computer. We would like to emphasize that the bulk of the numerical effort is involved in the calculation of \( C_{n,m} \). Once \( C_{n,m} \) are determined, conductivity as a function of Fermi energy or frequency can be calculated extremely rapidly. We refer the reader to Appendix A for details.

In Figure 2a we show the DC conductivity \( \sigma(0,E) \), diffusivity \( D(E) \), and the density of states \( N(E) \) as a function of energy. Notice that, while the diffusivity is marked by two shoulders, the conductivity is maximum in the middle of the band and decreases to zero at the band edges. In Figure 2b we show the corresponding quantities in the Boltzmann limit. Notice that \( N(E) \) in Figure 2b is the density of states of the cubic lattice without disorder as opposed to \( N(E) \) in Figure 2a which includes effect of disorder. The Boltzmann limit is probably less valid around the band edges because of the importance of fluctuations which will first localize states in this region. Also, the mean free path is shorter in the center of the band and the Boltzmann equation has limited validity. Except for these limitations, we find that the Boltzmann approach lead to the same conductivity variation as obtained by us, namely that the conductivity increases as one goes towards the middle of the band. Also it is interesting to note that the diffusivity, which has a pronounced shoulder in the Boltzmann limit retains this feature in the more exact calculation shown in Figure 2a.

In Figure 3 we show the frequency dependent conductivity as a function of frequency for various values of the Fermi energy. The results correspond to \( W/V = 6 \). It is seen that \( \sigma(\omega) \)
Fig. 2. — a) DC conductivity $\sigma(E)$, diffusivity $D(E)$ and the density of states $N(E)$ as a function of energy; b) DC conductivity $\sigma(E)$, diffusivity $D(E)$ and the density of states $N(E)$ based on the Boltzmann limit.

is maximum at $\omega = 0$ and decreases to zero as analogous to a Lorenzian form obtained in the weak scattering Boltzmann limit. It is interesting to compare the full width at half maximum (FWHM) obtained in this work with those based on Boltzmann equation where one obtains

$$\frac{\text{Re} \sigma(\omega, E_F)}{\sigma(0, E_F)} = \frac{4\Gamma^2}{(\hbar\omega)^2 + 4\Gamma^2}$$

where $\frac{\Gamma}{\Delta} = \frac{1}{6} \left[ \frac{W}{3} \right]_2 \left( \frac{\Delta}{6} \right) n_T(E_F)$.

Here, $\Delta$ is half the band width, and $n_T(E_F)$ is the normalized density of states, i.e.,
Fig. 3. — \( \frac{\text{Re}\sigma(w, E_F)}{\sigma(0, E_F)} \) for Fermi energies at \( -\frac{3}{4} \Delta (\cdots) \), \( -\frac{1}{2} \Delta (\cdots) \) and 0 (\ldots), where \( \Delta \) is half the band width.

\[
\int n_T(E) dE = 1. \text{ For the three cases namely } E_F = -\frac{3}{4} \Delta, -\frac{1}{2} \Delta \text{ and 0 considered in our work, we obtain FWHM of } 0.2 \Delta, 0.3 \Delta \text{ and } 0.44 \Delta. \text{ The Boltzmann approximation, using the density of states of the disordered system yields FWHM of } 0.14 \Delta, 0.27 \Delta \text{ and } 0.36 \Delta, \text{ showing that the Boltzmann limit already includes most of the effect. It is also interesting to compare the present results with the corresponding results in binary alloy chains obtained by Hwang et al. [2], within the coherent-potential approximation. The density of states for the binary alloy contains a minimum in the density of states in the middle of the band which leads to zero conductivity at } \omega = 0 \text{ for the Fermi energy in the middle of the band. In the present case, the density of states has no such feature and the conductivity decreases to zero as } \omega \text{ is increased.}

In Figure 4 we show our results on the velocity-velocity correlation function. The correlation function decreases to zero for longer times. In the Boltzmann picture, this correlation function decreases exponentially with time, i.e.,

\[
C(E, t)/C(E, 0) = \exp (-2\Gamma|t|/\hbar)
\]

We have also shown in Figure 4, \( C(E, t)/C(E, 0) \) calculated using this expression for the case of \( \frac{W}{V} = 6 \). As seen from this figure, the Boltzmann approach is quantitatively inaccurate. A comparison of \( C(E, t) \) for \( W/V = 6 \) and \( W/V = 10 \) shows that the correlation function starts to develop negative components as the disorder increases. This is a result of backscattering. As one approaches the localization limit, the correlation function develops more and more of the negative region until the time average becomes zero and the states become localized. To our knowledge, our studies represent the first realistic calculations of this function.

To summarise, we have proposed a new approach to electronic transport which is computationally efficient, allows studies of a variety of transport coefficients, and can be applied to a wide range of systems. The present approach is numerically ideal for the cases where the mean free path is less than a few interatomic distances. It is in this region that the Boltzmann approximation becomes less accurate, as also shown by us, and therefore our approach is complementary to the Boltzmann equation. The other merits of our approach are that (i) the conductivity as a function of frequency and energy can be easily determined, (ii) the con-
Fig. 4. — Velocity-velocity correlation function for $\frac{W}{V} = 6$ (---) and $\frac{W}{V} = 10$ (---) using the present approach and for $\frac{W}{V} = 6$ (-----) using Boltzmann equation. Time is measured in units of $\frac{\hbar}{\Delta}$ where $\Delta$ is half the band width.

vergence can be tested by the behavior of the coefficients $C_{n,m}$ and (iii) systems of arbitrary complexity can be studied.
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Appendix A

A. Orthogonal Polynomials

A.1. Definitions and Basic Relations. — It is known that given a positive function $N(E)$ which is zero for $E$ outside the energy range $a \leq E \leq b$ and is such that

$$\int N(E) dE = 1$$

there exists a series of polynomials $P_n(E)$ of degree $n$ such that

$$\int N(E)P_n(E)P_m(E) dE = \delta_{n,m} \quad (A.1)$$

Further, these orthogonal polynomials obey a three term recurrence relation.

$$EP_n(E) = a_n P_n(E) + b_n P_{n+1}(E) + b_{n-1} P_{n-1}(E) \quad (A.2)$$

with $b_{-1} = 0$ and $n \geq 0$.

The coefficients $a_n$ and $b_n$ are related to the moments of the density $N(E)$. 
One can define a Hilbert transform $R(z)$ of $N(E)$

$$R(z) = \int \frac{N(E)}{Z - E} dE$$  \hspace{1cm} (A.3)

where $Z$ is complex and outside the real axis. One has

$$N(E) = \lim_{\epsilon \to 0^+} \left[ -\frac{1}{\pi} \text{Im} \, R(E + i\epsilon) \right]$$  \hspace{1cm} (A.4)

and $R(z)$ can be calculated from the continued fraction expansion

$$R(z) = \frac{1}{z - a_0 - \frac{b_0^2}{z - a_1 - \frac{b_1^2}{z - a_2}}}$$  \hspace{1cm} (A.5)

\section*{A.2. Decomposition of a Function $f(E)$ in the Basis of Orthogonal Polynomials}

A function $f(E)$ can be expanded in the basis of orthogonal polynomials $P_n(E)$ provided that $N(E)$ is non zero, wherever $f(E)$ is non zero. One has

$$f(E) = \sum_{n=0}^{\infty} C_n P_n(E)$$  \hspace{1cm} (A.6)

and using (A.1) we get

$$C_n = \int N(E) f(E) P_n(E) dE$$  \hspace{1cm} (A.7)

\section*{A.3. Orthogonal Polynomials and Recursion Method.}

Given a normalized density of states $N(E)$, one can define an associate semi-infinite chain in the following manner.

Consider an orthonormal basis set composed of states $|\Psi_n\rangle$ with

$$\langle \Psi_n | \Psi_m \rangle = \delta_{n,m} n, m \geq 0$$

and a Hamiltonian $H$ defined by

$$H |\Psi_n\rangle = a_n |\Psi_n\rangle + b_n |\Psi_{n+1}\rangle + b_{n-1} |\Psi_{n-1}\rangle$$  \hspace{1cm} (A.8)

with $b_{-1} = 0$, $n \geq 0$, and with same coefficients $a_n$ and $b_n$ as in (A.2). For details on how to calculate $a_n$ and $b_n$, the reader is referred to an earlier paper [12].

It is then easy to show that $N(E)$ is the partial density of states of state $|\Psi_0\rangle$ for the Hamiltonian $H$, namely

$$N(E) = \langle \Psi_0 | \delta(E - H) |\Psi_0\rangle$$  \hspace{1cm} (A.9)

Notice that one can define orthogonal polynomials for the Hamiltonian $H$ simply by replacing $E$ by $H$ in $P_n(E)$. They obey the same recurrence relations, namely

$$HP_n(H) = a_n P_n(H) + b_n P_{n+1}(H) + b_{n-1} P_{n-1}(H)$$  \hspace{1cm} (A.10)

with $b_{-1} = 0$ and $P_0(H) = 1$.

Using (A.10) and comparing with (A.8) we get

$$|\Psi_n\rangle = P_n(H) |\Psi_0\rangle$$  \hspace{1cm} (A.11)
A.4. Calculation of Scalar Products. — To decompose a function $f(E)$ in the basis of $P_n(E)$ one has to calculate the components $C_n$ given by (A.7), i.e.,

$$C_n = \int N(E) f(E) P_n(E) dE.$$ 

The coefficient $C_n$ is the scalar product of $f(E)$ and $P_n(E)$. Instead of performing this integral numerically, it can be more efficient and accurate to use the recursion method. In the space $\{| < \Psi_n >, n \geq 0 \}$ and using equation (A.9) one has

$$C_n = \int \langle \Psi_0 | \delta(E - H) | \Psi_0 \rangle f(E) P_n(E) dE$$

and thus

$$C_n = \langle \Psi_0 | f(H) P_n(H) | \Psi_0 \rangle = \langle \Psi_0 | f(H) | \Psi_n \rangle \tag{A.12}$$

We now show how these are calculated for the three forms of $f(E)$ appearing in this work

a) $f(E) = P_q(E) P_r(E + \hbar \omega)$ \tag{A.13}

In this case,

$$C_n = \langle \Psi_0 | P_q(H) P_r(H + \hbar \omega) | \Psi_n \rangle \tag{A.14}$$

i.e.,

$$C_n = \langle \Psi_q | P_r(H + \hbar \omega) | \Psi_n \rangle \tag{A.15}$$

In the basis $\{| \Psi_m >\}$, the vector $P_r(H + \hbar \omega) | \Psi_n >$ was calculated using the recurrence relation

$$H P_r(H + \hbar \omega) = (a_r - \hbar \omega) P_r(H + \hbar \omega) + b_r P_{r-1}(H + \hbar \omega) + b_{r-1} P_{r-1}(H + \hbar \omega) \tag{A.16}$$

which can be obtained by replacing $H$ by $H + \hbar \omega$ in (A.10). Note that $P_r(H + \hbar \omega) | \Psi_n >$ obeys the same recurrence relation as $P_r(H + \hbar \omega)$ and can be easily obtained.

b) $f(E) = e^{i E t}$ \tag{A.17}

In this case

$$C_n = \langle \Psi_0 | e^{i H t} | \Psi_n \rangle = \langle \Psi_0(t) | \Psi_n \rangle \tag{A.18}$$

$| \Psi_0(t) >$ was calculated by solving the equation of motion for $| \Psi_0(t) >$.

c) $f(E) = \frac{1}{Z - E}$ \tag{A.19}

In this case,

$$C_n = \int \frac{N(E)}{Z - E} P_n(E) dE = T_n(z) \tag{A.20}$$

Also,

$$C_n = T_n(z) = \langle \Psi_0 | \frac{1}{Z - H} | \Psi_n \rangle \tag{A.21}$$

Using the recursion relation (A.8) for $| \Psi_n >$ one obtains the following recurrence relation for $T_n(z)$

$$Z T_n(Z) = a_n T_n(Z) + b_n T_{n+1}(Z) + b_{n-1} T_{n-1}(Z) + \delta_{n,0} \tag{A.22}$$

with $b_{-1} = 0$ and $T_0(Z) = \int \frac{N(E) dE}{Z - E} = R(Z)$

$T_0(Z)$ is calculated from (A.5) and $T_n(Z)$ from (A.23).
Appendix B

B. Calculation of Frequency-Dependent Conductivity and Velocity Auto-Correlation Function from Coefficients $C_{n,m}$

B.1. General Approach. — If one calculates $F(E,E')$ using equation (6) and then $\text{Re}\sigma(\omega, E)$ or $C(E,t)$ using $C_{n,m}$ obtained in the recursion method, one finds oscillations in these functions as $E$ is varied. These oscillations which have strengths going up to 10-20% of the value, are due to the finite number of $C_{n,m}$'s used in the summations, as well as the inaccuracies inherent in the calculation of $C_{n,m}$. Similar oscillations also appear in the calculation of density of states from the continued fraction in the recursion method.

To remove the above oscillations, one can try to make a convolution of $F(E,E')$ by Lorenzians $L(x)$ depending on $E$ and $E'$, i.e.,

$$\tilde{F}(E,E') = \int F(t,t')L(t - E)L(t' - E')dt\,dt'$$

(B.1)

Such a convolution suppresses oscillations as a function of $E$ or $E'$ and hence oscillations in $\text{Re}\sigma(\omega, E)$ or $C(E,t)$. Unfortunately, we found that the convolution also decreases the value of $F(E,E')$ by an appreciable amount. Indeed, it is clear from equation (2) that the convolution by a Lorenzian of width $\Gamma$ is equivalent to introducing an inelastic scattering with relaxation time $\tau_{\text{in}} \sim \frac{\hbar}{\Gamma}$ which can appreciably decrease the conductivity.

We thus used an alternate procedure to calculate $\text{Re}\sigma(\omega, E)$ or $C(E,t)$. In each case we define an intermediate function $f(E)$ by

$$f(E) = N(E) \sum_{n=0}^{\infty} f_n P_n(E)$$

(B.2)

where the coefficients $f_n$ are calculated directly from $C_{n,m}$ (see below). $f(E)$ also presents oscillations as a function of $E$ and these are eliminated by a convolution with a Lorenzian $L(x)$, i.e.,

$$\tilde{f}(E) = \int f(x)L(x - E)dx$$

(B.3)

Using

$$L(x - E) = -\frac{1}{\pi} \text{Im}\left\{E - \frac{1}{x} + i\Gamma\right\}$$

(B.4)

where $2\Gamma$ is the full width at half maximum for the Lorenzian, we obtain

$$\tilde{f}(E) = -\frac{1}{\pi} \sum_{n=0}^{\infty} f_n I_n(T_n(E + i\Gamma))$$

(B.5)

where $T_n(Z)$ is defined in (A.20). For each value of $E$, $T_n(E + i\Gamma)$ is calculated via equation (A.22) which permits a precise and quick estimate of the convolution. We chose $2\Gamma$ to be around 5-10% of the total band width.

B.2. Calculation of $\text{Re}\sigma(\omega, E)$. — In order to calculate $\text{Re}\sigma(\omega, E)$ we define

$$D(\hbar\omega, E) = N(E) \sum_{n,m} C_{n,m} P_n(E)P_m(E + \hbar\omega)$$

(B.6)
Here, \( D(h\omega, E) \) corresponds to the function \( f(E) \) defined in Section B.1. Using equation (1), one obtains

\[
\csc \frac{\sigma(E, E)}{\hbar} = \int_{E-h\omega}^{E} N(E' + h\omega) D(E', \hbar\omega) \frac{dE'}{\hbar}\omega
\]  

(B.7)

As mentioned above, we develop \( D(h\omega, E) \) as

\[
D(h\omega, E) = N(E) \sum_{n=0}^{\infty} D_n(h\omega) P_n(E),
\]  

(B.8)

that is

\[
\sum_{n} D_n(h\omega) P_n(E) = \sum_{P,q} C_{P,q} P_P(E) P_q(E + h\omega),
\]  

(B.9)

and by inversion (see A.2) we get

\[
D_n(h\omega) = \sum_{P,q} N(E) P_P(E) P_q(E + h\omega) P_n(E) dE,
\]  

(B.10)

which can be calculated as explained in (A.4).

B.3. CALCULATION OF \( C(E, t) \). — Using equation (2) we obtain for \( C(E, t) \)

\[
C(E, t) = e^{-\omega t} \tilde{C}(E, t),
\]  

(B.11)

with \( \tilde{C}(E, t) \) corresponding to \( f(E) \) in B.1, i.e.,

\[
\tilde{C}(E, t) = N(E) \sum_{m} \tilde{C}_m(t) P_m(E)
\]  

(B.12)

and

\[
\tilde{C}_m(t) = \sum_{n} C_{n,m} \left( \int N(E) P_n(E') e^{iE't} dE' \right)
\]  

(B.13)

\( \tilde{C}_m(t) \) is calculated as explained in A.4.
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