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Abstract. — This paper is concerned with gas sampling in the continuous mode. In this mode of operation the sampling probe is moved at low speed and gas analysis is conducted on line. Probe displacement, data acquisition and signal processing are performed by a computer. Distortions associated with the continuous mode of operation are described. The sources of distortion considered are related to the analyser response function, the sampling line time lag, the mixture evolution of the sampled gases in the line, and the variation of the mass flow in the line due to temperature changes of the sampled gases. A system transfer function is then determined. The algorithm used to restore the input signal from the output signal is based on a constrained iteration method. Tests and applications are given to prove that the method is practical. The main advantage of the method is that it considerably reduces the exploration time and allows detailed studies of flow and flame structures.

1. Introduction.

Considerable progress has been made in the development of new optical methods for combustion diagnostics (see Bechtel and Chrplyvy [1] and Boyer [2] for recent reviews). Yet most of these new techniques are not simple to use in the study of practical combustors. Thus gas sampling and analysis remain valuable for the determination of mean local concentrations in many small and large scale applications. However, many problems are associated with gas sampling. First, the method is intrusive and the sampling probe perturbs the flow field. Second, the precision of the concentration measurements is strongly dependent upon the possibility of freezing the chemical reactions in the probe. This is usually achieved by aerodynamic quenching and cooling of the sampled gases but a very careful design of the probe is required. An extensive literature deals with these problems. Detailed discussions of these aspects are due to Tine [3], Chedaille and Braud [4], Bilger [5], Bowman [6] and Gouldin [7]. A critical analysis of the internal aerodynamics of sampling probes is due to Colket [8]. Lengelle and Verdier [9] give a complete review of the basic techniques, typical applications and recommended practices.

Up to now, gas sampling has been mostly used in step by step measurements. The probe samples the combustion gases at a fixed point until a stabilised value is obtained from gas analysers after a time delay corresponding to the sum of the transit time in the line $t_T$ and the response time of the gas analyser $t_A$. Typically 40 s are required for each point. This long sampling time restricts measurements to a few field...
points and does not allow detailed explorations of the flame structure except for very simple configurations. Therefore it is tempting to use gas sampling in a continuous mode by moving the sampling probe at low speed and performing on-line gas analysis. The method is attractive because it is much faster (by a factor of 10 to 100) than the classical step-by-step procedure. However it poses some unexpected problems and requires an application of signal restoration algorithms.

Section 2 describes the sampling equipment, displacement and data acquisition systems. The various distortions associated with the continuous mode of operation are discussed in section 3 and the global distortion function of the system is identified. A signal restoration algorithm is then presented in section 4. Finally, tests and typical experimental applications are presented in section 5.

2. Experimental configuration, gas sampling system and data acquisition.

The experimental configuration is displayed in figure 1. A mixture of air and propane is injected through a long duct into a dump combustor. The combustor has a square cross section of 100 x 100 mm² and it is 200 mm long (Fig. 2). The injection plane comprises five narrow rectangular slots separated by four backward-facing steps. Two half steps separate the first and last slots from the lateral walls. Each slot has a rectangular cross section of 3 x 100 mm² and the blockage is 85%. The combustor walls are made of ceramic and they are surrounded by a layer of insulating material. A stainless steel structure holds the different parts together. Further details on the combustion facility may be found in Grouset et al. [10].

The sampling probe is water-cooled. It has a 1 mm diameter throat connected to an inner tube of 2 mm in diameter (Fig. 3). A first pump is placed directly behind the probe to assure a pressure drop corresponding to sonic conditions at the throat. A second pump operates at the other end of a 4 mm diameter sampling line. The gas is then analysed with infrared absorption detectors (COSMA RUBIS 3000) for CO and CO₂, paramagnetic analyser (COSMA RUBIS 3000) for O₂, chemiluminescent detector (Beckmann 951) for NOx and a flame ionization detector for unburned hydrocarbons UHC (IPM RS5). The analysers output signals are transmitted in analog form to a PDP 11/23 computer equipped with a 12 bit, 8 differential channel analog to digital converter. The raw data are then conditioned and stored as a file on a disk. This file is then retrieved and processed for signal calibration, restoration and display.

The computer controls the probe displacement and velocity in two perpendicular dimensions. The exploration plane is set at the beginning of the experiment. In a given experiment, the probe velocity during data acquisition is adapted to the flame structure under exploration. For the experimental configuration described above the velocity is typically between 0.5 and 1 mm/s. The sampling frequency being from 5 to 10 points per second, the spatial sampling period is then between 0.1 and 0.2 mm. A complete exploration of an 80 x 200 mm combustor plane with 20 vertical traverses at a probe velocity of 1 mm/s and a sampling frequency of 10 Hz takes approximately 40 mn to store 16 000 data samples. In comparison, a step-by-step measurement would only allow an acquisition of approximately 60 data samples in the same period of time.

3. Distortions associated with the continuous mode of operation.

Only distortions specific to the continuous mode of operation will be considered. The other distortions associated with probe sampling are extensively discussed in the literature cited in the introduction.
The sources of distortions that we shall consider are related to:

1. the analyser response function;
2. the sampling line time lag;
3. the mixture evolution of the sampled gases in the line;
4. the variation of mass flow rate in the line due to temperature changes of the sampled gases.

These perturbations successively modify the information as shown in figure 4. The input to the system is the mole fraction $X$ and the distorted output signal is $S$. The signal processing problem then consists of first identifying the transfer function of the system and then restoring the input $X$ from the output signal $S$.

To begin let us consider the analyser dynamics. It is known and also well verified experimentally that input and output ($Y$ and $S$) of standard analysers are related by the first order differential equation

$$Y = S + \tau_A \frac{dS}{dt}$$

where $\tau_A$ is a time constant characteristic of the equipment. Now the probe is moved with a vertical speed $v = \frac{dy}{dt}$ and hence one can write

$$Y = S + (\tau_A v) \frac{dS}{dy}.$$  

Clearly the product $\tau_A v$ (for all analyses) must be sufficiently small if the output $S$ is to resemble the input $Y$. This condition sets an upper limit to the probe displacement velocity $v$. If $l$ is a characteristic length scale of the mole fraction field then $v$ must be less than $l/\tau_A$. For example if $l = 1$ mm and $\tau_A \approx 1$ s the probe should be moved at a speed lower than 1 mm/s.

Next consider the sampling line (i.e. the pipe connecting the probe to the analysers). This line is usually a few meters long and it introduces a time delay $\tau_T$ between its input and output. The measurement of this delay may be performed by placing the probe in the vicinity of a steep concentration gradient. The probe is then set in motion and data acquisition is started simultaneously. The minimum delay time is then determined as that corresponding to the first analyser signal variation. This measurement includes the analyser time constant which is usually small compared to the line transit time $\tau_T$. Typically $\tau_T$ is of the order of 10 s. We next consider the third source of distortion related to the mixture evolution in the sampling line. To illustrate this aspect let us consider

the following experiment. The sampling probe is placed outside and in the near vicinity of the combustor exit plane. It scans a vertical line in the symmetry plane of the combustor. In that region the CO$_2$ concentration is uniform except near the walls where it decreases rapidly. If one performs two continuous samplings by moving the probe upwards and then downwards on the same line the results obtained do not coincide but are symmetric of each other (see Fig. 5). This behaviour is caused by mixing of the sampled gases in the transfer line. In fact the flow in the line is laminar ($Re < 1000$), a Poiseuille velocity profile is established in the cylindrical pipe and as a consequence a concentration gradient develops in the radial direction. Thus radial diffusion becomes important. Mixing also occurs due to axial diffusion and line singularities such as bends, pumps and valves. Consequently positive concentration gradients sampled by the probe are smoothed out while negative gradients are steepened.

A detailed analysis of this mixing problem is not feasible but the phenomenon may be represented by an empirical integro-differential equation. This model equation is based on simple ideas: (1) it must represent cumulative and delay effects (2) experimental evidence indicates that the derivative of the input signal must appear explicitly. One possible model is:

$$Y(t) = Z(0) + \int_0^{\infty} \frac{dZ}{d\tau}(\tau) [1 - h(t - \tau)] d\tau,$$

for $t > \tau_T$ (3)

and $Y(t) = Z(0)$ for $t \leq \tau_T$.

In this equation $Z(t)$ is the mole fraction at the probe exit (i.e. beyond the probe throat), $Y(t)$ represents that value at the transfer line exit just before the analyser and $h(t)$ is a kernel characterizing the mixing.

![Fig. 4. — Signal distortion block-diagram.](image-url)
and transfer process. It is rather natural to take an exponential function for this kernel however a better choice is

\[ h(t) = \exp[-\alpha(t - \tau_T)] \exp[-\beta(t - \tau_T)^2] \]  

(4)

for \( t > \tau_T \) and \( h(t) = 1 \) for \( t \leq \tau_T \) where \( \alpha \) and \( \beta \) are equipment dependent empirical coefficients. These coefficients are adjusted by tests performed with step and square pulse input functions (typical values of these parameters are 0.4, 0.04).

The fourth source of distortion is associated with the mass flow rate changes as a function of temperature. In most permanent combustors the static pressure is nearly constant while the gas temperature varies in a wide range (between the fresh mixture temperature and the hot combustion products temperature). As a consequence the mass flow rate entering the probe is more important in regions of low temperature and diminishes in hot regions. As the sampled gases are cooled and brought to a constant temperature low temperature gases occupy a greater portion of the transfer line and take longer to be evacuated from the system. Now the analyser output is sampled at a constant rate, the sampling period being \( \Delta t \). The samples obtained however correspond to a nonuniform rate at the probe entrance and the sampling period \( \delta t \) of the input \( X \) is a function of temperature. The following function may be used to reflect this non-uniformity

\[ \delta t = \Delta t \left( \frac{T(t)}{T(t - \tau_T)} \right)^k \]  

(5)

where \( k \) is a constant greater than 1/2 and less than 1. Clearly the mass flow rate variations described here cause a change in the time scale of the input signal.

Returning to the block diagram of figure 4 it appears that the last block corresponding to the analyser response function is easily resolved numerically. The first block corresponds to a change in time scale and it is also quite simple. The second block is however more complex and is to be treated more carefully.

Consider again expression (3) which describes this second block. In discrete form this equation becomes

\[ T_k = Z_0 \quad \text{for} \quad k = 0 \quad \text{to} \quad N \]

\[ Y_{i+N} = Z_0 + \sum_{j=0}^{i} (Z_{j+1} - Z_{j-1}) h_{N+i-j} \]  

(6)

where \( N = \tau_T/\Delta t \), \( i = (t - \tau_T)/\Delta t \) and \( j \) is a discrete time index taking values from 0 to \( i \).

The previous expressions may be written in more compact form as

\[ Y = DZ \]

where \( Z \) and \( Y \) are respectively input and output vectors and \( D \) is a distortion matrix.

### 4. Signal restoration algorithm.

In this section we only consider the second block in the diagram of figure 4. In the previous section we identified the distortion function for this block. If \( Z \) designates the unknown input signal and \( Y \) is the known output signal, we have just shown that the equation:

\[ Y = DZ \]

(7)

provides a suitable representation of that block. Now we wish to recover \( Z \) given \( Y \) and \( D \). In principle \( Z \) might be obtained by inverting the distortion operator \( D \) such that:

\[ Z = D^{-1} Y \]

However this is not possible in general. In fact, as indicated in the previous section the matrix operator \( D \) is not well known. And, even if it is known, its determinant is generally very small. Therefore, classical inversion methods or even those based on least mean squares cannot be used to obtain the solution. Furthermore, we have some \textit{a priori} information on certain properties of the input signal and this knowledge may be useful in obtaining a proper solution of equation (7). Therefore it is more adequate to restore the input signal with an alternative method. One technique which has been extensively used in the signal processing literature is based on the method of successive approximations (see Schafer et al. [11] for a detailed review of this technique). In this method the signal \( Z \) is deduced from the iteration equation

\[ Z^{(k+1)} = FZ^{(k)} \]  

(8)

where \( F \) is an operator constructed from (7) and incorporating some of the constraints which characterize the input signal \( Z \). One convenient way of expressing the \textit{a priori} information on signal \( Z \) is to define a constraint operator \( C \) such that

\[ Z = CZ \]  

(9)

Here we know that the concentration has only positive values and the constraint operator may be the positivity operator such that

\[ CZ = \begin{cases} Z & \text{if } Z \geq 0 \\ 0 & \text{otherwise} \end{cases} \]

Then it is also possible to write expression (7) in the form

\[ Y = DCZ \]  

(10)

and an iteration equation may be constructed from a linear combination of (9) and (10)

\[ Z = CZ + \lambda(Y - DCZ) \]  

(11)

where \( \lambda \) is a relaxation parameter constant depending on the signal \( Z \). Now the previous identity is easily
transformed into an iteration
\[ Z^{(k+1)} = CZ^{(k)} + \lambda (Y - DC^{(k)}) \] (12)
and the corresponding constrained iteration operator is in this case such that
\[ FZ = \lambda Y + (I - \lambda D) CZ. \] (13)

A recommended initial guess for starting the iteration is \( Z_0 = \lambda Y \) or \( Z_0 = Y \).

Convergence of iteration (12) is guaranteed if the operator \( F \) is a contraction mapping. We did not rigorously establish this property, but rapid convergence was obtained in all of our applications. About 7 iterations were needed in most cases. This rapid convergence may be considered to provide an \textit{a posteriori} justification to the method.

5. Results and applications.

Before applying the restoration method discussed above to complete explorations of our combustor, we shall first give several tests illustrating the distortion problem.

The first test is performed to obtain the response of the system to a concentration step (curve (a) in Fig. 6). Indeed it is essential to first identify the system response function before trying to restore the concentration signal. The step input is obtained by passing the probe through a steep concentration gradient (for example at a close distance from the inlet plane). Curve b in figure 6 represents the measured system response. The calculated system response is represented by curve c in figure 6 and it nearly coincides with the measured response, thus showing that the system response to a step has been suitably identified.

We next apply the iterative restoration method to the upwards-downwards experiment described in section 3 (see Fig. 5). The result is now quite satisfactory (Fig. 7) as the two curves obtained by iterative inversion method now coincide.

The third test is to examine the restoration capability of the algorithm for the difficult case of a narrow rectangular concentration pulse. Curve (a) in figure 8 corresponds to the input concentration obtained by step-by-step measurements. Curve (b) in figure 8 represents the distorted analyser output, while curve (c) is the restored concentration obtained by the iterative method. The minimum value of the input concentration is correctly retrieved and the position of the rectangular concentration pulse is well estimated.

Fig. 6. — System response to a concentration step; a) original step; b) system response, and c) calculated system response.

Fig. 7. — Restored CO\textsubscript{2} mole fraction profiles at chamber exit for upwards and downwards sampling probe displacements, obtained from original curves on figure 5 by applying the iterative method.

Fig. 8. — System response to a rectangular mole fraction pulse; a) original mole fraction variation; b) system response and c) calculated variation.
The restored mole fraction is not as sharp as the input mole fraction but the result is nevertheless satisfactory for most purposes.

To show the power of the method, we now consider an application to the turbulent combustor described in section 2. To obtain the structure of the flame zone the gas sampling probe is moved in the vertical central plane of the combustor cavity and it scans a domain of 80 by 200 mm². The vertical displacement of the probe is continuous (0.5 mm/s) and step-by-step in the horizontal direction. Figures 9 and 10 respectively display the CO₂ and CO mole fraction distributions corresponding to an airflow rate of 87.2 g/s and an equivalence ratio of 0.747 (defined as the fuel-air ratio divided by the stoichiometric fuel-air ratio). Results are displayed as three-dimensional views and contour plots of the mole fraction distribution.

The contour plots are drawn on a linear scale of ten grey levels. As an example, to obtain quantitative information from figure 9b one may use the scale of symbols defined in the upper portion of the plot. The jets of fresh propane-air mixture appear clearly behind each inlet. In the vicinity of each step CO₂ increases indicating the presence of recirculating burnt gases. This recirculation zone initiates the combustion of the fresh mixture and stabilises the flame. At about 3 cm from the inlet plane the two lower jets interact and combine. The two inner jets form another merged jet while the upper jet remains isolated.

The maximum (0.4 %) CO mole fraction (Fig. 10) appears in the reaction zone and it disappears at the combustor exit, where the CO₂ mole fraction is at its maximum. The CO mole fraction also vanishes in the recirculating zones while it increases in the mixing layers separating the fresh mixture and burnt gases.

Fig. 9. — CO₂ concentration map in the combustor; airflow rate = 87.2 g/s and equivalence ratio = 74.7 %; a) three dimensional view of the mole fraction distribution; b) contour plot of the mole fraction distribution on a linear scale of grey. The scale is defined in the upper part of the plot.

Fig. 10. — CO concentration map in the combustor; airflow rate = 87.2 g/s and equivalence ratio = 74.7 %; a) three dimensional view of the mole fraction distribution; b) contour plot of the mole fraction distribution on a linear scale of grey. The scale is defined in the upper part of the plot.
Figures 11 and 12 respectively show the distribution of CO₂ and CO mole fractions corresponding to another set of operating conditions \((m_{\text{air}} = 74 \, \text{g/s}, \phi = 0.878)\). The five jets are now separated and the flow is periodic in space. The reactive zone is more compact here. A big region of high CO mole fraction (Fig. 12) is observed and it is closer to the inlet plane than in figure 10. The maximum CO mole fraction \((0.5 \%)\) is larger than in figure 10 \((0.4 \%)\).

Systematic investigations indicate that there are many possible flow and flame structures corresponding to stable and unstable regimes depending on mass flow-rate and equivalence ratio. A discussion of this aspect is given in Darabiha et al. [12]. Further examples of application are also contained in Darabiha [13].

6. Conclusion

Up to now gas sampling has been mostly used in step-by-step measurements. As detailed explorations require excessive testing times, that mode of gas sampling would restrict measurements to a few field points. The continuous computer controlled sampling mode presented in this paper considerably reduces the exploration time but induces several problems such as analyser response time, gas mixing in the transfer line and flow rate variation in that line due to temperature. These problems are solved successfully by identifying a system transfer function and using an iterative restoration method. This mode of gas sampling allows detailed studies of flow and flame structures and it is a useful tool in combustion experiments.
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