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Abstract

The use of specular reflection of X-rays to study the structure of the liquid-vapor and liquid crystal-vapor interfaces along the direction normal to the surface is described. If \( R_f(\theta) \) is the theoretical Fresnel reflection law for x-rays incident on an ideal flat surface at an angle \( \theta \) and \( R(\theta) \) is the measured reflectivity from the true surface, the ratio \( R(\theta)/R_f(\theta) \) is a measure of the electron density along the surface normal: i.e.

\[
\frac{R(\theta)}{R_f(\theta)} = \left| \frac{1}{\rho_\infty} \int \frac{\partial \langle p(z) \rangle}{\partial z} e^{iQz} dz \right|^2
\]

where \( \rho_\infty \) is the electron density far from the surface, \( \partial \langle p(z) \rangle/\partial z \) is the gradient of the x-y average of the electron density along the surface normal and \( Q_z = (4\pi/\lambda)\sin(\theta) \). For the surface of simple liquids like H\(_2\)O, the principal observation is that the electron density profile from the bulk to the vapor is dominated by thermally excited capillary waves. For both the isotropic phase and the nematic liquid crystal phase, structure is observed in \( R(\theta) \) due to surface induced local smectic order. Depending on the material, layering transitions at the surface of isotropic phases are observed to be either sharp or gradual functions of temperature. The possible interpretation of this in terms of wetting and roughening effects will be discussed. On approaching a 2nd order nematic to smectic A transition, the number of layers diverge in a manner that can be described as critical absorption. Other examples to be discussed include the surface structure of a lyotropic liquid crystal and the appearance of surface layers of the tilted hexatic smectic I phase on freely suspended films of a smectic C phase.

Introduction:

The unique character of liquid crystalline phases has facilitated a large number of theoretical and experimental studies on the statistical physics of condensed matter.(1,2) One of the earliest observations from this effort was that the molecular order near surfaces can often be strikingly different from the order in the bulk far from the surfaces.(3-6) The purpose of this paper is to review those surface effects that have been studied by x-ray scattering.
techniques. As is the case with all other systems, there are two main classes of surface phenomena. The first, and in many ways the simplest to visualize, is where the surface induces molecular layering that decays with distance from the surface.(7-10) The major part of this review will describe how the angular dependence of x-ray specular reflectivity can be used to study this type of liquid crystalline surface phenomena.(11-18)

A second type of effect, such as surface melting, is observed when the presence of the surface changes the statistical physics such that the molecular order along directions parallel to the surface is measurably different near to the surface than it is in the bulk.(19-23) Much of the interest in this type of phenomena can be attributed to the general effects of dimensionality on statistical physics: e.g. the surface being a two dimensional structure in a three dimensional world. A large fraction of the surface phenomena studied by grazing incidence x-ray, or neutron scattering, on systems other than liquid crystals falls into this category. There have been a number of very interesting liquid crystalline examples of this second type of surface phenomena(24-27) and although we do not have the space to describe them fully in this review we will give one example from our own work. One of the principal differences between liquid crystals and most other systems is that for liquid crystals the necessary surface specificity of x-ray studies can be achieved in transmission on thin free standing liquid crystalline films with large surface to volume ratios, rather than in a grazing incidence geometry on bulk samples. Films as thin as two molecular layers are quite stable and experiments have been done to study structural phase changes as a function of both temperature and film thickness.(28-30)

Specular Reflectivity

Experimental:

Various experimental geometries for the study of specular reflectivity from liquid, or liquid crystalline, systems have been previously reported.(31-34) The basic kinematics of specular reflection are illustrated in Figs. 1 and 2.

In view of the fact that the various liquid crystalline phases to be discussed below are relatively fluid, the studies to be described here on the free liquid crystal-vapor interface require that the sample be held horizontal. As such the incident wave vector \( k_0 \) is directed downward by an angle \( \theta \) and the scattered radiation is observed by a detector located such that the wavevector \( k_s \) makes an angle \( \theta' \) with the horizontal and \( \psi \) with the plane of incidence. Specular reflection is restricted to the condition \( \theta=\theta' \) and \( \psi=0 \). As implied in the drawing to the right, the specular reflection condition corresponds to the components \( Q_x = k_0 \cos(\theta) \sin(\psi) \) and \( Q_y = k_0 \cos(\theta') \sin(\psi) \) of the wavevector transfer \( Q = k_s - k_0 \) being zero.

There are different techniques for achieving this kinematics depending on the nature of the source. In the case of horizontally incident synchrotron radiation, the beam can be bent downward by rotating the reciprocal lattice vector of the monochromator \( G \) along a cone such that the component of \( G \) parallel to the direct beam from the
synchrotron is held fixed (e.g. $G \cdot k_i = \text{constant}$). In this geometry, illustrated in Fig. 2, $2\Theta_0 = \sin^{-1}(\lambda G/4\pi)$ is the Bragg angle of the monochromator for wavelength $\lambda$. The component of $G$ perpendicular to the incident synchrotron beam, $G \cos(\Theta_0)$ is rotated about the horizontal incident synchrotron beam by an angle $\chi$ such that the Bragg vector $G$ points down from the horizontal by an angle $\gamma$: i.e. $\sin(\gamma) = \sin(\Theta_0) \sin(\chi)$. Since the wavelength of the reflected radiation $\lambda$ is fixed the downward angle for $k_0$ is $\theta = \sin^{-1}[\lambda G \sin(\gamma)/2\pi]$. As the monochromator is tilted the loci of the end points of $k_0$ follow a cone and for a downward angle $\gamma$ the projection of $k_0$ on the horizontal (i.e. line B) makes an angle $2\Theta_1 = 2\Theta_0 - \Phi$: i.e. $\Theta_0$ is the direction of the beam $k_0$ when $\gamma = 0$. The angle $\Phi = 2\Theta_0 - 2\Theta_1$ is obtained from conservation of wavevector in the horizontal plane:

$$
(G \cos(\gamma))^2 = k_0^2 + (k_0 \cos(\Theta_0))^2 - 2k_0^2 \cos(\Theta_0) \cos(2\Theta_1).
$$

The sample must be lowered an amount $h = L \tan(\Theta_0)$ where $L$, not shown, is the distance from the monochromator to the center of the sample. In the experiments to be described below $L$ is typically of the order of 600mm such that an angle $\Theta_0 = 3^\circ$, corresponding to $Q_\perp = 0.43 \AA^{-1}$ for $\lambda = 1.54 \AA$, requires $h = 31 \text{ mm}$. At this angle the plane containing the monochromator, the sample and the detector must be rotated about at vertical axis through the center of the monochromator by $\Phi = 2\Theta_0 - 2\Theta_1$. For a wavelength $\lambda = 1.54 \AA$ and a Ge(111) crystal monochromator $G = 1.927 \AA^{-1}$, the uniltled Bragg angle $\Theta_0 = 13.66^\circ$, and the downward angle $\gamma = 3^\circ$ requires $r = 6.19^\circ$, $\chi = 6.37^\circ$, and $\Phi = 2\Theta_0 - 2\Theta_1 = 0.38^\circ$. If the distance between the sample and the detector slit is equal to the distance between the sample and the monochromator, specular reflection is observed without any vertical motion of the detector. In practice the dimensions of detector slit are large enough to intercept the entire direct beam at $\theta = \Phi = 0$ when the sample is removed. For a flat sample a scan of the position of the detector slit, in either the horizontal or vertical directions, obtains a line shape that is the superposition of the line shape observed on scanning the detector through the direct beam on top of a broad background due to diffuse scattering. The sample position and the flatness of the surface can be monitored by scanning the detector position for a series of different sample heights.

Theoretical Background:

The principal theoretical expression relevant to the measurements of specular reflectivity is presented as Eq. 1. (16, 18, 35-37) If $R(Q_\perp)$ is the predicted reflectivity for a real surface and $R_p(Q_\perp)$ is the theoretical reflectivity from an idealized sharp interface, then for incident angles $2\Theta_0$ (4 or 5) times the critical angle $\Theta_c = \sqrt{\rho \rho_0} e^{2\Delta/\rho m e^2}$:

$$
\frac{R(Q_\perp)}{R_p(Q_\perp)} = \left| \frac{1}{iQ_\perp} \int dx \frac{\partial \rho_0}{\partial x} e^{iQ_\perp x} \right|^2
$$

**Fig. 2:** Schematic illustration of geometry for measurement of specular reflectivity using synchrotron radiation. Details are described in the text.
where \( Q_z = \frac{(4\pi/X)\sin(\theta)}{\theta + \sqrt{\theta^2 - \theta_c^2}} \) is defined in terms of the x-ray wavelength \( \lambda \), \( \rho^\omega \) is the average electron density in the bulk liquid and \( \partial \rho/\partial z \) is the derivative along the normal to the surface of the average electron density. Even though Eq. 1 cannot be formally justified, as \( \theta = \theta_c \) there are many surface profiles for which the measured \( R(Q_z) \) as \( Q_z \to 0 \). Since according to Eq. 1 \( R(Q_z) \to 1 \) as \( Q_z \to 0 \) the result is often applicable over all angles.

Neglecting absorption effects, which are only important for \( \theta = \theta_c \), when \( \theta >> \theta_c \)

\[
\text{Eq. 2 } R_f(Q_z) = \frac{1}{\theta_c} \left( \frac{\sqrt{\theta^2 - \theta_c^2}}{\theta + \sqrt{\theta^2 - \theta_c^2}} \right)^4
\]

Eq. 1 is simply derived in the kinematic approximation by calculating the amplitude of scattered radiation due to the electrons in a thin layer \( \delta z \) at some height \( z \) above, or below the average surface. Neglecting polarization effects for convenience, at some large distance \( r \) from the sample, the ratio of the scattered field \( \delta E^s \) from a layer of infinitesimal thickness \( \delta z \) to the incident field \( E^o \) is approximately:

\[
\text{Eq. 3 } \frac{\delta E^s}{E^o} = \frac{\rho^2}{m c^2} \frac{1}{\pi r^2} \int dx dy [\delta(x,y,z)] e^{i[k^s \cdot k^o] r}
\]

where \( k^o \) and \( k^s \) are the incident and scattered wavevectors respectively. Writing \( \rho(x,y,z) = \langle \rho(z) \rangle + \left\{ \rho(x,y,z) - \langle \rho(z) \rangle \right\} \) the integral of the first term obtains

\[
\text{Eq. 4 } \frac{\delta E^s}{E^o} = \frac{\rho^2}{m c^2} \left( \frac{4\pi^2 \delta(k^s_x \cdot k^o_x) \delta(k^s_y \cdot k^o_y)}{r} \right) \langle \rho(z) \delta(z) \rangle e^{i(k^s - k^o)z}
\]

The functions \( \delta(k^s_x \cdot k^o_x) \) and \( \delta(k^s_y \cdot k^o_y) \) correspond respectively to the two conditions for specular reflection: namely that the incident and reflected angles must be equal, and the reflected beam must be in the incident plane.

The result displayed in Eq. 1 is obtained by integrating Eq. 4 by parts over \( z \). The second term gives rise to diffuse scattering effects that we do not discuss in this paper.\(^{(36-41)}\)

The physical significance of Eq. 1 is illustrated by two examples. The dashed line in Fig 3a illustrates an electron density profile \( \langle \rho(z) \rangle \) that has been found for simple liquids such as H\(_2\)O, CH\(_3\)OH, CCl\(_4\) and the isotropic phase of liquid crystals at temperatures sufficiently high.\(^{(36,37)}\) If the derivative is approximated as

\[
\text{Eq. 5 } \frac{1}{\rho^\omega} \frac{\partial \langle \rho \rangle}{\partial z} = \frac{1}{\sqrt{2\pi}} \frac{e^{-z^2/2\sigma^2}}{2\sigma^2}
\]

where \( \sigma \) is a parameterization of the root mean square width of the surface profile, the predicted reflectivity is \( R(Q_z)/R_f(Q_z) = \exp(-Q_z^2\sigma^2) \). Agreement with this model is illustrated in Fig. 3c. The open squares are the calculated ratio between the measured \( R(Q_z) \) and the Fresnel form \( R_f(Q_z) \) shown in Fig. 3b. The solid line through the data in Fig. 3c is the Gaussian form (Eq. 5) with a value of \( \sigma = 2.7 \AA \) that is in very good agreement with the predictions of thermally excited capillary waves.\(^{(42-44)}\) The reflectivity data for water shown in Fig. 3b extended over more than eight orders of magnitude. In this particular case the precision with which the data can be said to agree with Eq. 5, as well as the precision with which \( \sigma \) is determined, are both related to the maximum value of \( Q_z \) that can be reached. Since the reflectivity falls rapidly with increasing \( Q_z \) the high brilliance of synchrotron radiation sources is essential for reaching the largest \( Q_z \), and thus attaining the highest spatial resolution.
The solid line in Fig. 3a illustrates the electron density profile that could possibly describe a surface in which surface induced layering with period $L = 30\text{Å}$ that decays exponentially with distance from the surface. A simple guess for the form of this profile is:

$$\rho(z) = \rho(0) e^{-2\alpha z} + \left\{ \begin{array}{ll} 0 & \text{if } z < z_0 \\ \frac{\pi}{2} & \text{if } z \geq z_0 \end{array} \right\}$$

and $z_0$ specifies the phase of the layers relative to the surface. The Fourier transform of Eq. 6

$$\Phi(Q_z) = \int dz \frac{\partial \rho(z)}{\partial z} e^{iQ_z z} = \Phi_0 + \Phi_1$$

where

$$\Phi_0 = e^{-Q_z^2 \sigma^2/2}$$

$$\Phi_1 = i \left( \frac{B_2}{2} \right) e^{-Q_z^2 \sigma^2/2} \left\{ \begin{array}{l} -Q_z z_0 e^{-Q_z x_0} \\ \frac{Q_z^2 - 1}{(Q_z - Q_0 x_0)^2} \\ \frac{Q_z + Q_0 x_0}{(Q_z + Q_0 x_0)^2 + i} \end{array} \right\}$$

Fig. 3 (a) The broken line illustrates a profile that might be typical of those found for simple liquids like H$_2$O, CH$_3$OH, CCl$_4$ and the isotropic phase of liquid crystals at temperatures sufficiently high. The solid line (displaced for clarity) illustrates a possible profile in which the surface has induced some layering in the electron density. (b) $R(Q_z)$ from a surface of clean H$_2$O in which the surface tension is measured to be 72.3 dynes/cm: open circles are the data and the solid line is the theoretical $R_F(Q_z)$ given by Eq. 2 and discussed in the text.$^{(42,43)}$ (c) The symbol (0) is ratio $R(Q_z)/R_F(Q_z)$ for the H$_2$O data in (b). The solid line through the data is the Gaussian (Eq. 5) that best fits the data. The broken line, displaced for visibility, indicates the $R(Q_z)/R_F(Q_z)$ predicted for a layered surface like that shown by the solid line in (a).
The predicted ratio

\[
\frac{R(QZ)}{R_F(QZ)} = |\Phi_0 + \Phi_1|^2
\]

contains a Lorentzian like peak due to the \(\Phi_1\) term when \(Q_Z = Q_0 = 2\pi/L\) with a width \(\Delta Q_Z = 2\xi\) (i.e. full width at half maximum). The broken line in Fig. 3c indicates the ratio \(R(QZ)/R_F(QZ)\) predicted by Eq. 8 in the case that the density oscillations are described by Eq. 6. The detailed shape of the peak at \(Q_Z = Q_0\) resulting from interference between \(\Phi_0\) and \(\Phi_1\) depends on the phase \(\phi_0\) and the amplitude of \(B_0\). The reflectivity observed from the free surfaces of liquid crystals displays these features although, as will be shown below, there are differences between this form and the observations that imply that the region near the surface is different from the details of this simple model.\(^{16,18}\)

Liquid Crystals

Thermotropic Liquid Crystalline Phases:

The most common type liquid crystalline materials, like those found in various display devices, are organic molecules consisting of a rigid central core with relatively flexible alkane chains at one, or both ends.\(^{45,46}\) A typical example from the isomorphic series designated as n0.m is illustrated in Fig. 4a for \(n=4\) and \(m=8\). Fig. 4b illustrates the chemical structure for a 4-cyano-4'-nonylbiphenyl (9CB) from the isomorphic series nCB. A similar series with the alkyl chain replaced by an alkoxy chain is referred to as nOCB.

![Chemical structure](image)

Although the flexibility of the alkane chains certainly plays an important role in stabilizing the various liquid crystalline phases their structure can be understood by imagining the molecules to be rigid rods, of the order of 30Å long and 4Å to 5Å in diameter.\(^{49-51}\) Above \(-79^\circ C\), in bulk samples of 40.8, the molecules are randomly oriented and the sample is an isotropic liquid. On cooling below \(-79^\circ C\) the system undergoes a first order transition to an optically birefringent phase in which the molecules are parallel to one another. In this nematic phase, although there is long range order in the molecular orientation, there is not any long range order in the molecular positions and the nematic is an anisotropic fluid phase.\(^{1}\) The nematic order parameter is usually defined as

\[
S = \langle 3\cos^2(\phi) - 1 \rangle / 2
\]

where \(\phi\) is the angle between the long axis of the molecular rod and macroscopic symmetry axis.

On cooling further 40.8 undergoes a second order transition at \(-64^\circ C\) to a smectic A phase in which the molecules are organized in layers. The simplest manifestation of the layering is the observation of sharp "Bragg like" peaks in the x-ray scattering cross section at scattering vectors \(Q = 2\pi/L\) where, for the 40.8 molecule, \(L\) is approximately equal to the length of the molecule.\(^{52-54}\) Molecules from the nCB series form layers in which molecules partially overlap each other and \(L = 1.6\) times the molecular length.\(^{55,56}\)

DeGennes developed a Landau type mean field theory to describe the nematic and smectic A phase transitions in which the smectic order parameter \(\Psi\) is related to the density \(\rho(r)\) by:

\[
\rho(r) = \langle \rho \rangle + \text{Re} \left\{ \Psi e^{iQ_0 \cdot r} \right\}
\]
where $\Psi$ is the smectic order parameter and $Q_0 = (2\pi/L)^2$. Fluctuations in the phase of the complex order parameter $\Psi$ correspond to fluctuations in the position of the smectic layers. The leading terms in the expansion of free energy density in powers of $\Psi$ and $S$ have the form:

$$F = \frac{1}{2} \left[ A(T-T_{\text{NA}}) |\Psi|^2 + \frac{1}{4} b |\Psi|^4 + \frac{1}{2} s |\Psi|^2 \right] \frac{2 \partial \Psi}{\partial x} + \frac{1}{2} \left[ \frac{|\partial \Psi|^2}{\partial x} + \frac{|\partial \Psi|^2}{\partial y} \right] \cdots$$

If $\kappa$ were zero smectic order would appear via a second order transition at $T = T_{\text{NA}}$ with $|\Psi| = \sqrt{a(T_{\text{NA}} - T)/b}$. Nematic order appears via a first order transition at $T_{\text{IN}} = T^* + 2B/3CA$ with $S_0 = 2B/3C + \sqrt{2A(T_{\text{IN}} - T)}$. Although $T_{\text{IN}}$ is usually greater than $T_{\text{NA}}$ there are systems in which the transition from the isotropic to smectic A phase is direct, without any nematic phase. The first order isotropic to nematic transition arises since the 4th order polynomial in $S$ has local minima at both $S = 0$ and at $S_0$ and for $T < T_{\text{IN}}$ the minima at $S_0 < 0$ correspond to the lower energy density. The finite value of $\kappa$ induces coupling between $|\Psi|$ and $S$ that changes the value of $S$ at the second local minimum by an amount $\delta S_0 = \frac{1}{2} \chi |\Psi|^2$ where $\chi$ is the nematic response function. When $F$ is evaluated at $S = S_0 + \delta S_0$ there can be negative terms proportional to $|\Psi|^4$ and if $\chi$ is large enough these terms can be larger than the positive $b|\Psi|^4/4$ term. In this case the net sign of the $|\Psi|^4$ term is negative and the smectic A phase transition is first order.

![Fig. 5 Phase diagram for pure nCB compounds and for mixtures of (a) nCB and (n+1)CB and (b) nOCB and (n+1)OCB.](image)

Even after renormalization effects are taken into account there remain some serious discrepancies between experiments and the predictions of this theory. Nevertheless, the mean field theory does provide a qualitative description of most of the phenomenology of the isotropic/nematic/smectic A phase sequence. For example, when $T_{\text{IN}} - T_{\text{NA}}$ is large, $S_0(T)$ is partially saturated in the vicinity of $T_{\text{NA}}$, the response function $\chi(T_{\text{NA}})$ is small and the nematic to smectic A transition is usually 2nd order. This is the case for the 40.8 molecule illustrated in Fig. 4a and for molecules from the nCB series for $n \leq 9$. For mixtures of 4-cyano-4'-nonylbiphenyl (9CB) and 4-cyano-4'-decylbiphenyl (10CB), corresponding to a mean alkane length $<n>$ of between 9 and 9.55, $(T_{\text{IN}} - T_{\text{NA}})$ is smaller, approaching zero at $n = 9.55$, the response function $\chi$ is larger, and the nematic to smectic A transition is first order. Fig. 5 illustrates the phase diagram for both pure nCB compounds and for mixtures of nCB and...
For $n > 9.55$ the nematic phase is not observed and the phase transition from the isotropic to smectic A phase is 1st order.

A prediction of the mean field theory that is not accurate concerns the correlation lengths $\xi_{//} = \sqrt{a(T-T_{NA})}$ and $\xi_{\perp} = \sqrt{a(T-T_{NA})}/\eta$. The differential x-ray scattering cross section in the nematic phase predicted by the mean field theory does have the form

$$\frac{d\sigma}{d\Omega} = \frac{\sigma_0}{1 + \xi_{//}^2(Q_z - Q_0)^2 + \xi_{\perp}^2(Q_x^2 + Q_y^2)}$$

that is observed experimentally but, when the nematic to smectic A transition is 2nd order, $\xi_{//} \approx t^{\nu_{//}}$ and $\xi_{\perp} \approx t^{\nu_{\perp}}$ are observed to diverge with different powers of reduced temperature $t = (1 - T_{NA}/T)$.(64) The values of $\nu_{//}$ and $\nu_{\perp}$ are not simply related to each other nor do they have universal values for different materials. The discrepancy has not been resolved by renormalization.

In view of the existing difficulties in obtaining a quantitatively satisfactory theory for the bulk properties of liquid crystals it is premature to expect a more complete understanding of the surface phenomena. Nevertheless it is pedagogically useful to construct a simple mean field theory of surface induced smectic order. Neglecting coupling between $S$ and $\Psi$, one approach might be to add a surface term to the energy density $F$ (i.e. Eq. 10) of the form

$$F_S = H\delta(z)(\Psi + \Psi^*)$$

Mean field theories of this type have been worked out for a variety of problems and they always predict that far from the surface the order parameter decays with the bulk correlation length, which for the energy density given by Eq. 10 is just $\xi_{//} = \sqrt{a(T-T_{NA})}$.(10,63) In this approximation, since the surface field is localized to the surface region the thickness of the region of smectic order can only grow in some direct relation to the $\xi_{//}$. If the transition from the nematic to the smectic A, or from the isotropic to smectic A is first order, such that $\xi_{//}$ does not diverge as the transition is approached, the thickness of the smectic region remains finite and there can only be partial, or incomplete wetting. If, however, the surface field is not local, for example if instead of $H\delta(z)(\Psi + \Psi^*)$ there is a surface term

$$F_S = \frac{H}{z^\gamma} |\Psi(z)|^2.$$ 

The combination of the first term in Eq. 10 and the non-local surface field gives rise to a position dependent transition temperature $T_{NA}(z)$ and the thickness the smectic region will grow as $1/(T-T_{NA})^{1/\gamma}$. In fact coupling between the smectic order parameter $\Psi$ and nematic order parameter $S$ must certainly be taken into account.(64-67)

The microscopic origin of nematic order is generally ascribed to the fact that a larger number of rigid rods can be packed into a fixed volume if the rods are oriented parallel to one another. This is clearly one of the major effects. However, the role of attractive Van der Waals forces and dynamic effects associated with interactions between alkane chains on different molecules is not well understood. We suspect that this might be the dominant effect in the formation of smectic A order.(68) In any event, one thing that is clear is that for temperatures corresponding to the nematic temperature range, molecules like those illustrated in Fig. 4 prefer to be oriented parallel to one another (e.g. $S = 0$). Optical experiments show that at higher temperatures, corresponding to the isotropic phase, the free liquid-vapor surface enhances this tendency and nematic order can be observed at the liquid-vapor interface.(3,4,69,70) Since nematic order is orientational, rather than positional order, neither x-ray nor neutron scattering are particularly useful techniques for studying this effect.

On the other hand, the average surface defines a reference plane that enhances the tendency, characteristic of the smectic A phase, of molecules near the surface to be next to each other as well as being parallel to each other. We will discuss x-ray experiments on molecules from the nCB series for $n \geq 9.55$ demonstrating the temperature
dependent appearance of smectic order at the liquid-vapor interface for temperatures for which the bulk phase is isotropic. The interesting physics to discuss is the manner in which additional layers form with decreasing temperature, the evolution of this behavior with increasing n (e.g., as in nCB) and the maximum number of layers that are observed at the 1st order isotropic to smectic A transition temperature; i.e., is the wetting complete?

We will also describe experiments on the nematic phase in which surface induced smectic A positional order penetrates into the bulk hundreds of layer thicknesses. When the nematic to smectic A transition is 2nd order (i.e., for nCB with n≤9, 40.8 and for other molecules) the penetration length is exactly equal to the measured bulk correlation length $\xi_n$. Although $\xi_n$ diverges as $T\rightarrow T_{NA}$, it does not do so in the manner predicted by the mean field theory.$^{(15,16,18)}$ When the nematic to smectic A transition is 1st order, i.e., for mixtures of (1-x)(9CB) and x=0.5, the penetration length is considerably larger than the bulk correlation length. This suggests that for certain concentrations the smectic A phase may wet the liquid-vapor interface.$^{(60-63)}$

Lyotropic Liquid Crystalline Phases

The historical difference between thermotropic and lyotropic liquid crystals is that the lyotropic are always mixtures, or solutions, of unlike molecules in which one is a normal liquid that does not form liquid crystal phases in the pure form.$^{(71-75)}$ Solutions of soaps and water are prototypical examples and their liquid crystalline phases are often studied at fixed temperature, as a function of relative concentrations of the two species. Fig. 6a displays the chemical structure of the molecule cesium perfluoro-octanoate (CSPFO) that, with water, forms the one lyotropic liquid crystal for which we have done surface studies.$^{(76,77)}$ The fluorocarbon part of the molecule is strongly hydrophobic and in a H$_2$O solution it aggregates in oblate micelles, like those illustrated in the lower part of Fig. 6b, in which the -COO(Cs$^+$) groups "shield" the fluorocarbon parts from the H$_2$O. For a mixture of approximately equal weights of CsPFO and H$_2$O there is a sequence of isotropic $\rightarrow$ nematic $\rightarrow$ smectic A phase transitions with $T_{IN}$=50°C and $T_{NA}$=43°C. The actual transition temperatures decrease by about 10°C for each 10 wt% increase in the water content; however, the difference $T_{IN}$-$T_{NA}$ = 6°C is relatively independent of concentration. One possible model for this phase sequence might be that with decreasing temperature the oblate micelles simply orient to form a lyotropic nematic phase in much the same way that the rigid rods of the

---

Fig. 6 (a) Chemical structure of the cesium perfluoro-octanoate (CsPFO) molecule. (b) Sketch of one model for the organization of CsPFO molecules in layers near to the surface and in oriented oblate micelles in the bulk, some distance from the surface. The shaded region between the micelles is filled with H$_2$O.
thermotropic liquid crystals orient to form the thermotropic nematic phase. With decreasing temperature the micelle positions could then align to form the lyotropic smectic A phase. Alternatively, one could also expect that both the size and the shape of the micelles would evolve with temperature and that this might well be what really drives the phase transitions. We will show the results for this system that demonstrate the surface induced smectic order in the nematic phase, near to $T_{NA}$. One possible model for the surface structure is schematically illustrated in Fig. 6b.

Experimental Results:

Thermotropic Surface Smectic A Order

Fig. 7 displays the ratio of $R(Q_z)/R_{PF}(Q_z)$ for four different liquid crystals as a function of $Q_z$ where the smectic layer spacing $L = 2\pi/Q_o$: (a) 80CB in the nematic phase approximately 0.05°C above a second order nematic to smectic A transition; (b) 9CB in the nematic phase approximately 0.06°C above a tricritical point that separates a region of second order nematic to smectic A transitions from a region of first order transitions; (c) 9.15CB in the nematic phase approximately 0.06°C above a first order nematic to smectic A transition; and (d) 10CB in the isotropic phase approximately 0.07°C above a first order transition to the smectic A phase. All four cases display structure at $Q_z = Q_o$ corresponding to surface induced layering.

For both 80CB and 9CB the full width at half maximum of the peak is $\Delta Q_z = 2\xi/(T)$ where $\xi(T)$ is the critical correlation length of the smectic order parameter as measured separately on bulk samples, or as measured in the reflectivity geometry by scanning the spectrometer (Fig. 2) along $Q_z$ with either $Q_x$ or $Q_y$ tuned slightly off of the specular condition. This is exactly the behavior anticipated in the example illustrated in Fig. 3a,c and described by Eqs. 6, 7 and 8. It is duplicated in all materials for which there is a second order nematic to smectic A transition. It is clear that this is a case of “critical absorption” of the smectic A phase by the free surface. A relatively subtle feature of these data sets that was not anticipated is that the tails of the observed peaks, for $Q_z$ both larger and smaller than $Q_o$, do not agree with the form of the simple model described by Eq. 6. Close examination of the deviations suggests that the Lorentzian peak appears to be superposed on a "step" such that for $Q_z << Q_o$ the ratio $R(Q_z)/R_{PF}(Q_z)$ is roughly constant and an order of magnitude larger than for $Q_z >> Q_o$.

This feature is due to the fact that the model described by Eq. 6 does not correctly represent the amplitude and phase of the surface induced layering near to the surface. In the absence of theoretical guidance an ad hoc model that can describe the step is obtained by replacing the Gaussian first term in Eq. 6 by

\[
\frac{1}{\rho_{\infty}} \frac{\partial<\delta\rho>}{\partial z} = \left\{ \frac{A}{\sqrt{2\pi}Q_0} e^{-z^2/2Q_0^2} + \frac{B}{\pi z} e^{-z^2/2\sigma_1^2} \sin(Q_1 z) \right\}
\]

where $A$ and $B$ are defined to ensure that $(\rho_{\infty}^{-1})\int dz <\delta\rho>/\partial z$ is properly normalized and $Q_1 = Q_0$. (16,18) The principal motivation for this form derives from the observation that if $\sigma_1 \rightarrow 0$ the Fourier transform of the second term is equal to $B$ for $|Q| \leq Q_1$ and zero otherwise. Its main physical content is to emphasize the mathematical observation that by only a slight variation in the layer structure nearest to the surface it is possible to generate the observed step in $R(Q_z)/R_{PF}(Q_z)$ near $Q_z = Q_o$. Non-linear least square fits of the data to $R(Q_z)/R_{PF}(Q_z)$ calculated from this model can be used to obtain "best fit" values of $\xi(T)$ and these agree perfectly with values for $\xi(T)$. Best fit values for other parameters are not necessarily physically significant.

Mixtures of 9CB and 10CB with average alkane lengths between 9 and ~9.55 exhibit first order nematic to smectic transitions. As a function of decreasing temperature, on approaching the transition to the smectic A phase both x-ray scattering and heat capacity studies on bulk samples indicate pretransition growth of the smectic correlations, similar to those found for second order transitions. The growth is cut off at a finite value $\xi(T)$ by the first order transition. (48,54) Fig. 8 displays values for $\xi(T)$, obtained from the surface peak measured in specular reflection, for both 9.15CB and 9.30CB and $\xi(T)$, obtained from line shape of critical diffuse scattering
The angular dependence of the specular reflectivity data for 10CB is qualitatively different from the others shown in Fig. 7 in that the peak is broader, not as intense, and most importantly there are subsidiary maxima at Qz larger and smaller than Qo. This is shown more clearly in Fig. 9 where we display R(Qz)/R_F(Qz) for 10CB, 11CB and 12CB at T-TIA = 0.01°C and for 1.0°C. Since the isotropic to smectic A transition is 1st order, and since the bulk susceptibility for smectic order in the isotropic phase is small, the data in Fig. 9 reflect only the near surface smectic order. The sharp minimum at Qz/Qo = 1 for 10CB is the only prominent feature in the data that is different for the three materials. In fact this may be somewhat of an accident in that for 10CB, at this particular value of Qz/Qo, the destructive interference between the amplitude of the x-ray reflected from the liquid crystal surface and that from the layers below is nearly complete.

Although all of this data has been modeled by guessing a form for the electron density <ρ(z)> and fitting it to the calculated form for R(Qz)/R_F(Qz) (60-63) an alternative method is to calculate the Patterson Function:

\[
\begin{align*}
P(s) &= \int dz \int dQz \frac{R(Qz)}{R_F(Qz)} \frac{1}{Qz} \left( \frac{1}{\rho} \right)^2 \frac{1}{2} \left( \frac{1}{\rho} \right)^2 \left( \frac{1}{\rho} \right)^2 \left( \frac{1}{\rho} \right)^2 \\
&= \int dz dQz \frac{\partial \rho(z)}{\partial z} \frac{\partial \rho(z)}{\partial z} e^{-iQz z} \\
&= \frac{2\pi}{|p|^2} \int dz dQz \frac{\partial \rho(z)}{\partial z} \frac{\partial \rho(z)}{\partial z} e^{-iQz z} \end{align*}
\]

Fig. 7: The ratio of R(Qz)/R_F(Qz) for (a)8OCB, (b) 9CB, (c) 9.15CB and (d) 10CB as a function of Qz/Qo at temperatures approximately 0.05°C to 0.06°C above the smectic A transition temperature. The values of Qo are respectively (a) 0.0218Å⁻¹, (b) 0.0212Å⁻¹, (c) 0.0206Å⁻¹, and (d) 0.0213Å⁻¹.
The Patterson function calculated directly from the 12CB data in Fig. 9a is illustrated in Fig. 10a and one can immediately recognize 7 oscillations corresponding to that same number of surface induced layers. The real space density corresponding to this Patterson function has six oscillations of approximately 20% peak to peak amplitude followed by one more oscillation of about half that amplitude. Fig. 10b illustrates the real space density for the model whose Fourier transform gives rise to the solid line through the data in Fig. 9a. Although this model has only six prominent layers the calculated reflectivity is not very sensitive to the addition of another layer of smaller amplitude. The details of the sharp variation in electron density within each layer are also not unique. The important result is that by either method of analysis it is possible to obtain a measure of the number of surface layers to a precision of ±1 out of 6 or 7 layers and also a measure of relative amplitude of the electron density oscillations from layer to layer. The slight differences in the data shown in Fig. 9a for the different molecules...
might be explained by the fact that for 10CB it is possible to identify as many as eight well defined surface layers, while for both 11CB and 12CB it appears as though there are only six or seven.

The differences between the data shown in Fig. 9a at $T-T_{IA}$ for 0.01°C and Fig. 9b for 1.0°C is due to the fact that the number of surface layers change with temperature difference above the transition. This is demonstrated directly by fixing the spectrometer configuration at some $Q_z$ near to the $Q_0$ for a particular material and measuring the intensity as a function of temperature. Fig. 11a displays such data for 10CB, 11CB and 12CB.

On looking at this data it is tempting to suggest that the intensity is a measure of the number of surface layers and that they are diverging logarithmically as a function of reduced temperature $(T-T_{IA})/T_{IA}$. If this were true it
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would correspond to complete wetting of the free isotropic surface by the smectic phase. In both the publication by Ocko et al\(^{(78)}\) on 12CB, and in the unpublished work by Brasla\(\text{"u}\) et al\(^{(60-63)}\) on 10CB and 11CB, the authors claimed the wetting was incomplete. However, one regards those arguments, Fig. 11b displays similar data for three compounds from the nOCB and it is absolutely clear that in 160BC the wetting is incomplete\(^{(60-63)}\).

Both the nCB and nOCB series exhibit the same tendency away from abrupt layering transitions as the alkane chains become shorter. As indicated by the phase diagram in Fig. 5 for nCB, the shorter chains are closer to the isotropic-nematic-smectic A triple point and we speculate that this implies that the response function of the isotropic phase for smectic order is also larger for the shorter chains. If this is true, then the increased response could smear out the interface between the surface induced smectic region and the bulk isotropic phase by either reducing the surface tension, thereby enhancing the roughness of the interface due to thermal roughening effects, or enhancing the smectic order in the isotropic phase. This would then be responsible for both the tendency away from abrupt layering transitions and also for the larger number of surface induced layers in 10CB than for 11CB and 12CB.

**Surface Smectic A\(_1\) - A\(_2\) Order**

The above examples were chosen in order to emphasize the relation between liquid crystal surface phenomena and wetting in other systems. An interesting type of surface order which appears to be relatively unique to liquid crystals is the competition between smectic layering with two different length scales. We previously mentioned the fact that there are liquid crystalline systems in which the molecules seem to group together to form smectic A phases with layer thickness of the order of 1.6 \(\times\) the molecular length. In other cases the fundamental layer thickness changes as a function of temperature and in one type of phase sequence there is a transition between a smectic A\(_1\) phase, in which the layer spacing is equal to the molecular length, and a smectic A\(_2\) phase in which the layer spacing is twice the molecular length.\(^{(79-82)}\) Other cases, in which the layer spacing in the two phases are incommensurate, are also observed and in some materials there are temperatures where two incommensurate layer spacings coexist.

Fig. 12 displays \(R(Q_2)/R_F(Q_2)\) at two temperatures for a compound known as DB\(\text{7}N\text{O}_2\) for which there is
coexistence in the bulk nematic phase between smectic fluctuations with wave vectors $Q_0 \sim 2\pi$/Molecular length and $Q_d \sim 0.6 Q_0$.\textsuperscript{(83)} In this material there is a 2nd order nematic to smectic phase transition in which the correlation lengths $\xi_\parallel$ and $\xi_\perp$ associated with the order at wavevector $Q_0$ diverge while the correlation lengths associated with $Q_d$, although temperature dependent, remain finite. The data in Fig. 12 show surface structure at both $Q_0$ and $Q_d \sim 0.6 Q_0$ but with interference effects that are nearly 180° out of phase with each other. Analysis of this, and other data, indicates that the surface and bulk correlation lengths associated with the peak at $Q_0$ appear to be equal to each other, both diverging as the $T \rightarrow T_{NA}$. In contrast the surface penetration length associated with $Q_d$ is smaller than the bulk correlation length by a temperature dependent factor between 3 and 4. This is another example where the surface and bulk lengths are different. Gramsbejen et al have studied a similar compound in which $Q_d = Q_0/2$ and have obtained similar results.\textsuperscript{(84,85)}

**Lyotropic Smectic A Order**

Fig. 13\textsuperscript{a,b} displays $R(Q_z)/R_p(Q_z)$ for mixtures of CsPFO and H\textsubscript{2}O containing approximately 60% weight H\textsubscript{2}O at two temperatures. As was mentioned above, this system is known to form a bulk phase of oblate micelles.\textsuperscript{(76)} There is approximately a 6°C range of temperatures over which these micelles orient to form a birefringent lyotropic nematic phase. At higher temperatures the solution is isotropic and at lower temperatures it is smectic A. The peak in the specular reflectivity clearly indicates a temperature dependent surface layering and Fig. 13\textsuperscript{c} displays one model for the electron density that is consistent with the observed reflectivity. Analysis of this data is currently in progress and this may not be the optimum model, however the preliminary results have two very interesting features.

Firstly, the peak in the electron density at the surface near $z=0$ is roughly half as wide as that of the subsequent maxima. Since the full width at half maximum of the subsequent maxima are approximately twice the molecular length of the CsPFO molecule (i.e. $= 12.5\text{ Å}$) this suggests that the region near to the surface consists of a surface monolayer of CsPFO followed by either layers of oblate micelles with their short dimension along the layer normal, or by fully formed layers of bilayers. The second important feature of this model is that the electron
density oscillates between a minimum value that is very close to that of pure $H_2O$ and a maximum that is approximately 1.5 that of $H_2O$. This argues that whether the layers nearest to the surface are actually relatively well formed bilayers or layers of small micelles they are separated by water layers that are relatively free of $CsPFO$ molecules. The maximum value of 1.5 is significantly smaller than the density of approximately 2 times that of $H_2O$ that is obtained using the molecular volume for $CsPFO$ of 360Å³ that was quoted by Boden et al. One explanation for this lower density is that the near surface layers were made up of layers of micelles separated by suitable intralayer $H_2O$ regions. On the other hand the density of the surface monolayer is essentially the same as that of the layers below the surface and it is not obvious how to form a surface monolayer from micelles. If we assume a homogeneous surface monolayer with an electron density of the order of 1.5 times that of $H_2O$ (or 75% of the value calculated by dividing the total number of electrons by the molecular volume) then it is possible that the near surface layers are bilayers with this same density. Fig. 6b illustrates this possibility. In this model the position of the cross over from lamallae to micelles might be temperature dependent.

Thermotropic In-Plane Order

Finally, and primarily for completeness, we mention surface effects relating to an in-plane order parameter parallel to the free surface. On cooling below the smectic A phase many liquid crystalline molecules will form bulk liquid crystalline phases such as the hexatic B, the smectic I and F, with hexatic in-plane order.$^{(1,2)}$ The hexatic B is a normal uniaxial hexatic but the latter two phases are optically biaxial with the molecules tilted away from the layer normal. Examples of other phases are the crystalline B, G and J which are true 3-dimensional crystals, although with very weak interlayer coupling. In 1978 Young, Pindak, Clark and Meyer,$^{(28,29)}$ resurrecting an old idea of Friedel,$^{(87)}$ demonstrated that it is possible to form relatively stable freely suspended smectic films as thin as two molecular layers and suggested them as natural systems in which to study structural phase transitions in two dimensions. There is not sufficient space in this article to completely review all of the x-ray scattering experiments on freely suspended films that followed the pioneering experiment by Moncton and Pindak$^{(24)}$, and we will simply show in Fig. 14 a set of scans along a reciprocal space direction parallel to the surface of a 5 molecular layer thick film of the liquid crystal 7O.7 for three different temperatures. The data in
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Fig. 14a displays a broad diffuse peak corresponding to the liquid like order of the smectic C phase at 
T=78.14°C. The data in Fig. 14b is the superposition of a sharper central peak, from the two surface layers that 
have formed a tilted hexatic smectic I phase, and a broader diffuse peak, from the three interior layers that are 
still smectic C, at T=77.67°C. The data in Fig. 14c correspond to a lower temperature in which all five layers in the 
film are smectic I at T=60.09°C.({88})

In this system the smectic I does not wet the surface and there is a first order transition at which the interior layers 
become smectic I. More recent experiments by L. B. Sorensen et al indicate that layer by layer freezing can be 
observed for free films of the molecule 90.4 out to nearly 30 molecular layers.({89}) It is likely that this is a case of 
complete wetting.

Conclusion

In summary we have demonstrated the manner in which specular reflectivity of x-rays can be used to investigate 
the structure along the normal to the surface for both liquids and liquid crystals. The most striking feature is the 
tendency of the surfaces of all of these systems to induce smectic like layers that decay with distance from the 
surface. For temperatures above a 2nd order nematic to smectic A phase transition the surface induced layering 
generally extends exponentially into the bulk with a characteristic length that is equal to the bulk correlation 
length ξ/τ. Since ξ/τ diverges a T→TNA this can be classified as critical adsorption. When the nematic to smectic 
A transition is 1st order the surface induced ordering penetrates further than ξ/τ and the data implies that there 
may be a true wetting transition along the line of 1st order nematic to smectic A transitions on approaching the 
tricritical point where the transition becomes 2nd order. The surface of the isotropic phase, near to a 1st order 
transition to the smectic A phase exhibits layering transitions and at least one clear example of incomplete 
watering has been demonstrated. Along the line of 1st order isotropic to smectic A transitions, near to the triple 
point where the isotropic, nematic, and smectic A phases coexist, the data suggest the possibility of a roughening 
transition for the interface between the surface induced smectic and the isotropic phase. Further experiments will 
be necessary to fully understand all of these features.

We have also presented data from the surface of one lyotropic liquid crystal (CsPFO) demonstrating 
homogeneous surface induced bilayers at temperatures in which the bulk phase consists of finite size micelles. 
This is qualitatively different from surface structure seen in a different lyotropic system and serves to emphasize 
that our understanding of the surface properties of these solutions is at a very primitive stage.({90})

Finally, we have presented one liquid crystal example of surface induced order within the plane of the surface. 
The example was chosen to illustrate the fact that since liquid crystals form stable, free standing, thin films 
structural studies of surface phenomena can be carried out in a transmission geometry rather than in grazing 
incidence.
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