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HIGH FIELD MÔSSBAUER SPECTROSCOPY 

J. CHAPPERT 

DRF, Groupe Interactions Hyperfines 
Centre d'Etudes Nucléaires de Grenoble, France 

Résumé. — Actuellement des champs magnétiques extérieurs variant entre quelques kOe et 
150 kOe sont couramment utilisés en spectroscopie Môssbauer. Dans cet article on passe en revue 
les possibilités offertes par l'adjonction à un spectromètre Môssbauer classique d'une bobine pro
duisant un champ magnétique intense. Les principales caractéristiques d'expériences typiques ainsi 
que les récents développements de la spectroscopie Môssbauer sous champ intense sont discutés. 

Abstract. — External magnetic flelds ranging from a few kOe to 150 kOe are now commonly 
used in Môssbauer Spectroscopy. In this paper the possibilities for solid state physics investigations 
which become possible when a coil producing a high external magnetic field is added to a conven-
tional Môssbauer spectrometer are reviewed. Outlines of représentative experiments as well as some 
récent technological developments of the high field Môssbauer spectrometry (HFMS) are discussed. 

1. Introduction. — The first reported Mossbauer 
experiment in an external magnetic field was that of 
Hanna et al. [1] in 1960 who determined the sign of 
the hyperfine field in iron metal with the help of a 
conventional electromagnet giving a field of 20 kOe. 
Then in 1962 superconducting magnets (35 kOe) were 
introduced in Mossbauer spectroscopy by Craig et 
al. [2] who confirmed the existence of giant magnetic 
moments in PdFe. In early 1964, Blum et al. [3, 4] 
reported a comprehensive Mossbauer study of loca
lized magnetic moments in metals using high field 
water cooled solenoids generating fields of up to 
100 kOe. Apart from Heberle's paper at the 2nd Moss
bauer Methodology Symposium in 1966 [5], no review 
paper has been devoted to the physical applications of 
Mossbauer spectroscopy in high magnetic fields. This 
may come from the fact that the high field Mossbauer 
spectroscopy (HFMS) has become so wide-spread and 
so many results have been reported that it seems 
almost impossible to review the entire domain. While 
such a view point may in fact be quite justified, it 
seems however appropriate to review and summarize 
in a unified fashion the new possibilities for solid 
state physics investigations which become possible 
when an intense magnetic field region becomes avai
lable in conjunction with normal Mossbauer experi
ments. It is with this aim in mind, that the present 
review has been conceived in the hope that the reader 
will be persuaded of the wealth of new information 
HFMS is capable of offering him. For the purposes 

of this summary, the paper has been divided (albeit 
somewhat arbitrarily) into six parts : paramagnetism 
— intramolecular magnetic ordering — magnetically 
ordered compounds — metals, alloys and intermetallic 
compounds — dilute alloys — experimental aspects. 
Each of these topics will be considered in turn in terms 
of the present development of the subject. 

2. Paramagnetism. — 2.1 SPIN HAMILTONIAN. — 

The Mossbauer effect has become a valuable tool for 
the investigation of magnetic ions in crystalline solids, 
since hyperfine interactions depend upon both the spin 
and orbital magnetism of the ion. The theory of hyper
fine interactions in solids is based largely on the work 
of Abragam and Pryce [6] in EPR who introduced the 
so-called spin Hamiltonian 3€SH [7]. This Hamiltonian 
can be used in the interpretation of Mossbauer spectra 
which reflect the existence of one or more magnetic 
hyperfine interactions between the nucleus and its 
surroundings. The concept of the spin Hamiltonian is 
based on the fact that if a group of energy levels is 
sufficiently well separated from all higher lying levels 
it can be isolated and treated independent of other 
energy states of the system. This group of levels will 
be characterized by a single quantum number S, even 
though each state is really a complicated mixture of the 
spin and orbital wave functions of the free ion. 
S is called the effective or fictitious spin of the system 
and is defined by equating 2 S + 1 to the number of 
electronic levels in the lowest group. There is no need 
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for S to equal the free ion spin. As an example let cate however that the Fez+ site is not axial (G. Jehanno 
us consider the Fez+ ion (Fig. 1). In an octahedral and F. Varret, this conference). 
cubic field the 3d6 5D term splits into a lower-orbital For most M&sbauer experiments it is sufficient to 
triplet and an u~~er -orb i ta l  doublet separated by write the spin Hamiltonian in the following form, 

+ P 1: - - I(I + 1) + - (I, - I;) I [ 3 

with the various interactions, listed in approximate 
order of decreasing energy : crystal-field, electronic 

T2g ( d e )  d103crn -~  Zeeman, magnetic and electric hyperfine, and nuclear 
Zeeman interactions. f is the nuclear spin, p, and g,, 

c u b ~ c  %? octahedral f l e ld  a x ~ a l  f ~ e l d  o rb i t  spln 
The the nuclear term in Bohr D arises magneton from axial and g crystal factor field respectively. while E 

s accounts for any rhombic distortion. The 4th lineis the 
quadrupole interaction due to the electric field gra- 

~e 3' dient (efg) at the nucleus which is not axial (q is the 
asymmetry parameter). g is the g tensor and A is the 
hyperfine tensor. Both tensors can be reduced to their 

I- 

three principal components g,., g,,, g,, ; A,,, A,,, A,,. 
For axial symmetry it is sufficient to define 

p=f+%fij + and 

'--.--' The S-state ions (Fe3+) form a special case. Since the 

RG. 1. - Energy level schemes of Fez+ and Fe3+ ions subjected 
to cubic octahedral field, axial field ( D  > 0, E = 0), spin orbit 
interaction and an axial external magnetic field. The circled 
inserts show details of the action of Hext. D is generally of the 

order of a few cm-1. 

10 Dq -- lo4 cm-l. An axial crystalline field further 
splits these groups by an amount A .  Then spin-orbit 
coupling partially removes the five-fold spin degene- 
racy, leaving a singlet and two Kramers doublets. 
Application of an external magnetic field, Hex,, splits 
the Kramers doublets by an amount gj?He,,, where P 
is the Bohr magneton and g is the g-factor. The energy 
level scheme represented in figure 1 applies for instance 
to ferrous fluosilicate [8] with A -- 1 000 cm-l. At 
temperature low compared with A ,  the lowest level 
may be considered as isolated. Since the remaining 
degeneracy is 5, the fictitious spin ( S  = 2) equals the 
free ion spin. Recent Mossbauer measurements indi- 

orbital angular momentum is zero, spin-orbit inter- 
action can have no first order effect (Fig. 1). The charge 
distribution is spherically symmetrical and in first 
order the crystal field has no splitting effect on the 
six-fold spin degeneracy. In order to account for the 
observed splittings one has to calculate to higher 
orders of perturbation theory and the crystal field 
interaction (1st line of eq. (1)) may be written : 

In A1,0, : Fe3+ the second term is approximately 
one order of magnitude smaller than the first one. 

Having written a spin Hamiltonian containing a 
certain number of arbitrary parameters, one must now 
determine these parameters to fit the experimental 
data and interpret them in terms of the electronic 
and structural environment of the nucleus. 



2.2 MAGNETIC HYPERFINE INTERACTION. - 2.2.1 
HyperJine Jield. - In eq. (1) the magnetic hyperfine 
interaction is represented by : 

For large external magnetic fields (gPHe,, 9 A )  the 
spins are effectively quantized in the field direction and 
one may neglect off-diagonal terms. In that case the 
nucleus senses an effective field, He,,, such that : 

Therefore He,, is defined by : 

the electron spin enters eq. (6) as an expectation value 
because it is determined by He,, which tends to hold 
it fixed in magnitude and direction. 

Defining 

eq. (7) may be written : 

where H& = - ASIg,, Pn is the saturated value of the 
hyperfine field. 

Analysis of the Mossbauer spectrum of a parama- 
gnet subjected to He,, will provide the magnitude of 
He,, (at a given temperature) and its direction with 
respect to the principal axis of the efg. Because of 
anisotropy these parameters will depend on the direc- 
tion of He,, and will therefore provide information 
on the anisotropy of the ion. The origin of the aniso- 
tropy of Hhf in 3d elements has been extensively dis- 
cussed by Marshall and Johnson [9-111. The hyperfine 
field is made up of three contributions which are of two 
fundamental different kinds : 

- A contact interaction due to the polarization of 
the core s-electrons by the magnetized 3d electrons. This 
interaction is isotropic, so that for any direction of the 
magnetization it may be represented by an effective 
magnetic field at the nucleus which may be written 

where 
k is a 
which 

< r - 3  > is the r - 3  average for 3delectrons and 
parameter which measures the polarization and 
may be experimentally evaluated [lo, 121. 

- Non contact contribution, one from the orbital 
moment and one from the dipolar field of the electron 
spin. Both are anisotropic so they are tensor quantities. 
One must therefore always specify the direction i of 

magnetization for which they are measured. The 
components of the orbital term are : 

If the orbital momentum is almost completely quenched 
as in ferrous fluosilicate [8] 

Li = (g ,  - 2) Si . (13) 
In cases of strong spin-orbit coupling, mixing of levels 
occurs and significant unquenching of orbital angular 
momentum results as in low spin Fe(II1) complexes. 
Under these conditions eq. (1 3) is no longer valid [13]. 

The components of the dipolar field are : 

where depends upon the state of the ion (- 1/42 for 
Fez+). Summing these three contributions, the hyper- 
fine field may be expressed as : 

In Fez+ compounds these three contributions may be 
of the same order of magnitude (- 100-500 kOe) ; 
only the first one is present in Fe3+ ions. For most 
rare earth ions the dominant contribution (reaching 
several megaoersteds) is HLi + HDi produced by the 
4f electrons, while it is zero in Gd3+ and Eu2 + (S state 
ions). 

2 .2.2 Hyperfine field as a probe for structural stu- 
dies. - An accurate knowledge of Hhf is a major 
piece of information in several respects, some of which 
we will now consider in detail. First of all application 
of an external magnetic field may not induce a hyper- 
fine field. In that case He,, is identical to He,,, which 
implies S = 0, i. e. the ground electronic state is a 
singlet as in low spin ferrous compounds 112, 14-15]. 
However the lack of any observable Hh, is not a 
unique characteristic of zero-spin systems. As we shall 
see below polynuclear clusters having antiferromagne- 
tically coupled spins do not exhibit any Hhf.  When 
the ground state is not a singlet the magnitude of 
H,: allows a choice to be made between various 
possible electronic configurations [15-171. Such an 
identification is undoubtedly more dependable than 
that deduced from isomer shift or quadrupole coupling 
measurements. Extensive use of this type of charge 
identification has been made in cases such as the 
haemoglobin compounds [12, 15, 171, in 57Co or Fe 
doped MgO [18, 191, CaO [20, 211 and KMgF, [22], 
in iron complexes with characteristic spin 0 or 3 [23-241 
as well as in europium hexammines [25]. As an exemple 
of the application of this technique may be cited the 
last of the above compounds, for which previous 
susceptibility measurements had indicated that the 
Eu ion might not be in a 4f7 divalent configuration 
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but in a 4f9 or 4f7 5d2 state at low temperatures. 
HFMS up to 70 kOe strongly supports the 4f7 confi- 
guration [25]. 

Not only the magnitude of H:, is of interest but 
also each of the three contributions (eq. (15)) which 
can be obtained from HFMS. First of all these contri- 
butions are very sensitive to covalency [13, 261 or the 
consequences of the Jahn-Teller effect [27]. Reduction 
factors are introduced in orbital and dipolar fields to 
correct for these effects which may also strongly 
reduce the core-polarization field per spin Hc/2 S [28]. 
Correlation between covalency and field induced 

'Eu hyperfine fields observed in Eu-Ca hexammines 
has recently been reported by Parker and Kaplan [29]. 
A possible way to get an estimate of isotropic Hc/2 S 
is to take advantage of the anisotropic character of 
the dipolar and orbital terms as demonstrated in 
uniaxial ferrous fluosilicate by Johnson [lo], who 
measured H,,, on a single crystal with Hex, applied 
along and perpendicular to the axis of symmetry and 
derived the anisotropy ~t~ ((//) - H:, ((I), which is 
independent of Hc. The parallel and perpendicular 
components of HL and HD were calculated using 
susceptibility data (eq. (13) is valid) and effective 
values of < r-3 > and k were derived leading to 
(see eq. (1 1)) a core polarization field Hc = - 422 kOe, 
i. e. Hc/2 S = - 105 kOe per spin in agreement with 
free ion spin polarized Hartree-Fock calculations [26, 
301 and with the so-called (( 110 kOe per spin )) rule [31] 
(for ionic compounds). 

An interesting consequence of anisotropy is the 
observation by Konig et al. [32] of a thermally induced 
high spin P low spin transition in an iron (11) complex. 
The magnetically perturbed Mossbauer spectrum above 
the transition temperature can only be accounted for 
by a highly anisotropic Hhf concentrated along the 
z-axis (H,,,, = - 23 kOe, H,,,, = H,,,, = - 2 kOe). 

It should be noted that single crystals are not needed 
for the determination of the components of the hyper- 
fine tensor [%, 12, 321. Working with polycrystalline 
samples one could expect broad lines since the external 
field direction is oriented at random angles with res- 
pect to the crystallographic symmetry axes. However 
at low T lines are generally narrow [8, 33, 341. This 
may be a consequence of the anisotropic susceptibility 
of the ions. In addition the effective field has a tendency 
to be directed at right angles to the symmetry axis 
since the probability that He,, will be oriented at 
an angle 8 to the axis is proportional to sin 8 dB which 
is maximum for 6 = 900 [35]. For example Mossbauer 
spectra of polycrystalline ferrous fluosilicate [%, 341 
in strong magnetic fields at 4.2 K show quite sharp 
lines similar to those for the single crystal with Hex, 
perpendicular to the trigonal axis. 

In the preceding discussion it was assumed that the 
temperature was maintained constant during the 
course of the experiment. Let us now consider the 
temperature as a variable and introduce a new para- 
meter (Hex,/T). For an ideal paramagnet and assuming 

fast relaxation, it is well known that the Hext/T depen- 
dence of the hyperfine field is 

H,, = H , S ~  B~(gPSHext1kT) (16) 

where B,(gPSHext/kT) is the Brillouin function for 
spin S. H:, is determined from high H,,,/T values and 
a fit of experimental data using eq. (16) allows the 
determination of S, as in iron [20,36-381 ytterbium [39] 
or europium [40] compounds. Figure 2 shows the fit 
obtained for two iron (I) compounds [19, 361. The 
problem with such a fit is the exact determination 
of H:,. It may require very high values of Hex, to 
saturate H,,. One way to know that saturation has 
been reached is to change T for the same He,,. This 
should not change Hhf. On the other hand very high 
external fields can produce mixing of the ground state 
with excited levels and change H& as observed in 
MgO : Fel+ [17] for Hex, greater than - 100 kOe 
(curve b of Fig. 2). However it should be emphasized 
that under these extreme conditions the fundamental 
assumptions on which the spin Hamiltonian was 
based are no longer valid and the ultimate interpre- 
tation of the experimental data becomes considerably 
more complex. 

FIG. 2. - Dependence of Hhf on HextlT in two iron (I) com- 
plexes : (a) nitrosyliron bis(N, N-diethyldithiocarbamate) 1361 ; 
(6) MgO : Fe 1171. Note in curve (b) the deviation from the 
Brillouin function (solid line) for S = 112 at high values of Hext. 

2.3 CRYSTAL FIELD INTERACTION. - UP to now We 
have been interested only in the magnetic hyperfine inte- 
raction and have ignored the purely electronic part of 
the spin Hamiltonian (1st and 2nd lines of eq. (1)). 
The terms in D and E are responsible for the zero field 
splittings of the effective spin levels. When Hex, is 
switched on, it acts as a perturbation and removes 
the spin degeneracy (see Fig. 1 for axial case). Depend- 
ing upon values of D, E and g, large fields may 
produce mixing of the ground state level with the 
excited states. For Kramers doublets (e. g. Fe3+), 
when gPHeXt - 2 D the two members of the ground 
state doublet have different values of < S >. Moss- 
bauer patterns are produced by each with an intensity 
weighted by the proper Boltzmann factor (they will 
be observed separately for slow relaxation [41]). Such 



high field spectra for slow and fast relaxation may be 
analyzed and estimates of D and E listed in Table I 
can be made. Oosterhuis and Lang [51] have tabulated 
the results of numerical calculations of the various 
spin Hamiltonian parameters for the t:, electronic 
configuration. Of remarkable interest is the study of 
level crossing. Wickman and Wertheim [52] took 
advantage of the small values of D (0.17 cm-I) in 
A120, : Fe3+ to study in detail this behavior. They 
observed large changes in Hhf at the crossing points 
(see arrows in Fig. I), and also the repulsion of levels 
due to the small cubic term of eq. (4). 

2.4 QUADRUPOLE INTERACTION. - 2.4.1 Parame- 
ters of the quadrupole interaction. - The quadrupole 
interaction (4th line of eq. (1)) results from a non-zero 
efg at the nucleus. In the absence of a magnetic inter- 
action the observed quadrupole splittingis proportional 

, where V,, is the principal compo- 

nent of the efg'tensor and y the asymmetry parameter 
defined by y = (V,, - Vyy)/Vz, so that 

A knowledge of V,, (magnitude and sign) and y is of 
great importance for the understanding of the structure 
and of the electronic configuration of the Mossbauer 
active atom, and from such data larger structures 
such as those of ion clusters or molecules can often be 
inferred. Nuclides with spins greater than 3 generally 
yield sufficiently complex powder spectra so that 
these parameters can be obtained directly. For spin 
3 nuclides however single crystals are often needed, 
although Ruby and Flinn [53] have suggested a 
method applicable to these nuclides when single 
crystals are not available. In this method one perturbs 

the Mossbauer spectrum by applying a large external 
field He,,. The theoretical and experimental basis of the 
magnetic perturbation technique have been developed 
and its usefulness demonstrated by Collins and 
Travis [54, 551 for 57Fe. They calculated a series of 
typical spectra to enable Vzz and y to be determined 
in most diamagnetic iron compounds. Since poly- 
crystalline samples are considered, the observed spec- 
trum is the summation of spectra of all possible orien- 
tations 8 of the efg main axis with respect to 
Hex, = He,,. Therefore one observes bands rather 
than lines. For a given 8 and assuming y = 0 the 
energy level scheme is shown in figure 3 in which the 
resulting observable spectrum is also indicated. A 
typical experimental spectrum for a powder (inte- 
grating over all 8) consists of a doublet and a triplet. 
When the doublet lies at higher velocities as in 
figure 3, Vz, is positive and vice versa. 

This method applies not only to diamagnets but 
also to isotropic paramagnets, i. e. at sufficiently high 
temperature so that the parallel (xII) and perpendicu- 
lar (xL) susceptibilities are approximately equal and 
small and the magnetic field within the sample is 
virtually isotropic. For a paramagnet at low tempe- 
ratures the situation would be rather more complex 
since the susceptibility may be very high and XI ,  very 
different from x,. For example in iron (11) phtalo- 
cyanine [56] xl/xll - 10'' at 4.2 K. Therefore He,, is 
very different from Hex, in magnitude and direction. 
Determination of the sign of the efg must therefore be 
made at a temperature where either Hex, (high tempe- 
rature) or Hh, (low temperature) predominates. In 
Fe(ClO,),. 6 H 2 0  Coey et al. [57] observed that 
He,, and H,,, cancel exactly at 30 K. At that tempera- 
ture the effect of Hex, will only be to broaden the lines 
through the anisotropic hyperfine interactions without 

Values of the crystal field parameters D and E derived in several compounds from HFMS 

Compounds 
- 

D cm-I E cm-I References 
- - - 

Fe(I1) 
Rubredoxin + 4.4 1331 
FeL4(C10,)2 L = 1,s-naphthyridine < 1 1421 
FeCI, + 0.4 [381 
Fe : LiAl,O, - 0.104(*) [43] 
Tris(hexamethy1disilylaminato) Fe - 0.7 1441 
Mycobactin P + 0.34 + 0.088 

Fe(II1) Hemin 
[451 

+ 6 [461 

Haem proteins 
from + 6 
to + 15 

Fe3 + ion exchange sulfo-resin EID = 0.15 r481 - - - 
Fe(IV) (Fe(diars),Cl,) (BF,), + 23 < 3 1491 
Fe(V1) Ferrate ion + 0.11 + 0.02 1501 
Eu(I1) Eu hexammines - 0.020 [251 

Eu-Ca hexammines + 0.020 1291 

(*) Only the sign of D was determined by HFMS. 
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FIG. 3. - Nuclear level scheme and typical Mossbauer spectra 
obtained when Hext perturbs a quadrupole split polycrystalline 
sample (4 = 0). For a diamagnet (or a paramagnet at high T),  
Heff = Hext and the resulting spectrum consists of broad lines 
because of the random distribution of 8. For a paramagnet at low 
T, the orientation (and the magnitude) of Heff may differ from 
that of Hext. The two extreme cases 8 = 0 and 8 = n/2 are shown. 
It is seen that narrow lines are observed and that measure of the 
ratio of the (< doublet D and (( triplet >) splittings may be an indica- 
tion of the orientation of Heft with respect ot the efg axis. 

splitting them. It is frequently observed at low tem- 
peratures that H,,, is along or perpendicular to the efg 
axis. Then He, is no longer randomly distributed with 
respect to the efg axis and narrow resonance lines 
are observed [56], as shown in figure 3 for 8 = 0 or 900. 

The determination of y is less straightforward 
because the changes in the magnetically perturbed 
spectrum are minimal when y varies between 0 and - 0.5. Also when y approaches unity, there is a 
gradual change to mirror symmetry in the spectrum. 
Precise measurements with a very high external field 
should probably be obtained in compounds presenting 
very large quadrupole splittings such as those in the 
4-5 mm range recently reported for Fe(I1) [37, 42, 
58, 591 or Fe(II1) [44] complexes. 

The pioneering work of Collins and Travis gave impe- 
tus to several groups to examine iron compounds [60] 
and tin compounds [61, 621 using the magnetic pertur- 
bation technique with external fields ranging from 30 to 
60 kOe approximately. Using calculated spectra by 
Collins and Travis [55] for 57Fe and by Gibb [62] for 
"'Sn nuclides it is possible to predict in advance the 
magnitude of the required field. As far as the orien- 
tation of He,, is concerned, Lang [63] has shown that 
there is not significant difference in computing time 
between the longitudinal and transverse geometry. 
For a correct interpretation of spectra of powder 
samples care has to be taken to prevent preferential 
ordering. When the samples are not oriented comple- 
tely randomly with respect to the optical axis of the 
experiment (i. e. when there is some degree of prefe- 
rential crystal orientation as is frequently encountered 
if the crystal habit is that of plates, sheets or needles), 
significant differences from (( random orientation )) 

spectra are observed. Under these conditions the resul- 
tant spectra may have an appearance tending toward 
those for f3 = 0 or 0 = n/2 (Fig. 3), the amount of 
distortion depending on the degree of preferential 
orientation of the sample. Also Travis and Collins [64] 
have considered the influence of a Goldanskii-Karya- 
gin (G. K.) effect on the shape of the magnetically 
perturbed spectra. They came to the important conclu- 
sion that failure to account for GK distortion can lead 
to incorrect evaluation of the efg tensor elements. For 
instance, several of the distorted spectra for y = 1 
appear to have a doublet and a triplet leading one to 
assign a sign to Vz,. 

2.4.2 Electric jield gradient as a probe for struc- 
tural studies. - The precise knowledge of V,, and q is 
a rich source of information in several domains. In 
view of the extensive literature in this field it is impos- 
sible to quote all results which have been obtained from 
the interpretation of magnetically perturbed Moss- 
bauer spectra. Reiff [65] has recently surveyed the 
magnetic perturbation method for iron and tin coordi- 
nation compounds. Let us briefly enumerate a few 
experiments of this type which are related to structure 
and bonding. An example is the study of ferrocene 
((nC5HS),Fe) by Collins [54] who was able to make 
a choice between two previously suggested MO schemes 
for this compound, on the basis of the experimentally 
determined sign of the efg tensor, since the two theore- 
tical models predicted opposite values of this para- 
meter. Moreover, this study has also led to a clearer 
understanding of the metal orbitals used in the inter- 
action with the cyclopentadienyl ring and accounts 
for the nearly complete collapse of the quadrupole 
interaction when ferrocene undergoes a one electron 
oxidation to the ferricinium ion ((nC,H,),Fe+). In 
some cases the dominant contribution to the efg has 
been determined [66] : for example V,, for cis- and 
trans-FeC12(p-Me0 . C , H ,  . NC)4 has opposite signs 
indicating that the lattice contribution does not domi- 
nate the magnitude of the efg as previously assumed. 
A promising field seems also to be the study of ion 
coordination. Difficulties in distinguishing between 
different types of coordination with conventional 
technique (IR, NMR, susceptibility) can be removed 
by the magnetic perturbation technique [59, 671. For 
example it was assumed for a while that the large 
quadrupole splittings (- 4 mm/s) observed in high 
spin iron (11) complexes were associated with a penta- 
coordination [68, 691. However even larger values 
have subsequently been found in eight-coordinate 
complexes [37,42]. From recent magnetically perturbed 
Mossbauer studies [58, 651 it appears that both lattice 
contribution to the efg and covalency play an impor- 
tant role. Large quadrupole values are therefore not 
uniquely characteristic of a given coordination but 
depend on peculiarities of the particular coordination 
environment [59, 701. 

The same technique allows one to determine the 
ground state orbital wave function in a complex [56, 



71-73], at least when electrons are localized on the 
metal ion, i. e. when there is no significant contribu- 
tion from the bonding electrons due to mixing of the 
metal and ligand orbitals [36]. Also of interest is the 
observation of a change of sign for Vzz which may 
reflect a change of symmetry about the Mossbauer 
nucleus resulting in an orbital ground state rever- 
sal [57,74-761 or a high-spin & low spin transition [32]. 

Finally the magnetic perturbation technique may 
provide an indication of the orientation of VzZ and the 
effective field at the nucleus. Indeed the ratio of the 
triplet and doublet splittings (see Fig. 3) may be taken 
as a rough measure of f3 [44, 56, 771. 

At this point it is worth mentioning the determi- 
nation by Uhrich et al. [78] of the sign of the efg at 
the tin site in an ordered smectic liquid crystal. A 
disc-shaped sample was heated at 90 OC in a magnetic 
field of 9 kOe and then cooled in the field to room 
temperature. At this temperature the sample existed 
in the smectic H phase and could be removed from the 
magnetic field without disturbing the molecular align- 
ment and used as a single crystal in a zero-field Moss- 
bauer experiment. 

2.4.3 Magnetically induced quadrupole interaction. 
- A nucleus does not always experience an efg. In 
cubic symmetry for example contributions to the 
quadrupole interaction due to the nearest neighbor 
environment are not expected. However non vanishing 
quadrupole splittings have been observed in ferrous 
compounds in which the Fez' ion occupies a site of 
cubic symmetry. A characteristic feature is that the 
onset of the quadrupole interaction is simultaneous 
with magnetic ordering. It was first pointed out by 
Marshall [79] that the efg arises as a consequence of 
non zero exchange interaction, the effective magnetic 
field at the ion site acting through the spin orbit coupl- 
ing to produce an asymmetrical charge distribution. 
The topic of magnetically induced quadrupole interac- 
tion (MIQI) has been discussed in several papers [80- 
831. In a cubic paramagnet the same argument holds 
when an external field is applied. For He,, along the 
(100) or (111) directions the major axis of the efg 
tensor is collinear with He,, and from symmetry 
arguments it is clear that the asymmetry parameter is 
zero. As predicted by Ham [79] the Mijssbauer spec- 
trum of MgO : Fez+ [18, 841 in an external field of 
50 kOe shows that the MIQI has equal magnitude but 
opposite signs in the (100) and (1 11) directions. How- 
ever different values of MIQI when He,, rotates from 
one direction to the other are observed in CaO : 
Fez+ [21] and KMgF, : Fez+ [85] due to dynamic 
Jahn-Teller coupling [86]. A field induced efg has also 
been observed at the Yb nucleus in the cubic interme- 
tallic YbPd, [39] which remains paramagnetic down to 
1.4 K. It is worth pointing out that the MIQI can be 
used to get a rather accurate estimate of the nuclear 
quadrupole moment Q of the nucleus since one does 
not have to bother about the lattice contribution to 

the efg which arises solely from the electronic charge 
distribution. For 57Fe this method gives 

Q = + 0.21 b [87]. 

Finally it should be kept in mind that second order 
terms in Xs, can give rise to pseudo contributions 
such as the pseudo nuclear quadrupole interaction and 
the pseudo nuclear Zeeman interaction [7]. These 
terms may not be negligible when an external field is 
applied to systems having closely spaced ground and 
excited electronic states [21, 851. 

3. Intramolecular magnetic order. - 3.1 EXCHANGE 
HAMILTONIAN. - Magnetic ordering in solids can take 
place in two ways. It can have a long range character 
through the lattice (intermolecular ordering) as in 
usual ferro-, ferri- or antiferromagnets. But it can 
also have a discrete character (intramolecular order- 
ing). Although intramolecular ferromagnetism has 
been shown to exist [88] the most common type of 
intramolecular ordering in chemical compounds is 
intramolecular antiferromagnetism [89, 901. I t  occurs 
in polynuclear complexes in which a small number 
(- 2 to 8) of transition metal ions are coupled to each 
other in a cluster by strong exchange interactions, 
while the clusters are magnetically isolated from each 
other in the solid. If one or more of the metal ions are 
suitable for Mossbauer spectroscopy and if the exter- 
nally applied field becomes comparable to the intra- 
molecular exchange energy, an estimate of the exchange 
integrals can be obtained. 

Within a cluster, metal-metal interactions act 
through superexchange interactions which can simply 
be described in terms of the classical exchange Hamil- 
tonian 1901 : 

where the sum is taken over all interacting pairs in the 
cluster and Jij  is the exchange integral between the 
ith and jth atom, with spins Si  and Sj. It is possible to 
write down the eigenvalues of eq. (17), using the vector 
model [91] : 

where S i j  = S i  + Sj .  Sinn [go] has tabulated the 
eigenvalues of X,, for different values of n, Si ,  S j  
and Jij.  

Let us consider the simple case of binuclear clusters. 
The spin-spin Hamiltonian reduces to : 

X,, = - 2 Jt2 S1.S2 (18) 

and the energy levels appropriate to this Hamiltonian 
are 

where J = J,, and ST = S, + S z  (ST has allowed 
values St + Sz, S,  + S, - 1 ,  ... I S,  - S2 I ) .  The 
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effect of an external field is represented by adding a 
term gPHeXt.ST to eq. (IS), with g being the Land6 
splitting factor. Defining the z-axis along He,,, the 
energy levels are split into 2 ST + 1 sublevels. The 
eigenvalue equation is : 

and if S ,  = S, = S, 

This situation is represented in the insert of figure 4. 
For two S = 3 ions antiferromagnetically coupled 
(J < O), the ground state has ST = 0 (singlet state). A 

EXTERNAL FIELD ( kOe ) 

FIG. 4. - Hhe in (Fe salen Cl)z and (Fe sa1en)nO plotted as a 
function of Hext at T = 4.2 K. In the insert is shown the energy 
level diagram for two S = 512 ions coupled with J <O (adapted 

from ref. 1921). 

material consisting of such clusters is therefore diama- 
gnetic at low temperatures. Magnetism will appear 
only at higher temperatures when excited states (the 
first excited level is distant from 2 J )  become popu- 
lated. 

3.2 DETERMINATION OF T H E  EXCHANGE INTEGRAL. - 

Lechan et al. [92] have made a detailed high field 
Mossbauer study of the binuclear ferric complex 
iFe salen Cl), where salen is N-N' ethylenebis 
(salicyldiminato). Calculation of the magnetic hyper- 
fine interaction leads to a field and temperature depen- 
dence of H,, given by : 

Thus the hyperfine interaction depends only on two 
parameters A/gn /In and J which can be determined by 
measuring H,, as a function of He,, and T. The field 
dependence at 4.2 K is shown in figure 4. For compa- 
rison similar measurements in (Fe salen),O [92] are 
also shown in this figure. The solid lines are the best 
fit assuming J = - 7.0 cm-' and - 95 cm-I, respec- 
tively, in excellent agreement with susceptibility data. 
I t  is seen that in (Fe salen),O, the antiferromagnetic 
coupling is so strong that it is not perturbed by an 
external field as high as 80 kOe and no hyperfine 
field is observed, i. e. He,, = Hex, [92-951. In the less 
coupled ((Fe salen)Cl), a small field dependent hyper- 
fine field is induced [92]. 

It seems an almost safe rule to state that the absence 
of a hyperfine field in magnetically perturbed spectra 
is diagnostic of dimeric structure with intramolecular 
antiferromagnetic ordering [96, 971 providing other 
data rule out the presence of diamagnetic low spin 
states. For example such a criterion has been decisive 
in establishing that Fe(salen)Cl, 5 CH,NO, was 
dimeric [98] rather than monomeric as suggested by 
room temperature susceptibility and infrared measure- 
ments. High field Mossbauer evidence for a dimeric 
structure was also found in several quinoxaline 
2, 3 dithiolate complexes of iron [99]. Fitzsimmons 
and Johnson (100) have noted however that the above 
stated rule does not hold in cases where the ligand 
field parameter D is comparable to J, since the effect 
of D is to mix higher states into the MsT = 0 ground 
state. Murray [loll  has recently reviewed in detail the 
properties of the binuclear 0x0-bridged iron (111) 
complexes, covering the Mossbauer results. A survey 
of Mossbauer data can also be found in ref. [64]. 

Complexes having three [102,103] four or more [I041 
metal ions have been studied by HFMS. These studies 
seem promising in the sense that they allow a test of 
exchange models to be made on discrete systems 
rather than infinite lattices. Another very fruitful 
domain of investigation has been found in the series 
of iron-sulfur proteins (for a review see ref. [105-1071). 
These proteins have biologically important redox pro- 
perties due to antiferromagnetically coupled Fe3 +-Fe3 + 

clusters in their oxygenated form and Fez+-Fe3' 
in their reduced form [108, 1091. 

4. Magnetically ordered compounds. - 4.1 ANISO- 
TROPY AND EXCHANGE. - Let US now turn to infinite 
lattice magnetic ordering (intermolecular). In magne- 
tically ordered compounds the direction of the ion 
magnetic moments is the result of the competition 
between three terms : the exchange energy (repre- 
sented by an effective exchange molecular field HE) - 



the anisotropy energy (anisotropy field HA) and the 
external field Hex, if any [110]. It is well known that 
magnetically split Mossbauer spectra provide informa- 
tion on spin directions in several respects : 

i) The relative line intensities depend upon the 
relative orientation of He,, with the direction of obser- 
vation through polarization effects. 

ii) The line positions depend upon the magnitude 
of He,,, i. e. Hex, and Hhf. In the presence of a qua- 
drupole interaction (assumed axial), this dependence 
is rather complicated since the angle between He,, and 
the efg axis varies with He,,. 

The possibility of determining the magnitude of the 
anisotropy in an antiferromagnetic uniaxial single 
crystal by means of the HFMS was first suggested by 
Cinader et al. [I 111 and demonstrated in powders by 
Beckmann et al. [I 12, 11 31, using arguments described 
in i). Since in antiferromagnets X, > x,,, the external 
field tends to rotate the spins in a direction perpendi- 
cular to it. But it is only when Hex, reaches a critical 
value H,, = d2 HE HA that rotation takes place. The 
critical field was found to be 27 kOe in FePO, [112], 
much higher than 50 kOe in ZnFe,O,[l 131 FeSn, [I131 
or Fe : COO [114] due to a large anisotropy energy. 
Moreover Beckmann et al. [112] measured the sign 
of the anisotropy energy by making use of ii). The 
sign is said to be positive when the spins are paral- 
lel to the symmetry axis (as in FeP0,) and negative 
in the perpendicular case. Also HFMS can be uniquely 
useful when one looks for the specific contributions 
of an ion to the magneto-crystalline anisotropy of 
materials. One knows that the total anisotropy is gene- 
rally made up of the sum of the individual single- 
ion contributions. Fletcher et al. [I 151 have measured 
the Fe3+ contribution to the anisotropy in Fe,O, 
and Fe, -,Ti,O,, using the relative sublattice magne- 
tizations determined from HFMS. 

4.2 BEHAVIOR OF MAGNETICALLY ORDERED COM- 

POUNDS IN AN EXTERNAL FIELD. - 4.2.1 Ferroma- 
gnets. - In a ferromagnet the effective field as a 
function of He,, is given by : 

He,, = Hhf + He,, - DM (23) 
where DM is the demagnetization field. Therefore 
when He,, is switched on, He,, will change its magni- 
tude from 1 Hh, I to I Hh, I + I (He,, - D M )  I, depen- 
ding on whether Hhf is parallel or antiparallel to the 
magnetization. The demagnetizing field can be quite 
large : it reaches 22 kOe for a thin iron foil magnetized 
with Hex, perpendicular to its plane [116]. Heberle [5] 
has discussed the difficulties one may encounter when 
one uses this method to determine the sign of Hhf. A 
better method developed by Blum and Grodzins [I 161 
is based on the use of circularly polarized y-rays by 
placing both source and absorber in He,,. Apart from 
sign determination, HFMS may confirm the ferroma- 
gnetic character of a material and help to determine 
the contributions to Hhf [117, 1181. 

4 .2.2 Antiferromagnets. - Antiferromagnets are 
of particular interest because upon application of 
He,, they display a wide variety of phase transitions in 
addition to the paramagnetic (P) to antiferromagnetic 
(AF) transition at the NCel point TN. A comprehensive 
review of the HFMS of these magnetically induced 
phase transitions has been recently published [119]. 
Following Frankel's discussion [119] let us apply Hex, 
along the easy axis of magnetization of a uniaxial anti- 
ferromagnet at T below TN. When Hex, reaches a criti- 
cal value, Hs,, a first-order phase transition occurs and 
the spins rotate in a direction perpendicular to He,,. 
This phase is known as the spin-flop (SF) phase and 
the transition to this phase as the spin-flop transition. 
If Hex, is increased beyond HsF the spins tip toward 
each other until Hex, = Hp induces a second-order 
phase transition to the P phase in which the spins are 
parallel to the easy magnetization axis. H,, and Hp 
are determined by HA and HE, and since both are 
temperature dependent, the critical magnetic fields 
Hsp and Hp are also temperature dependent, and a 
phase diagram can be constructed (upper part of 
Fig. 5). If now Hex, is applied perpendicular to the 
easy axis there is no SF transition. He,, causes the 
spins to tip toward each other until the critical field, 

- - 
T T N 

TEMPERATURE 

FIG. 5. - Schematic phase diagram for uniaxial, easy axis 
single crystalline antiferrornagnet, for Hext parallel (above) and 
perpendicular (below) to the easy axis. In each case the intensity 
of the Am = 0 lines (labelled Arn(0)) is indicated (for y-ray pro- 
pagation direction parallel to Hest) as well as details of the 

obsen7ed Mossbauer spectra (adapted from ref. [120]). 
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HA,,, causes a second-order transition to the P phase theory by allowing canted spin arrangements. Under 
where the spins are perpendicular to the easy axis these conditions eq. (23) becomes 
(lower part of Fig. 5). Numerous materials with a range 
of values for HA and HE have been studied by HFMS, He,@, B) = 

exploring part of the phase diagram of figure 5. Iron 
compound studies include hematite [121, 1221, FeCl, = ( ~ 2 t  + H&(A, B) - 2 HeXt Hhf(A, B) cos OA,B)'" 

and FeBr, [123], FeCO, [124], NEt4FeBr4 [125], (25) 

Fe,Ti [126], MnF, : Fez+ [127], FeCl, .6 H,O [128], 
FeCl, 11291, FeCl, . 2  H,O [130], PFeF, . 3  H,O [l31], 
AuFe [118,132], y-FeOOH [133], Fe doped y-AlOOH, 
%A~,o, and KA1,(OH),(S04), [I341 and 
K,Fe04 [135]. External fields have also been used to 
study l5'Eu antiferromagnets such as Gd-doped and 
La-doped EuSe [136], the intermetallics EuCu, and 
EuAI, [40] and equiatomic PdEu [137]. When single 
crystals are used, narrow lines are observed indepen- 
dant of the value of HA. This will also be true for 
weakly anisotropic polycrystalline materials. But 
if HA 9 Hex,, in each randomly oriented crystallite 
the spins remain aligned in the easy direction and 
Heff ranges from He,, - HhF to Hex, + H,,, i. e. it 
results in a broadening of the lines [126, 1381. 

4.2.3 Helimagnets. - The only helimagnet studied 
by HFMS seems to be anhydrous FeCl, [129]. When 
Hex, is applied along the hexagonal c-axis of the crystal 
so that it makes various angles with the magnetic 
spins, the lines of the spectrum broaden owing to the 
vector addition of Hex, and the randomly oriented Hh, 
(of course broadening would also be observed for a 
powder). Increasing He,, above 15 kOe destroys the 
spiral structure and a spectrum reflecting the presence 
of two sublattices is observed. Further increase of 
Hex, above 40 kOe causes a spin-flop. 

4.2.4 Ferrimagnets. - HFMS has been the method 
of choice for a large number of studies of ferrimagnets. 
This comes from the ability of distinguishing the two 
sublattices A and B in these materials upon application 
of Hex,. According to Niel's model of ferrimagnetism, 
antiparallel moments have unequal magnitude giving 
rise to a net resultant moment. When Hex, is applied, 
the effective field on each sublattice A and B is : 

When Hex, is parallel to the direction of y-ray 
propagation the Am = 0 lines vanish and the result- 
ing spectrum consists of the superposition of two 
four line spectra with He,, given by eq. (24). Such a 
behavior was observed in NiFe,O, subjected to 
Hex, = 70 kOe [I391 and constitutes a definite proof 
of its collinear structure. The magnetic moments of 
some spinel ferrites are not well understood in terms 
of Ntel's ferrimagnetism. In particular, chromium 
containing spinels have magnetic moments one order 
of magnitude smaller than the value predicted from 
this collinear model [140, 1411. Several possible expla- 
nations for this reduction have been proposed [142]. 
In particular Yafet and Kittel 11431 extended the Nee1 

where O,,, are the angles between the spins on sublat- 
tices A, B and Hex,. From eq. (25) these angles may 
be deduced. Their value can also be compared to that 
derived from the observed intensity of the Am = 0 lines 
(which depends on O,,,). Such an analysis brought 
evidence for a canted spin arrangement in 
NiFe,.,CrI.,O4 [139], in Zn substituted Ni [144-1471 
and Co [I481 ferrites. 

Some knowledge of the importance of the magneto- 
crystalline anisotropy is needed for a correct inter- 
pretation of Mossbauer spectra. Indeed the disappea- 
rance of the Am = 0 lines for a NCel ferrimagnet 
depends on the anisotropy of the material. In weakly 
anisotropic NiFe,O, it occurs at He,, = 12 kOe [139] 
while in FeGaO, [149] and AlFeO, [I501 fields of the 
order of 100 kOe were needed. Therefore a canted 
spin structure could be mistakenly inferred from a 
wrong interpretation of the high field Mossbauer 
data. 

Another major domain of interest investigated 
through HFMS is cation distribution among different 
sites by taking advantage of the possibility of separat- 
ing the sublattices hyperfine fields 1144-148, 151-1641. 
Also, in favorable structures it is possible to determine 
if the arrangement of a magnetic ion and a non magne- 
tic substitution in equivalent site is random [165]. But 
the intensity ratios of the lines are proportional to 
the ratio of the number of A and B site ions, provided 
that the recoilless fraction, f, is the same for the two 
sites. The validity of this assumption has been ques- 
tioned for Fe,O, and YIG [166]. It was found valid 
at 0 K but differences of 6 % were observed at room 
temperature. Therefore the relative occupation num- 
bers cannot be determined simply from line area mea- 
surements at room temperature but must be calculated 
from data extrapolated to 0 K. 

Finally, similarly to the technique used for liquid 
crystals [78], magnetically oriented absorbers simulat- 
ing a single crystal, can be fabricated by allowing a 
mixture of fresh epoxy resin and powder sample to 
harden in a magnetic field produced by a conventional 
electromagnet. The zero-field Mossbauer spectra of 
these partially or totally oriented absorbers are quite 
similar to Mossbauer spectra recorded with an external 
fields and provide information on anisotropy and spin 
configuration [167, 1681. 

4.2.5 Superparamagnets. - Ultrafine particles of 
ferro and antiferromagnets behave as paramagnets 
below the magnetic ordering temperature. This is 
because the thermal energy at the temperature of the 
experiment is comparable to the energy barrier prevent-, 



ing spontaneous reversal of the magnetization. There- 
fore due to relaxation between the various easy 
directions of magnetization the hyperfine field observed 
by Mossbauer spectroscopy collapses. However by 
applying an external magnetic field, the magnetic 
moment of the particle is polarized by the field and 
the Zeeman pattern is restored, because He,, favors 
one orientation of the magnetization. The magnetiza- 
tion M of a non-interacting assembly of identical 
particles of moment p is given by the classical Langevin 
function : 

The above behavior has been observed in fine particles 
ofNiFe20, [169], Ni [170], cc-Fe203 [171], Fe,O, [172] 
and in frozen ferric perchlorate solutions [173]. In 
y-Fe203, Coey et al. [174-1751 have found by applying 
Hex, = 50 kOe that ultra-fine particles (- 60 A) have 
a core with much the same cation and spin arrange- 
ment as bulk y-Fe203 but with a surface layer in 
which the iron spins are canted from their usual 
direction. 

4.2.6 Amorphous magnets. - Up to now few 
high field Mossbauer studies of amorphous magnets 
have been performed.'~ukrey et al. [I761 have suggested 
the possibility of ferrimagnetic order in clusters of iron 
ions precipitated in an alkali-borate glass. Of conside- 
rable interest is a new spin structure called spero- 
magnetism proposed by Coey and Readman [I771 to 
account for the freezing of spins with random orien- 
tations observed at low T in ferric gel and which, 
according to these authors, is likely to exist in a great 
number of amorphous compounds. They have calcu- 
lated a spin-flop field of 100 kOe. Additional results 
pertaining to such structures are to be reported and 
discussed elsewhere in the conference proceedings 
[178]. 

5. Metals, alloys and intermetallic compounds. - 
There are two situations associated with the magnetic 
behavior of alloys of magnetic atoms in metallic 
matrices. First the magnetic atom is present at high 
enough concentrations so that magnetic ordering 
takes place through exchange interaction. The second 
situation is that of a sufficiently dilute alloy with non 
interacting impurities. In this section we will concen- 
trate on the first case. High field studies were essen- 
tially directed towards the following goals : 

5.1 PROPORTIONALITY BETWEEN HYPERFINE FIELD 

AND BULK MAGNETIZATION. - The hyperfine field and 
the bulk magnetization were found accurately propor- 
tional in Fe-Pd alloys [179]. In iron metal application 
of an intense He,, (135 kOe) indicated a change of 
magnetization with the applied field equivalent to a 
susceptibility x = 2 + 7 x emu/cc, while magne- 
tization measurements give x < 4 x [180]. 

5 .2  CONTRIBUTIONS TO THE HYPERFINE FIELDS : in 
metallic systems H,, may be considered to have three 
main sources : 

i) core polarization ; 
ii) local conduction electron polarization ; 
iii) neighbor effects. 

For instance at lS6Gd nuclei in YAl,, YbAl, and 
Al, Frankel [I811 has estimated contribution ii) to be 
+ 140 kOe. In Gd metal this contribution is almost 
twice as large, due to a larger charge density at the 
Gd nucleus. In a high field Mossbauer study of Euro- 
pium intermetallics, Nowik et al. [40] have evaluated 
the three contributions and correlated the first two 
contributions to the isomer shift. In Ni-Pd alloys 
Tansil et al. 11821 observed that H,, at the 61Ni 
nucleus is concentration dependent : it increases from 
its negative value in pure Ni (- 76 kOe) to a large 
positive value near the Pd rich end (+ 173 kOe). These 
results indicate at least two contributions of opposite 
sign to H,,. It is indeed the case with the contributions 
i) and ii) being negative while the contribution iii) 
from Pd neighbors is positive and its magnitude 
depends on the local environment of a Ni atom. 
Measurements with Hex, in alloys containing 
50-99.5 at. % Pd show the presence of a distribution 
of hyperfine fields. 

In several alloys application of an external field 
has given evidence for the absence of magnetic moment 
associated with some atoms as for Fe atoms in 
FeAl [183, 1841, CoAl [184], NiAl [184], Fe,Ti [I261 
and Fe, -,Co,Si [I851 alloys. These results are related 
to the near neighbor environment of the iron atoms. 
A similar behavior has been observed at Gd nuclei 
in GdFez [186]. 

5.3 CLUSTERING is frequent in alloy metallurgy and 
the growth of the precipitates can easily be followed 
with the Mossbauer technique. The use of an external 
field has been an aid in the identification of spectral 
features in CuFe [187-1881, CuNiFe [188-1901, 
Alnico [I911 and FeAl [I921 alloys. 

6. Dilute alloys. - 6.1 LOCAL MOMENTS. - Let US 

now consider the case of a sufficiently dilute alloy 
where impurity interactions are negligible. This topic 
has recently aroused interest among physicists of 
various disciplines and HFMS has proved a very 
powerful tool in lelation with other hyperfine tech- 
niques. Comprehensive reviews have been published 
recently [193-1981. These investigations were initiated 
in the early sixties by susceptibility measurements of 
dilute solutions of Fe in various transition metal 
alloys [199], rapidly followed by HFMS studies 
[2-4, 2001. Some of the alloys showed an essentially 
temperature independent susceptibility, i. e. the iron 
atom did not carry a moment. But in other alloys, a 
Curie-Weiss temperature dependence was observed 
indicating that the Fe impurity was associated with a 
moment which is local in the sense that each Fe atom 
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acts at low temperatures as a paramagnet in an 
external field. One can therefore expect a Brillouin 
type dependence of the field on temperature, that is, 
one may write : 

where J is the spin associated with the impurity 
and p the localized magnetic moment. This analysis 
was first suggested by Craig et al. [2] and subsequently 
followed by many other experimentalists in the inter- 
pretation of their high field Mossbauer data. In a 
Miissbauer experiment, large values of Hex,/T give H& 
while for low values 

The initial slope of H,, versus (Hex,/T) gives the pro- 
duct ( J  + 1) p/3 J and one chooses the J values 
which fit best the experimental data, as illustrated in 
figure 6 for PdFe [2]. One notes that the method is 
not a very sensitive way to determine J. Nevertheless 
Craig et al. [2] concluded that J = 6.5 + 1.5, i. e. p asso- 
ciated with each Fe impurity is 12.6 + 0.4P. The 
magnitude of such a giant moment p reflects the 
polarizability of the Pd matrix. 

Re. 6. - Reduced Hhn observed in s 5 7 F e  plotted as a function 
of Hext/T. The solid curves are Brillouin function for various 

values of spin (after ref. [2]). 

It should be noted that the saturation value of the 
hyperfine field found in the preceding experiment is 
only - 295 kOe, i. e. it corresponds to -- 2P. This 
is not in contradiction with the observation of a giant 
moment, because, as emphasized by Freeman [201] 
in a Mossbauer experiment, ~l~ measures the spin of 
the iron nucleus while the temperature and field 
dependence of Hh, relates to the total local spin. 
Giant moments have been observed not only for iron 
impurities in Pd [2, 2021 but also in Pt [2, 2021 with 
a moment of 6.5 P per iron atom, in NiCu alloys [203], 
in Ni3Ga [204-2061 and in Ni3Al [206]. In these last 

three nearly ferromagnetic binary alloys, the moments 
are found to be concentration dependent and values 
up to 20 P,  39 j3 and 84 P respectively have been 
reported. It is likely that still higher values may be 
observable at compositions very close to the cri- 
tical composition where the alloy becomes ferro- 
magnetic [206]. A localized moment has been observed 
for Fe in Iridium [207] but the quality of the fit did 
not allow an independent determination of p. The 
high field behaviour of iron impurities in chro- 
mium has been interpreted by Herbert et al. [208] 
in terms of an exchange field produced on the Fe loca- 
lized moments by the Cr spin density wave, while 
Frankel and Blum [209] suggested an alternate model 
due to Housley and Dash [210] which might also be 
used to understand the hyperfine interactions in this 
system. 

An interesting question which has been considered 
was the elucidation of the mechanism by which the 
impurity ion acquires a localized moment. The iron 
doped Mo,Nb,-, system is ideal for such a study 
since susceptibility data by Clogston et al. [I991 have 
shown that the Fe atoms have a localized moment 
in Mo (2.2 P)  but not in Nb, the critical concentration 
at which the moment appears being around x = 0.4 
after what it rises continuously. Clogston et al. [178] 
explained this observation on the basis of a continuous 
change in moment per iron atom while Jaccarino and 
Walker 121 11 suggested a discontinuous magnetization 
process, the moment being either zero or having 
some maximum value. Susceptibility measurements 
could not help in making a choice between these 
two models, but such a choice could be made on the 
basis of HFMS experiments. According to the first 
interpretation, only one spectrum is expected while 
the resultant of two distinct spectra will be observed 
if the second model is correct. The subsequent experi- 
mental results [212-2151 gave support to the Jaccarrino 
and Walker model. 

6.2 KONDO EFFECT. - In some systems such as 
CuFe difficulties arose when trying to fit the field and - 
temperature dependence of Hh, with a Brillouin func- 
tion (eq. (27)). Frankel et al. [216-2171 found that 
although the localized moments are fully polarized 
in the sense that decreasing T does not change H,,, 
the magnitude of ~ h S f  does depend upon Hex, and, as 
shown in figure 7,  increases with He,,. These authors 
interpreted their results on the basis of a spin compen- 
sated state (Kondo effect) having a singlet nature, 
which forms at low temperatures. When an external 
magnetic field is applied, perturbation of the spin 
compensated state leads to a field dependent effective 
moment which, according to the field dependence of 
H~~~ would be fully restored when Hex, reaches 235 kOe. 
New experiments [218-2191 in CuFe have confirmed 
these observations which havebeen extended by 
HFMS to other systems including -- Cu-NiFe [203], 
RhFe [220-2241, Rh-PdFe [222], MoFe [221, 225,2261 - -- - 
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Hext /T 

FIG. 7 .  - Hhr in g57C0 plotted as a function of HextlT for 
three values of Hext. The solid line is a Brillouin function for 
J = 312, fitted to the data at high temperatures. Note that H& 

(dotted lines) depends upon Hext (after ref. [216]). 

and very dilute PtFe at very low temperatures 
(57 mK) [227]. ~ll>hese systems present a characte- 
teristic field dependent ~ h S f  and one main difficulty 
which arises in the interpretation is the determination 
of the true H&, i. e. the one corresponding to the fully 
restored moment. Saturation hyperfine fields observed 
in several concentrated CuFe alloys have been extra- 
polated to zero iron concentration by Window [218]. 
He found a value - 80 + 3 kOe which is exactly the 
value extrapolated by Frankel et al. [216] for very 
dilute alloys. The AuFe system is still an essentially 
open problem.   he most recent high field Mossbauer 
results of Steiner et al. [I321 lead to the conclusion 
that impurity-impurity interactions are still important 
even in the extremely low concentration limit (smaller 
than 10 ppm) and that it is not possible to observe 
Kondo phenomena because they are obscured by the 
interaction effects. 

No localized moment has been observed in iron 
doped beryllium [228]. The reason could be a high 
Kondo temperature (> 1 000 K). Measurements in 
external field place also an upper limit of 0.1 j? for a 
moment localized on Np in a-Np metal [229] in agree- 
ment with band calculations for the actinide metals 
which show that the 5f electrons are not localized but 
are hybridized into rather wide conduction bands. It 
is possible however, to obtain localized moments on Np 
impurities in other actinide metals such as  Am or in 
Pd 12301. Finally it would be interesting to have an 
estimate of the dimension of the Kondo bound state 
which can be looked at as a compensation cloud of 
polarized conduction electrons. High field Mossbauer 
studies of RhFe [221] show essentially a local character 
of the compensation in marked contrast with the model 
of a large diffuse cloud [231,232], but it seems that the 
problem is still open. In CuFe high field and very low 
temperature measurements by Steiner et al. [219] 

indicate a small antiferromagnetic polarization of the 
electron gas in the Kondo state. 

7. Experimental aspects. - 7.1 MAGNETS. - Expe- 
rimental aspects of the Mossbauer spectroscopy have 
been reviewed in several articles, some of them quite 
recently [233, 2361. However relatively little space has 
been devoted to the specific aspects of the use of 
magnetic fields in Mossbauer spectroscopy although 
one should mention the papers presented at the first 
Symposium on Mossbauer Effect Methodology by 
Blum 12371 on the use of water-cooled solenoids and 
by Graig [238] on that of superconducting magnets. 
Since then, the technology of this last type of magnet 
has improved so rapidly that they are used in the vast 
majority of measurements. Among the recent develop- 
ments one may quote a 128 kOe, 6.5 cm bore Nb-Sn 
magnet [239], a 60 kOe omnidirectional magnet 
consisting of a pair of Nb-Ti Helmoltz coils [240], 
a 3.2 cm bore special magnet for Mossbauer studies 
giving a maximum field of 115 kOe [241]. The highest 
field produced to date seems to be 158 kOe at 4.2 K 
and 165 kOe at 3.0 K in a 2.6 cm bore Nb-Sn 
magnet [241]. The main advantages of the super- 
conducting magnets [242] are relatively low cost, 
small size and absence of vibration. One drawback 
is a rather slow field sweep rate although this fact is 
not of major concern for the majority of Mossbauer 
experiments. Depending upon the kind of experiment, 
liquid helium temperature may or may not be consi- 
dered as a advantage. Nb-Zr or Nb-Ti magnets which 
are limited around 70 kOe may have their maximum 
field substantially increased (up to 90 kOe) by the 
addition of iron or dysprosium ferromagnetic concen- 
trators [243, 2441 at the expense of course of the bore 
dimensions. Despite the wide-spread use of the super- 
conducting coils, other types of magnets are not 
without attractive points. For long duration expe- 
riments which do not require a field larger than 
20-25 kOe, the use of a conventional electromagnet 
is recommended. Recently Petitt et al. [245] modified 
such a magnet and reached fields in excess of 25 kOe, 
large enough to adequately separate the two sublattice 
hyperfine fields of Li-Zn ferrite. An industrial applica- 
tion of the Mossbauer effect using an electromagnet 
has been reported [246]. 

On the other hand, if very high fields in the 100- 
200 kOe range are needed, one must turn to water-coo- 
led solenoids of the type designed by F. Bitter [237]. In 
addition to the magnitude of the field, their main 
advantages are the fast sweep rate (about one minute) 
and the convenience of a 5 cm bore, with adequate 
space for room temperature experiments (such as 
measuring the sign of the efg), high or low temperature 
equipments. They have however two important 
drawbacks. First, they are available only at a few 
major installations (about 10 in the world), secondly, 
they are affected by a high level of mechanical vibra- 
tion resulting from the huge flow of cooling water. 
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Great care has to be taken in order to avoid line 
broadening [237, 2471. This is generally done by a 
sophisticated arrangement in which a shaft is mounted 
on shock absorbers. At the Service National des 
Champs Intenses in Grenoble the best isolation has 
been obtained by using automobile tire inner tubes 
with an air pressure which is a function of the weight 
of the spectrometer and of the resonance fre- 
quency [247, 2481. 

7.2 MOSSBAUER EQUIPMENT. - Let us now look 
at the basic parts of an usual Mossbauer spectrometer 
and discuss the problems one must face because of the 
presence of a magnet. They essentially arise because all 
types of magnets produce stray fields in their neigh- 
borhood. For instance scintillation detectors are prohi- 
bited unless the photomultiplier is removed from the 
neighborhood of the magnet and a light pipe used to 
guide the light from the NaI(T1) crystal to the photo- 
multiplier. There is however some loss of resolution 
and when it is possible they are replaced by propor- 
tional or semi-conductor particle detectors [249, 2501 
which are quite insensitive to magnetic fields. With 
conventional electromagnets, Petitt et al. [245] have 
found it advantageous to increase the counting rate 
by placing the detector inside the tapered pole caps. 
In that case commercially available [251, 2521 end 
window proportional detectors [253] are the best 
choice. A way of increasing the counting rate is to 
place both source and absorbers in the magnet. This 
increases the complexity of the spectra but this is 
generally a problem easily solved by computer tech- 
niques. This method has the additional advantage 
that it permits the determination of the sign of hyper- 
fine fields [116]. 

In most experiments, either the source or the absor- 
ber is assumed to be in zero field, in order to have a 
single emission or absorption line. Fringing fields 
however are frequently not negligible and can induce 
large internal fields, specially at low temperatures. An 
interesting way of avoiding this effect was sug- 
gested independently by Swartzendruber [254] and 
Clark [255]. The argument developed by Clark is as 
follows : using eq. (28) the effective field at the nucleus 
can be expressed as : 

where 

In the most commonly used Mossbauer sources 
(for example 57Co in Pd, Pt or Cu) the induced hyper- 
fine field is oppositely directed to the applied field, 
i. e. C is negative. It is therefore possible to find a 
cancellation temperature To for which 1 + C/To = 0. 
At T = To the effective field seen by the source 

nuclei vanishes. For a 57Co in Pd [2] source, 
Clark 12551 has plotted the cancellation temperature 
versus Hex,. For fields up to 80 kOe, To = 110 10 K 
and remains constant to within 5 K. For 5 7 ~ o  in 
Cu [216] H,, does not follow a simple Brillouin func- 
tion as discussed previously and it is not possible to 
predict the cancellation temperature. Also for Eu 
experiments Nowik et al. [40] took advantage of the 
fact that in Eu3+ the hyperfine field from 4f electrons 
induced by an external field is of opposite sign and 
almost equal to the external field. 

Stray fields can also seriously affect the normal 
measurements which are made to effect a velocity 
calibration of the spectrometer. Since the magnetic 
hyperfine interaction changes with the field produced 
by the magnet it is advisable to provide a facility for 
simultaneous calibration of the velocity scale. For 
this purpose it suffices to have a second Mossbauer 
source attached to the side of the transducer opposite 
to the high field region. This requires either the use of 
two multichannel analysers or alternatively a small 
computer [256] or an electronic interface permitting 
the memory of a single multichannel analyser to be 
shared between the two data acquisition units [257]. 

In order to avoid the effect of stray fields on transdu- 
cers, the source is sometimes driven by means of a 
long non magnetic rod (i. e. stainless steel or plastic, 
for example) which may be as long as one meter. 
Such an arrangement and the additional presence 
of bellows used to introduce the motion into a vacuum 
space results in a heavy load for the transducer and 
a large driving force is needed 12581. Under such 
conditions a sinusoidal motion is generally more 
suitable than the parabolic constant acceleration mode 
normally employed 12591. The driving rod however 
may be a source of errors since it has a certain elas- 
ticity and it would be preferable to utilize a device for 
measuring the velocity close to the source. One possi- 
bility is to replace the velocity pick up system by an 
acceleration pick up system through accelerome- 
ters [260] which are commonly used for vibration 
measurements. It has been found that accelerometers 
can be controlled more easily with a sinusoidal motion 
than a parabolic one [261]. 

It is generally easy to house superconducting magnets 
in low temperature dewars [233-2351. In fact in those 
experiments when one looks for high values of Hex,/T 
the achievement of very low temperatures (30 to 
100 mK in He3/He4 dilution refrigerators for example 
[262-2641) permits the use of small magnets. On the 
other end of the temperature scale, putting a furnace 
inside a superconducting coil can be a problem. 
Coey et al. [265] succeeded in building such a vacuum 
furnace which allows one to obtain Mossbauer spectra 
at temperatures up to 500 OC in external fields of up 
to 50 kOe. 

Temperature control in the presence of high field 
magnets is a major problem in the sense that the great 
majority of the temperature sensors are field sensitive. 



Moreover the effect of  the field is not always repro- 
ducible with the commonly available sensors and 
varies f rom one production r u n  of  sensors to another. 
The magneto-resistance is also often anisotropic. 
Therefore care has to be taken with the precise orien- 
tation of  the temperatule sensor with respect to the 
magnetic field. The magnetic field behavior of several 
low temperature thermometers has been extensively 
studied by Neuringer and  Rubin [267]. Their measure- 
ments include carbon, germanium and platinum resis- 
tance thermometers, thermistors, GaAs diodes, ther- 
mocouples and SrTiO, glass ceramic capacitors i n  
fields of  up to 150 kOe. This last sensor seems to be 
particularly promising because i t  is almost insensitive 
to the field : u p  to 150 kOe i n  the interval 1.5 t o  4.2 K, 
the maximum apparent temperature shift developped 

by the sensor is less than 1 m K  ; between 4.2 and 20 K 
the shift is less than 5 mK and i t  is likely that this 
favorable situation holds for  temperatures up to 60 K. 

Conversely calibration of  the external field can be 
made using the above field sensitive sensors. However 
for most Mossbauer experiments a common way of  
calibrating is to use a diamagnet such as sodium 
ferrocyanide, the measured effective field being equal 
to the applied field. Swartzendruber and Bennett [267] 
have proposed to use TiFe  as  a calibration material 
because knight shifts of  57Fe i n  T iFe  are  accurately 
known [268]. 
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