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1. Introduction.

Simulated annealing, the recent technique introduced by Kirkpatrick et al. [1], exploits an analogy between physical systems and combinatorial optimization problems. The analogy gives rise to an algorithm for finding near optimal solutions to NP problems by simulating the cooling of the corresponding physical system. The algorithm has proved most effective in a number of contexts of scientific and industrial import [2-6], being superior to the best known heuristics on many problems.

The basic analogy arises by identifying states of the combinatorial problem with states of a statistical mechanical system and identifying the cost function with the energy of such a system. The system is allowed to equilibrate by random walk according to the Metropolis algorithm [7] for progressively lower temperatures $T_k$ with the aim of reaching the equilibrium distribution at a sufficiently low $T$ such that the ground state, i.e the solution of the combinatorial optimization problem, has appreciable probability.

This paper introduces an effective technique for the estimation of the thermodynamic properties of the system over a whole range of temperatures from data gathered during an annealing run. As such it is a competitor to the method of McDonald and Singer [8, 9]. Our technique works by estimating energy-to-energy transition probabilities and is well adapted to simulations such as simulated annealing, in which the system is never in equilibrium.
tions from the equilibrium energy [3, 11-13]. Such schedules have been shown to yield a marked improvement of the performance of the simulated annealing algorithm [3, 11, 13, 14]. In particular, they have yielded a factor of 7 improvement on a seismic deconvolution problem [13], a factor of 3 improvement on logic minimization [3], and a factor of 100 improvement (with modified move class as well) on the traveling salesman problem [3]. While this does not show that knowing thermodynamic properties can help for simulated annealing problems generally, it strongly suggests a closer examination of schedules which exploit such properties. The present paper does not argue for such methods nor does it attempt to discuss the significance of the thermodynamic properties found. Its scope encompasses only the description of a noise resistant method for observing such properties.

2. Dynamics for simulated annealing.

Simulated annealing is based on the Monte Carlo simulation of physical systems. As such it uses the Metropolis algorithm [7] which involves a random walk through the state space of the system. Let \( \Omega = \{ \omega \} \) represent this state space, let \( E : \Omega \rightarrow \mathbb{R} \) be the cost function (energy) defined on the state space, and let \( T \) be the adjustable parameter in the algorithm representing the temperature of the heat bath in which the corresponding physical system is immersed. At each step of the algorithm a neighbour \( \omega' \) of the current state \( \omega \), is selected at random to become the candidate for the next state. It actually becomes the next state only with probability

\[
P_{\text{acceptance}} = \begin{cases} 1 & \text{if } \Delta E \leq 0 \\ \exp(-\Delta E/T) & \text{if } \Delta E > 0 \end{cases} \tag{1}
\]

where \( \Delta E = E(\omega') - E(\omega) \). If this candidate is accepted, then \( \omega_{t+1} = \omega' \), else the next state is the same as the old state, \( \omega_{t+1} = \omega_t \). Thus to complete the definition of the dynamics for the algorithm, we must specify (i) the schedule of temperatures as a function of time \( T(t) \), and (ii) a definition of which states are to be considered neighbours.

The latter is known as the move class and typically takes the form of an undirected graph structure on the state space. We will denote by \( N(\omega) \) the set of neighbours of a state \( \omega \) in this graph. We remark that for certain problems one may have several alternative move classes available. An important family of such problems involves minimization of a function on real \( m \)-space \( \mathbb{R}^m \). Here it is common to make moves which change one variable at a time and cycle through the \( m \) variables [6, 13]. We discuss the modifications necessary when we define a move class corresponding to each variable in turn in section 6 below in connection with a seismic deconvolution problem.

The matrix \( \mathbf{\Pi} = [\Pi_{\beta\alpha}] \) of infinite-temperature transition probabilities from state \( \alpha \) to \( \beta \) is defined by

\[
\Pi_{\beta\alpha} = \begin{cases} 0 & \text{if } \beta \notin N(\alpha) \\ \frac{1}{|N(\alpha)|} & \text{if } \beta \in N(\alpha) \end{cases} \tag{2}
\]

where \( |N(\alpha)| \) is the number of neighbours of \( \alpha \). These are the transition probabilities if the algorithm automatically accepts each attempted move, i.e., if \( T = \infty \). At a finite temperature the acceptance decision is superimposed on \( \mathbf{\Pi} \) in equation (2) to give \( \Gamma(T) \) defined by

\[
\Gamma_{\beta\alpha} = \begin{cases} \Pi_{\beta\alpha} \exp(-\Delta E/T) & \text{if } \Delta E > 0, \ \alpha \neq \beta \\ \Pi_{\beta\alpha} & \text{if } \Delta E = 0, \ \alpha \neq \beta \\ 1 - \sum_{\xi \neq \alpha} \Gamma_{\xi\alpha} & \text{if } \alpha = \beta \end{cases} \tag{3}
\]

where now \( \Delta E = E(\beta) - E(\alpha) \). Equation (3) defines what we will call the Boltzmannization operator \( \mathbf{B}_T \) which sends a transition probability matrix on a state space equipped with an energy function to a finite temperature version of the transition matrix:

\[
\mathbf{B}_T(\mathbf{\Pi}) = \Gamma(T) \tag{4}
\]

Before any function evaluations, the algorithm begins with a uniform level of ignorance concerning the location of the optimum. This corresponds to a uniform distribution. According to the analogy, this is represented by infinite temperature. An easy way to force the stationary distribution to be uniform [15, 16] at \( T = \infty \) is to make \( |N(\omega)| \) constant over \( \omega \), i.e. to make each vertex have the same number of neighbours. This property is expressed in the language of graph theory [17] as making the graph regular. \( \mathbf{\Pi} \) given by equation (2) with \( N(\omega) \) corresponding to a regular undirected graph guarantees that \( \mathbf{\Pi} \) is symmetric. This is the present counterpart of microscopic reversibility.

3. Lumping.

Since the number of states \( |\Omega| \) is astronomical for the problems of interest (of the order of \( 10^{1000} \) for graph partitioning problems of industrial interest), it is not feasible to deal with the \( |\Omega| \times |\Omega| \) matrix \( \mathbf{\Pi} \) directly. By the physical analogy we will refer to the description at the level of \( \Omega \) as microscopic. Rather than deal with a microscopic description of the process, we introduce a new coarse-grained state space whose points consist of subsets of \( \Omega [18, 19] \). The simplest and most important case is when each subset contains all states with the same energy, i.e. \( A_i = \{ \omega | E(\omega) = E_i \} \). We will refer to this descrip-
tion as macroscopic and say that it lumps all states at each energy. (Here and in the following we use latin letters to index macroscopic quantities and greek letters to index microscopic quantities.) Intermediate meso descriptions are also possible and can be physically interesting [20].

In lumping the description at some temperature $T$ to any meso- or macroscopic level, we introduce transition probabilities $p(B|A)$ between any two subsets $A$ and $B$ of microstates in $\Omega$. To assign reasonable values to such transition probabilities working from the $\Gamma_{\beta\alpha}$, consider the likelihood of a transition from subset $A$ to subset $B$ of $\Omega$. If $\alpha \in A$, a transition to $B$ occurs from $\alpha$ if the transition occurs to some $\beta$ in $B$, i.e. with probability

$$p(B|\alpha) = \sum_{\beta \in B} \Gamma_{\beta\alpha}.$$  
(5)

This just expresses the fact that a move occurs from $\alpha$ to $B$ if and only if a move occurs to some $\beta$ in $B$. Given only that we start from some $\alpha$ in a subset $A$, the likelihood of reaching the disjoint subset $B$ depends on the distribution for starting from the different $\alpha$'s in $A$. Denoting this distribution by $p_A(\alpha)$, we have

$$p(B|A) = \sum_{\alpha \in A} p(B|\alpha) p_A(\alpha).$$  
(6)

The matrix $G(T)$ of lumped transition probabilities at temperature $T$ between subsets $A_i$, $i = 1, \ldots, n$, of a partition of $\Omega$, i.e.

$$G_{ij} = p(A_j|A_i),$$  
(7)

can be computed using two matrices $V$ and $U$ of size $n \times |\Omega|$ and $|\Omega| \times n$ respectively such that [18, 19]

$$G = V \Gamma U = L(\Gamma),$$  
(8)

where $L$ is a lumping operator, and $V$ and $U$ are defined by

$$V_{\omega\omega} = \begin{cases} 1 & \text{if } \omega \in A_i \\ 0 & \text{else} \end{cases}$$  
(9)

$$U_{\omega\omega} = \begin{cases} p_A(\omega) & \text{if } \omega \in A_i \\ 0 & \text{else} \end{cases}.$$  
(10)

Thus $G(T)$ is the lumped analog of $\Gamma(T)$. Note that this definition requires a distribution $p_A$ on each of the subsets $A_i$ in the partition.

The stochastic matrix $G$ now defines a new Markov process whose states are the subsets $A_i$. This new Markov process depends on the $p_A$ and will be a coarse grained equivalent to the dynamics of the microscopic process provided a double transition gives the same result for both processes [18]:

$$V \Gamma^2 U = (V \Gamma U)^2.$$  
(11)

Except for very special $\Gamma$ (e.g. where $\Gamma_{\beta\alpha}$ has the same value for all $\alpha \in A$ and all $\beta \in B$, see Ref. [18]), this will not hold for any choice of the $p_A$. On the other hand, one can show [18] that if equation (11) works for any $p_A$, then it works for $p_A$, equating the equilibrium distribution relativized to $A_i$,

$$p(A_i) = \gamma(\omega)/\sum_{\xi \in A_i} \gamma(\xi),$$  
(12)

where $\gamma$ is the equilibrium distribution for $\Gamma$ on the full microscopic space $\Omega$. In general the microscopic Markov process viewed at the macroscopic level will not be Markoffian; instead it will show apparent memory effects. If however the process has reached equilibrium, and the $p_A$ are taken to equal the equilibrium distribution relativized to $A_i$ (henceforth assumed for any lumping effort), then on the macroscopic level of description the processes described by $\Gamma$ and $G$ are equivalent [18].

For the present paper, the all important special application of the above lumping procedure consists of lumping the infinite-temperature transition matrix $\Pi$ using the energy subsets $A_i = \{\omega \in \Omega | E(\omega) = E_i\}$ in which case the stationary distribution is changed from uniform to being the density of states $p$ with $p_i = |A_i|/|\Omega|$. In this case we will denote the lumped matrix by $P$. Our estimating procedures below work by collecting runtime estimates of $P$.

4. A commutative diagram.

Starting from the microscopic infinite-temperature description $\Pi$ of the dynamics, which was defined from the graph structure on the set of states, we defined a finite-temperature version $\Gamma$ and a lumped version $P$. It is natural at this stage to consider the finite-temperature version of the lumped process and its relation to the lumped version $G$ of the finite-temperature process. Formally, the question concerns the commutativity between the Boltzmannization operator $B_T$ and the lumping operator $L$. Provided the energy is constant on all sets in the partition $\{A_i, i = 1, \ldots, n\}$ defining the lumping operator $L$,

$$L(B_T(\Pi)) = B_T(L(\Pi))$$  
(13)

if and only if $\Pi$ satisfies microscopic reversibility.

Microscopic reversibility is the microscopic counterpart of detailed balance [21], and in physical terms it states that, at equilibrium, the flows in the two directions between any pair of states are equal. Mathematically for a stochastic matrix $M$ and a vector $m$, we say that $M$ and $m$ satisfy microscopic reversibility provided

$$M_{\beta\alpha} m_\alpha = M_{\alpha\beta} m_\beta.$$  
(14)
Note that if a vector \( m \) satisfies microscopic reversibility with respect to a stochastic matrix \( M \) then \( m \) must be the stationary distribution of \( M \), i.e.,

\[
m_n = \sum_{\beta} M_{n\beta} m_\beta .
\]  

(15)

Then the symmetry of \( \Pi \) implies that the uniform distribution satisfies microscopic reversibility relative to \( \Pi \). It then follows that the lumped \( P \) satisfies microscopic reversibility with the density of states \( p \) defined above, \( \Pi \) satisfies microscopic reversibility with the distribution \( \gamma_i = e^{-E_i/T} / \sum_j e^{-E_j/T} \), and \( G \) satisfies microscopic reversibility with the distribution \( g_i = p_i e^{-E_i/T} / \sum_j p_j e^{-E_j/T} \). Thus microscopic reversibility is satisfied and we have

\[
B_T(P) = B_T(L(\Pi)) = L(B_T(\Pi)) = (\Pi(G(T))) = G(T) .
\]  

(16)

We extend \( B_T \) and \( L \) to vectors in the natural way (cf. Eqs. (8) and (3)) using,

\[
L(m) = Vm
\]  

(17)

and

\[
B_T(m) = (m_1 e^{-E_1/T} / Z(T), \ldots, m_n e^{-E_n/T} / Z(T))^T,
\]  

(18)

where \( tr \) signifies transpose, and \( Z(T) \) is the associated partition function

\[
Z(T) = \sum_i m_i e^{-E_i/T} .
\]  

(19)

Letting \( F \) represent the operator which sends a stochastic matrix to its stationary distribution, we can see that the three operators \( L, B_T, \) and \( F \) commute on the subset of stochastic matrices satisfying detailed balance. In particular, the equilibrium energy distribution \( g(T) \) may be computed by any one of several ways, e.g.,

\[
B_T(p) = B_T(F(L(\Pi))) = F(B_T(L(\Pi))) = F(G(T)) = g(T) .
\]  

(20)

These relations are illustrated in figure 1.

The experimental technique described below will estimate values of \( \Pi \) using data gathered during simulations. These estimates typically do not satisfy microscopic reversibility and so one gets slightly different predictions computing \( g \) different ways.

5. The method.

We are now ready to describe our method. We emphasize that the needs of simulated annealing for accurate estimators of thermodynamic properties are unique in Monte Carlo methods in that the estimates should be collected without spending time on Metropolis moves at equilibrium, i.e. once equilibrium has been approached closely, simulated annealing requires the temperature to be lowered further. The noise levels are very large and, while several implementations reported in the literature use estimated thermodynamic properties to good advantage [3, 11, 13, 14], runtime estimates of such properties without specifically parametrized models have proved impossible to date.

Our method works by estimating the entries in \( P \), the infinite-temperature transition probability matrix on the set of energies. These can be estimated during the Metropolis algorithm by keeping track of attempted moves from the current energy to other energies while the annealing proceeds. The entries are relative probabilities of moving from energy \( E_i \) to energy \( E_j \). The actual estimate is taken to be the fraction of the time a move from energy \( E_i \) is attempted to energy \( E_j \). Specifically, we keep running tallies

\[
Q_{ij} = \text{number of attempted moves from } i \text{ to } j
\]  

(21)

which accumulate information and from which one can construct the estimators

\[
P_{ij} = Q_{ij} / \sum_k Q_{ik} .
\]  

(22)

Once \( P \) is known, the equilibrium properties of the system such as mean energy \( E(T) \) and the heat capacity \( C(T) \) may be computed by finding its stationary distribution \( p \) which is the density of states and which gives the partition function \( Z(T) \) by means of formula (19). From \( Z \) all equilibrium properties follow in the usual way, e.g.

\[
E(T) = T^2 \partial^2 \ln Z / \partial T^2,
\]

\[
C(T) = dE/dT .
\]

(23)

The final part of the thermodynamic portrait, the
relaxation time $\tau_T$ is an estimate of the local time scale. This can be obtained from the second largest eigenvalue $\lambda_2$ of $G = B_T(P)$; the largest eigenvalue $\lambda_1 = 1$ corresponding to equilibrium. From $\lambda_2$ we have

$$\tau_T = -1/\ln \lambda_2.$$  \hfill (24)

An alternative route is the first auto correlation time of the energy which is conveniently computed by [11-13, 3]

$$\tau = T^2 C(T)/\sum_i g_i \sum_{j > i} (E_j - E_i)^2 G_{ij}$$  \hfill (25)

and which can also be characterized as the relaxation time of one Boltzmann distribution to a neighboring Boltzmann distribution [12]. Under rather mild assumptions the two estimators in equations (24) and (25) become identical for simulated annealing problems in the limit of low temperatures.

The method outlined above is in certain respects a continuous version of that of McDonald and Singer [8, 9]. They want to infer the equilibrium distribution $g(T)$ at some temperature $T_1$ from a known equilibrium distribution $g(T_0)$ by estimating the density of states $p$. If the two distributions have insufficient overlap to allow the extrapolation with acceptable accuracy, one or more intermediate equilibrium distributions are used to bridge the gap. Thus their method involves generating large samples in order to determine accurate $g(T)$ at a few temperatures. Our method, on the other hand, operates by collecting a few samples at very many temperatures, none of which need to be at equilibrium. It is evident then that our procedure is tailored to generate the thermodynamic portrait as the calculation progresses, i.e., specific to the needs of simulated annealing.


Our two examples involve a graph partitioning problem and a problem of seismic deconvolution. Previous direct attempts to collect equilibrium state data during simulated annealing runs have failed for both examples due to large levels of noise and lack of appreciable time spent at each temperature after equilibration [3, 11]. As illustrated in figures 3 and 4 below, our method gives quite good portraits from simulations. In particular annealing schedules $T(t)$ using data from the portraits produced significant improvement in the performance of simulated annealing runs [11, 13].

6.1 Graph partitioning. — Graph partitioning involves dividing the vertices of a given graph into two subsets while minimizing the number of edges running from one subset to the other. Our implementation requires the two subsets of the vertex partition to be the same size. Industrially interesting applications include partitioning the elements of a circuit to fit onto two chips while minimizing the number of wires between the chips. Physically interesting realizations include finding the ground state of a spin glass by associating a spin to each vertex. Each spin points up or down according to which subset of the partition the vertex belongs to, and an edge between vertices corresponds to coupling between the spins. Our constraint of an even partitioning of the graph corresponds to requiring a constant magnetization of zero for the spin glass. The graph used here is a $[20, 2]$ necklace [20, 25] shown in its simplest form in figure 2. In general an $[m, n]$ necklace is a graph consisting of $m$ identical units connected in a circular fashion, where each unit is a completely connected graph of $n$ nodes. This graph was chosen for its high degree of symmetry which allowed a direct combinatorial calculation [25] of its energy-lumped density of states $p$ and transition probability matrix $P$ for the theoretical portrait as well as its ground state energy (equal to 2). Clearly a necklace is not as complicated as a random graph, and its partitioning is not NP complete, but it has proven a convenient compromise between complexity and analytical feasibility. Subsequent annealing experiments on random graphs have been of comparable difficulty, supporting our belief that the algorithm depends only on thermodynamic properties. The experimental data was obtained during simulated annealing runs, i.e. using the Metropolis [7] algorithm at progressively lower temperatures. All together $1.37 \times 10^8$ steps were attempted in a state space with $3.87 \times 10^{11}$ states. The accumulated counts in $Q$, equation (21), were finally used to determine the density of states $p(E)$, average energy $E(T)$, heat capacity $C(T)$, and relaxation time $\tau_T$ using equations (22, 23 and 25).

![Fig. 2. — [20, 2] necklace.](image)

Figure 3 compares the essentially exact theoretical and the energy-lumped experimental results. The density of states shows excellent agreement, and the average energy shows only a slight discrepancy at low energies, leading to a 15% overestimation of the maximum of the heat capacity but at the correct temperature. This modest build up of error is to be expected since $C$ is a derivative of $E$ which in turn is
Fig. 3. — Thermodynamic portrait of the partitioning of a $[20, 2]$ necklace with states lumped to the 20 possible energy levels. Full curves are theoretical results from an almost exact combinatorial analysis of the problem, points are experimentally evaluated based on a compilation of attempted steps during simulated annealing runs. $p(E)$ is the density of states as a function of state energy; $E(T)$ the average energy as a function of heat bath temperature; $C(T)$ the heat capacity; and $\tau(T)$ the relaxation time.

6.2 Seismic Deconvolution. — The seismic reflection method attempts to find the thicknesses and sound velocities of subsurface strata using data on the recordings of ground motion set up by a seismic energy source. The associated deconvolution problem is of great industrial significance in assessing the prospectivity of an area in the exploration for oil and gas. In essence it works as follows: from the surface a signal $w(t)$ is sent vertically down into the earth’s crust which is modeled as a stack of layers. The signal is reflected at each interface resulting in a composite signal $s(t)$ at the surface. The unknowns are the travel times of the signal between the surface and the layer interfaces, and the reflection coefficients of these interfaces. Assuming a linear relation between signal and response, the response is

$$s(t) = \int dt' \, r(t') \, w(t - t') + \xi,$$  \hspace{1cm} (26)

where $\xi$ is a noise term and

$$r(t) = \sum_k a_k \delta(t - t_k)$$  \hspace{1cm} (27)

is the reflectivity of the earth’s crust. Here $t_k$ is twice the travel time from the surface down through layer $k$, and $a_k$ is the strength of the reflection at the bottom of layer $k$. The deconvolution estimates the parameters $t_k$ and $a_k$ which minimize the difference between the monitored signal and the predicted one. Traditional methods [26] seek local minima, but such problems typically have many local minima [13, 27], and it is imperative to locate the global minimum which is exactly the intended purpose of simulated annealing.

The small example considered here involves two reflecting interfaces and thus contains four unknown parameters: two $a$’s and two $t$’s. It was chosen so that a direct evaluation of $p$ by exhaustive examination of all states in a discretized grid was feasible. (This is a highly unusual situation for simulated annealing problems.) The experimental data was collected during simulated annealing runs with a total of $5 \times 10^3$ attempted steps in a state space with $2 \times 10^5$ states.

A move class was adopted for which the four parameters were visited cyclically. For each visit, the considered parameter was perturbed and a Metropolis decision was made. While this move class is commonly used in seismic applications of simulated annealing [6, 13, 27], in the language of section 2 this amounts to a different move class for each parameter in the objective function. In particular it requires a separately estimated $P_k$ for each of the move classes and yields a proper Markov process only on using the combined transition matrix $P = P_1 P_2 P_3 \ldots P_n$ for a full cycle [28]. For the present method it is probably advisable to adopt a scheme where the next
parameter is randomly rather than cyclically selected in which case estimating one \( P \) suffices.

Figure 4 compares the exact \( p \), \( E \), and \( C \) with the corresponding experimental functions based on the accumulated \( Q \) and equations (22)-(24). No theoretical \( \varepsilon \) was available since it would have required knowledge of the transition matrix \( P \) (equation (24) or (25)) which would have entailed an exhaustive examination of all \( 4 \times 10^{10} \) possible transitions, not just the \( 2 \times 10^5 \) states. Although agreement is not quite as good as for the graph partitioning problem in spite of the larger coverage of the state space, dynamic estimation of the thermodynamic portrait during the simulated annealing run is a very attractive improvement over \( a \ priori \) estimated quantities. In particular the double-maximum form of \( C \) would have been hard to predict.

7. Conclusions.

The present paper presents a new competitor to the technique of MacDonald and Singer [8, 9] for the estimation of thermodynamic properties over a range of temperatures. Whereas their method was adapted to using a few well sampled temperatures, the present method is based on a sliding temperature, and it appears to be rather insensitive to the temperature schedule used. While the present data was collected using runs assessing the efficacy of competitor schedules, real runtime implementations are made possible by careful application of the techniques outlined in this paper and are presently under development.

The problems of interest tend to be highly non-ergodic at \( T = 0 \) and, on the time scale of the observation, at higher temperatures as well. Therefore the system stays for extended times in certain parts of the state space. Thus, on shorter time scales, only the thermodynamic properties of that local region of state space are of interest for the behaviour of the system. The method presented here can take care of this fact automatically.

Our method involved accumulating the matrix \( Q \) which is the size of the state space squared. Without using lumped states, that would have been entirely out of the question. Although, as discussed in section 3, exact lumpability is rare, judiciously chosen lumping can provide a very good approximation. A good rule of thumb is that each subset should be chosen as homogeneous as possible. One may lump at many levels thereby obtaining much or little detail. At any level, the point of the present article holds true: lumping provides a workable, noise resistant technique for runtime evaluation of thermodynamic properties.
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