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Abstract. — Cluster theories, which rigorously eliminate the centre of mass motion, need intrinsic cluster coordinates. It is shown that the Jacobi coordinates of the various clusters are related by an orthogonal transformation and that the use of generalized Brody-Moshinsky coefficients allows an exact calculation of the exchange kernels. This procedure is illustrated by the description of nucleon-nucleon interaction in terms of constituent quarks.

1. Introduction.

The non-relativistic problem of many interacting particles — even in the simplest case of two-body forces only — has attracted a large number of studies for the last thirty years and has initiated many sophisticated methods. Apart from the two body problem whose Schrödinger equation reduces to an ordinary differential equation, only the three body problem was treated with sufficient accuracy to pretend to be « exactly solved ». The study of four body systems is rapidly progressing and no doubt that their « exact solution » will be a reality very soon. More complicated systems are tackled only through some kinds of approximation. The shell models in terms of independent particle wave functions are widely used because the Pauli principle can be taken into account rather easily (especially if the formalism of second quantization is employed). However, these models violate an essential symmetry of the Hamiltonian: the space translation invariance. One thinks that this violation is not very important for the bound states of heavy systems. On the other hand, a good treatment of the centre of mass motion is crucial for the scattering problem or for the description of light systems. If the independent particle scheme is conserved (in this case, the Pauli principle is easy), the restoration of the broken symmetry is a very complicated task [1]. Another possibility is to use harmonic oscillator functions as a basis of independent particle motion. In that case the centre of mass motion comes also into a harmonic oscillator motion and to eliminate the spurious centre of mass motion it is necessary to diagonalize matrices bigger than the physical problem due to the possibility of excitation of the centre of mass in several quanta. In fact, the only way to eliminate rigorously the centre of mass motion is to separate the total wave function of the \( n \) particles in terms of a centre of mass function \( \psi_{\text{c.m.}}(R) \) (a plane wave for instance) and an intrinsic function \( \psi_{\text{int}}(\mathbf{p}_1, \ldots, \mathbf{p}_{n-1}) \) expressed through \( n - 1 \) intrinsic coordinates \( \mathbf{p}_i \). In that case the antisymmetrization of \( \psi_{\text{int}} \) is particularly difficult. As a matter of fact a permutation \( P \) of the particles concerns the original coordinates \( \mathbf{r}_i \) and not the intrinsic coordinates \( \mathbf{p}_i \). Consequently, given a trial intrinsic wave function \( \psi_{\text{int}} \) not yet antisymmetrized, the Pauli principle requires the evaluation of the so-called exchange kernels

\[
\langle P' | \psi_{\text{int}}(\mathbf{p}_1, \ldots, \mathbf{p}_{n-1}) | V_{ij}(\mathbf{r}_i - \mathbf{r}_j) | \psi_{\text{int}}(\mathbf{p}_1, \ldots, \mathbf{p}_{n-1}) \rangle \times P' \psi_{\text{int}}(\mathbf{p}_1, \ldots, \mathbf{p}_{n-1});
\]

this is a terrible task. Usually, one simplifies a bit the problem by choosing trial wave functions which are built on definite eigenmodes of subsystems: this is the essence of the cluster models [2]. This allows a drastic reduction of the Hilbert space while keeping most of the physical correlations; nevertheless the Pauli principle must be fulfilled and the problem of exchange
kernels still remains. Even in the cluster models, the sub-wave functions are themselves chosen very simple (usually Gaussians) and this may lead to inconsistencies between the dynamical description of the clusters and the total system [13].

In this paper, we present a general method allowing an exact calculation of the exchange kernels, based on the expansion of the intrinsic wave function in terms of independent harmonic oscillator wave functions. The generalized Brody-Moshinsky coefficients are crucial ingredients in this method. In the next section, the relations between cluster internal coordinates and those obtained by permutation of the particles are discussed in detail. In section 3, a number of properties concerning the generalized Brody-Moshinsky coefficients is presented. In section 4 the formalism is applied to the description of the nucleon-nucleon scattering in terms of quark structure. Conclusions are drawn in the last section.

2. Relations between intrinsic cluster coordinates.

2.1 Definitions. — Let us describe a system of \( n \) identical particles. In this paper, only the coordinate degrees of freedom are considered; in fact the spin and isospin degrees of freedom are treated in a straightforward, although lengthy, way with help of Racah algebra. The particles are thus referred in the ordinary space by their coordinates \( r_i \) \( (i = 1, 2, \ldots, n) \) relative to some arbitrary origin. Since the total Hamiltonian is invariant under space translation it is necessary to introduce the centre of mass coordinate

\[
R = \frac{1}{n} \sum_{i=1}^{n} r_i .
\]  

(2.1)

Besides, there remains \( n - 1 \) linearly independent coordinates (called intrinsic coordinates); they can be chosen in an infinite number of ways but the most common choice defines the Jacobi coordinates, which represent the distance of the \( (i + 1) \)th particle relative to the centre of mass of the \( i \) previous particles

\[
\rho_i = \alpha [i(i + 1)]^{-1/2} (r_1 + r_2 + \cdots + r_i - ir_{i+1})
\]  

(2.2)

\( \alpha \) is a scale parameter whose role will be emphasized later. One can write more formally

\[
\rho_i = \alpha \sum_{j=1}^{n} A_{ij} r_j \quad \text{or} \quad (\rho_i) = \alpha A (r)
\]  

(2.3)

where \( A \) is a \( n \times 1 \) by \( n \) matrix

\[
A_{ij} = \begin{cases} 
[i(i + 1)]^{-1/2} & \text{for } j \leq i \\
-[i(i + 1)]^{1/2} & \text{for } j = i + 1 \\
0 & \text{for } j > i + 1 . 
\end{cases}
\]  

(2.4)

It has the properties

\[
AA^t = \eta_{(a-1) \times (a-1)} \quad \text{and} \quad \sum_{j=1}^{n} A_{ij} = 0 \quad \forall i
\]  

(2.5)

(note that we do not have \( A^t A = \eta_{n \times n} \)).

It is simple to invert (2.1) and (2.3) to find

\[
r_j = R + \alpha^{-1} \sum_{i=1}^{n} A_{ij} \rho_i
\]

or

\[
(r) = R(\tau) + \alpha^{-1} A' (\rho)
\]  

(2.6)

To achieve a quantum mechanical description of the system we need the canonical momenta of \( R \) and \( \rho_i \) which are referred to as \( P \) and \( \pi_i \). Starting from the canonical conjugates \( \rho_i \) of the initial coordinates \( r_i \), it is not difficult to show that

\[
P = \sum_{i=1}^{n} \rho_i \quad (\pi) = \alpha^{-1} A (\rho)
\]  

(2.7)

and the inverse relations

\[
(\rho) = n^{-1} P (\phi) + \alpha A' (\rho_i)
\]  

(2.8)

The kinetic energy \( T = \frac{1}{2m} \sum_{i=1}^{n} \rho_i^2 \) can be recast as

\[
T = \frac{P^2}{2nm} + \frac{\alpha^2}{2m} \sum_{i=1}^{n-1} \pi_i^2
\]  

(2.9)

Exactly in the same way we have

\[
\sum_{i=1}^{n} \pi_i^2 = nR^2 + \alpha^{-2} \sum_{i=1}^{n-1} \rho_i^2.
\]  

(2.10)

For a Hamiltonian invariant under space translation, the potential energy does not depend on the \( R \) coordinate, and with the Jacobi coordinates we are left with an interacting system of \( n - 1 \) particles with mass \( m / \alpha^2 \). Thus, \( \alpha \) is a scale mass parameter, which is not relevant for the essential features of the problem. The total orbital wave function is separated into a centre of mass part and an intrinsic one.

\[
\psi_K(r_1, r_2, \ldots, r_n) = \exp (- iK \cdot R) \psi_{\text{in}}(\rho_1, \rho_2, \ldots, \rho_{n-1})
\]  

(2.11)

2.2 Action of a permutation. — Since the Pauli principle imposes a complete antisymmetric wave-function, one needs to know the effect of a permutation \( P \) on the orbital wave function. If \( P \) is the permutation which changes the \( i \)th particle into the \( i' \)th particle, the action of \( P \) is particularly simple expressed in the original coordinates since \( r_i \rightarrow r_{i'} \) = \( r_{i'} \). Thus

\[
P \psi_K(r_1, r_2, \ldots, r_n) = \psi_K(r_1^{(P)}, r_2^{(P)}, \ldots, r_n^{(P)})
\]  

(2.12)

The centre of mass coordinate is symmetric for every permutation so \( R^{(P)} = R \). On the other hand, the effect of the permutation on the intrinsic wave function is not obvious

\[
P \psi_{\text{in}}(\rho_1, \rho_2, \ldots, \rho_{n-1}) = \psi_{\text{in}}(\rho_1^{(P)}, \rho_2^{(P)}, \ldots, \rho_{n-1}^{(P)})
\]  

(2.13)

where

\[
\rho_i^{(P)} = \alpha \sum_{j=1}^{n} A_{ij} r_j = \alpha \sum_{j=1}^{n} A_{i(P)} r_j
\]  

(2.14)
which is different from:

\[ \rho_{P} = \alpha \sum_{j=1}^{n} A_{P_{j}P_{j}} r_{j} = \alpha \sum_{j=1}^{n} A_{P_{j}r_{j}}. \]  

(2.15)

Hence, as seen from (2.13), (2.14) and (2.15), the effect of \( P \) on the intrinsic wave function is much more complicated than a simple permutation of the intrinsic Jacobi coordinates.

However, it is trivial to show that \( \rho^{(P)} \) are also intrinsic coordinates in the sense that they do not depend on the \( R \) coordinate. Hence:

\[ \rho^{(P)}_{i} = \sum_{j=1}^{n-1} S^{(P)}_{ij} \rho_{j} \text{ or } (\rho^{(P)}) = S^{(P)}(\rho). \]  

(2.16)

From the equality \( \sum_{i=1}^{n} r_{i}^{2} = \sum_{i=1}^{n-1} r_{i}^{2} + 1 \) and from relation (2.10) one has

\[ \sum_{i=1}^{n-1} \rho_{i}^{(P)} = \sum_{i=1}^{n-1} \rho_{i}^{2}. \]  

(2.17)

2.3 CLUSTERING OF THE SYSTEM. — Very often it is advantageous to express the eigenmodes of a system in terms of eigenmodes of sub-systems; in many cases the choice of sub-systems (or clusters) lies on a definite physical situation. Moreover, the restriction to few eigenmodes of the clusters allows a drastic truncation in the total Hilbert space, while retaining most of the relevant correlations. Hence, it is necessary to have the relation between the original Jacobi coordinates for the total system as defined in the previous subsection and the intrinsic coordinates of the clusters. At the moment let us suppose that the \( n \)-particle system is partitioned in two subsystems of \( s_1 \) and \( s_2 \) particles (\( s_1 > 1 \) and \( s_1 + s_2 = n \)). It is natural to introduce the intrinsic coordinates of the first cluster.

By replacing the \( r_{i} \) in terms of \( \rho_{i} \) in these expressions it is just a matter of calculation to find the new Jacobi coordinates as function of the old ones: it comes

\[ \rho_{i}^{[1]} = \alpha[(i + 1)]^{-1/2} (r_{1} + r_{2} + \cdots + r_{i} - \hat{r}_{i+1}) \quad i = 1, \ldots, s_1 - 1 \]  

(2.19)

and of the second cluster

\[ \rho_{i}^{[2]} = \alpha[(i + 1)]^{-1/2} (r_{s_1+1} + r_{s_1+2} + \cdots + r_{s_1+i} - \hat{r}_{s_1+i+1}) \quad i = 1, \ldots, s_2 - 1. \]  

(2.20)

Since only \( n - 2 \) intrinsic coordinates have been defined, we need one more which is taken as the separation distance of the two clusters, namely

\[ \rho_{i}^{[2]} = d^{[1,2]} = \alpha[ns_1 s_2]^{-1/2} (s_1 r_{s_1+1} + \cdots + r_{n}) - s_2 (r_1 + \cdots + r_{s_1}). \]  

(2.21)

We feel that it is more convenient to write this change of basis in a matricial form; then the cluster coordinates are put in the form

\[ (\rho^{[c]}) = \begin{pmatrix} \rho^{[1]} \\ \rho^{[2]} \\ d \end{pmatrix} \]

which is a vector with \( n - 1 \) components and equations (2.22) can be recast as

\[ (\rho^{[c]}) = F^{[c]}(\rho) \]  

with \( F^{[c]} = \psi_1 \otimes s_1 - 1 + s_2 \) (2.23)

where \( F^{[c]} \) is considered as the direct sum of the unity operator in the space spanned by the first \( s_1 - 1 \) Jacobi coordinates and the matrix \( F_{s_1, s_1}^{[2]} \) in the complementary space. The analytical form for \( F^{[c]} \) follows from (2.22)

\[ F^{[2]}_{ij} = \begin{cases} -s_1 [(i + 1) (s_1 - 1 + j) (s_1 + j)]^{-1/2} & \text{for } j < i \\ [i (s_1 + i + 1) (s_1 + j)]^{1/2} & \text{for } j = i + 1 \\ 0 & \text{for } j > i + 1 \end{cases} \]

(2.24)

\[ F^{[c]}_{s_1} = -[ns_1 s_2]^{1/2} [(s_1 + j - 1) (s_1 + j)]^{-1/2}. \]
From the matrix elements defined by (2.24) one can show that $F^{[2]}$ is an orthogonal matrix, and consequently this property holds too for the matrix $F^{[c]}$ defined by (2.23)

$$F^{[c]} \cdot F^{[c]} = F^{[c]} = q_{(n-1) \times (n-1)} .$$ (2.25)

The generalization to an arbitrary number of clusters is obtained by recurrence. Let us suppose that $s_i$ is now partitioned into two clusters, then the new first cluster is divided into two further clusters, and so on. Thus one considers the partition of the original system in $k$ clusters, each one having $s_i$ particles ($s_i > 1, s_1 + s_2 + \cdots + s_k = n$).

The various partitions of the total system play a very important role in any many-body theories eliminating correctly the centre of mass motion [3] (see for instance the Yakubovski equations for the four-body problem [4]).

To simplify the notation it is convenient to define

$$t_i = s_1 + s_2 + \cdots + s_{i-1} \quad \text{and by convention} \quad t_{k+1} = n, t_1 = 0 .$$

The intrinsic Jacobi coordinates for the $i$th cluster are

$$\rho_i = \alpha [\theta (i+1) - 1/2] (r_{t_i+1} + r_{t_i+2} + \cdots + r_{t_{i+1}} - r_{t_{i+1}+1})$$

$$\pi_i = \alpha^{-1} [\theta (i+1) - 1/2] (p_{t_i+1} + p_{t_i+2} + \cdots + p_{t_{i+1}} - p_{t_{i+1}+1})$$ (2.26)

and the separation coordinates

$$\rho_i = q_{[l \alpha]} = \alpha [t_{i+1} t_i s_i]^{-1/2} [t_i (r_{t_i+1} + \cdots + r_{t_{i+1}}) - s_i (r_1 + \cdots + r_{t_i})]$$

$$\pi_i = q_{[l \alpha]} = \alpha^{-1} [t_{i+1} t_i s_i]^{-1/2} [t_i (p_{t_i+1} + \cdots + p_{t_{i+1}}) - s_i (p_1 + \cdots + p_{t_i})]$$ (2.27)

then these new intrinsic coordinates are related to the old ones through

$$\rho_i = \sum_{j=1}^{n} F_{ij}^{[1]} \rho_{j-1} + j$$ (2.28)

with the matrix $F_{ij}^{[1]}$ defined by

$$F_{ij}^{[1]} = \begin{cases} - t_i [\theta (i+1) (t_i - 1 + j) (t_i + j)]^{-1/2} & \text{for} \ j \leq i \\ [\theta (t_i + i+1) (t_i + 1) (t_i + j)]^{1/2} & \text{for} \ j = i + 1 \\ 0 & \text{for} \ j > i + 1 \end{cases}$$ (2.29)

$$F_{ij}^{[n]} = - [t_{i+1} t_i s_i]^{-1/2} [t_i - 1 + j) (t_i + j)]^{-1/2} .$$

As usual, one can write in a more formal way

$$\left( \begin{array}{c} \rho^{[1]} \\ \vdots \\ \rho^{[c]} \end{array} \right) = \left( \begin{array}{c} F^{[1]}_{(n-1) \times (n-1)} + F^{[2]}_{s_2 \times s_2} + \cdots + F^{[c]}_{n \times s_n} \end{array} \right) \rho$$

then

$$\left( \begin{array}{c} \rho^{[c]} \\ \vdots \\ \rho^{[1]} \end{array} \right) = F^{[c]}(\rho) \quad \text{and in the very same way}$$

$$\left( \begin{array}{c} \pi^{[c]} \\ \vdots \\ \pi^{[1]} \end{array} \right) = F^{[c]}(\pi) .$$ (2.30)

Since each sub-matrix $F^{[i]}$ is orthogonal, this is also true for the total transformation matrix $F^{[c]}$

$$F^{[c]} \cdot F^{[c]} = F^{[c]} = q_{(n-1) \times (n-1)} .$$ (2.31)

Now, we are able to demonstrate the general theorem concerning the intrinsic Jacobi coordinates.

Theorem: Any arbitrary permuted intrinsic coordinate of an arbitrary cluster system is related to another one by an orthogonal transformation (not necessarily a proper orthogonal).
Proof: Starting from the original coordinates \((p)\), one builds the first permuted coordinates \((p^{(1)})\) and then the cluster permuted coordinates
\[
(p^{(1)};p^{(2)}) = F^{(1)}(p^{(1)}) = F^{(1)} S^{(p)}(p)
\]
or
\[
(p) = S(p^{(1)}) F^{(1)}(p^{(2)})
\]
Consequently
\[
(p^{(1)};p^{(2)}) = F^{(1)} S(p^{(1)}) F^{(2)}(p^{(2)})
\]
Since each matrix appearing in (2.32) is an orthogonal matrix, their product is also an orthogonal matrix Q.E.D.

As is well known, any orthogonal matrix in \(n\) dimensions can be expressed as the product of orthogonal matrices which leaves an \(n - 2\) dimensional subspace invariant (in other words, any « rotation » in an \(n\) dimensional space is obtained by successive « rotations » in fixed planes). Each infinitesimal generator of \(O(n)\) is a rotation in two dimensions, and \(n(n-1)/2\) generators are enough to generate any general rotation. Thus \(n(n-1)/2\) is the maximum number of « plane rotations » necessary to built the original orthogonal matrix. However, it is interesting to search for the « best way » to do the decomposition — that is the one which minimizes the number of operations. The procedure to do that is not unique, and each particular case requires a special treatment to find « the best way ». The cluster wave function being decomposed into independent particle wavefunctions, the problem of evaluating the exchange kernels reduces to expressing two independent functions of rotated coordinates in terms of the functions in the original coordinates. This last problem can be solved if the cluster function is expanded into a harmonic oscillator basis.


3.1 Definitions. — The harmonic oscillator (HO) wave functions \(\phi_{nl}(r)\) are defined with the normalization and phase conventions of Moshinsky [5] or Erdelyi et al. [6]
\[
\phi_{nl}(r) = b^{-3/2} R_n\left(\frac{r}{b}\right) Y_{lm}(\theta)
\]
where \(b\) is the size parameter \(b = (\hbar/M\omega)^{1/2}\), and the radial part is written
\[
R_n(x) = \frac{U_{nl}(x)}{x} = \left[\frac{2(n+1)}{F(n+l+3/2)}\right]^{1/2} x^l e^{-x^2} L_n^{l+1/2}(x^2),
\]
and \(L_n^{l+1/2}(x)\) is a generalized Laguerre polynomial.
Let us consider the Hamiltonian of two independent harmonic oscillators
\[
H = \frac{1}{2M}(p_1^2 + p_2^2) + \frac{1}{2} M\omega^2(r_1^2 + r_2^2).
\]
An eigenfunction with angular momentum \(\lambda\) is readily
\[
[\phi_{nl_1}(r_1) \phi_{n_2l_2}(r_2)]_{\lambda,\mu}\text{ with energy } \hbar\omega(2n_1 + l_1 + 2n_2 + l_2).
\]
The Hamiltonian (3.3) is invariant under the rotation of the coordinates
\[
\{ \begin{array}{c}
\mathbf{r} = C\mathbf{r}_1 - S\mathbf{r}_2 \\
\mathbf{R} = S\mathbf{r}_1 + C\mathbf{r}_2
\end{array}
\]
or
\[
\{ \begin{array}{c}
r_1 = Ce - S \mathbf{r}_2 \\
r_2 = -Sr + Cr
\end{array}
\]
with \(C = \cos \beta/2\) and \(S = \sin \beta/2\).

Consequently \([\phi_{nl}(r) \phi_{NL}(\mathbf{R})]_{\lambda,\mu}\) is also an eigenfunction with energy \(\hbar\omega(2n + l + 2N + L)\).

Hence one can write
\[
[\phi_{nl_1}(r_1) \phi_{n_2l_2}(r_2)]_{\lambda,\mu} = \sum_{n_1,n_2,l_1,l_2,N,L} \langle n nl_1 l_1 n_2 l_2 ; \lambda \mid \lambda \rangle \beta [\phi_{nl}(r) \phi_{NL}(\mathbf{R})]_{\lambda,\mu}.
\]

It is important to note that the summation contains a finite number of terms, namely all the \((n, l, N, L)\) multiplets compatible with the conservation of energy \(2n_1 + l_1 + 2n_2 + l_2 = 2n + l + 2N + L\) and constraint of the resultant angular momentum \(|l - L| \leq \lambda \leq l + L\) and parity \((-1)^{n+l+1}\).

The transformation coefficients \(\langle n nl_1 l_1 n_2 l_2\;\lambda\mid\lambda\beta\rangle\) are called Brody-Moshinsky (BM) coefficients with angle \(\beta\). The standard BM coefficients, corresponding to
\[
\beta = \frac{\pi}{2}\text{ (i.e. } r = \frac{1}{\sqrt{2}}(r_1 - r_2) \text{ and } \mathbf{R} = \frac{1}{\sqrt{2}}(r_1 + r_2))\text{,}
\]
play a very important role in numerous fields in physics, especially in the expression of matrix elements of two-body effective interactions [7]. Their importance was first recognized by Talmi [15] who calculated some of them by hand. Later on, Moshinsky [5] studied their properties in more detail and in collaboration with Brody [7] made extensive tables. Then, a number of works has been devoted to find new relations between them and to refine and simplify their calculation (see Appendix 6 of Lawson’s book [7]). Curiously, since their introduction by Moshinsky [8], the BM coefficients with an angle \(\beta \neq \pi/2\) have suffered from a complete lack of interest, and, as far
as we are aware of, were very scarcely used in practical cases. In this section, we give the main properties of these BM coefficients and show how useful they are in the cluster theory.

3.2 Calculations. — The standard BM were calculated in several different ways: recurrence relations \([5, 9]\), more or less sophisticated analytical formulæ \([10]\), diagonalization of special matrices \([11]\). In fact, all these methods can be as well applied to the BM with angle \(\beta\). This property was not realized first since, in his original paper \([8]\), Moshinsky proposed a complicated formulæ including the standard coefficients; readily it is not a very convenient one. Which method to choose for computing them depends on what one wants. If one is interested in particular, unrelated coefficients, it is preferable to use analytical formulæ; if one wants to evaluate entire lines of the BM matrices the method proposed by Raynal \([12]\) is certainly better; if on the other hand, one is interested in the whole matrix, or all the BM up to a given number of quanta the diagonalization or the recurrence methods are preferable. The latter was used for the application to the nucleon-nucleon interaction presented in the next section. Thus, here, the BM coefficients are calculated by recurrence relations in the same way as the original standard coefficients. In that sense, all the BM coefficients are treated on an equal footing. Since the method is not new and follows exactly the same steps as in the original work of Moshinsky \([5]\), we do not insist on it. However, the final results never appeared in the literature, as far as we know, and we think that it is interesting to report them. In a first step, the particular \(\langle nNL; \lambda | n_1 l_1 n_2 l_2; \lambda \rangle_{\beta}\) coefficients with \(n_1 = n_2 = 0\) are calculated

\[
\langle nNL; \lambda | 0 l_1 0 l_2; \lambda \rangle_{\beta} = (-1)^{n_1+l+L+\lambda} 2^{s-n} \left( \frac{l_1! l_2!}{(2L+1)!(2L_1+1)!(2L_2+1)!} \right) \left( \frac{(n+l)! (N+L)!}{n!(2n+2L+1)! N!(2N+2L+1)!} \right)^{1/2} \times \sum_{x} \left\{ \begin{array}{c} l \\ l_1 \\ l_2 \\ l_1 \\ x \end{array} \right\} A(l_1 l_1 l_2 L x; \beta) \quad (3.6)
\]

with

\[
A(l_1 l_2 L x; \beta) = \left[ \frac{(l_1+L+x+1)!(l_1-x)!(l_1+l-x-1)!}{(l+x-l_1)!} \right]^{1/2} \left[ \frac{(l_2+L+x+1)!(l_2-x)!(l_2+l-x-1)!}{(l+x-l_2)!} \right]^{1/2} \times \sum_{q} \left( \frac{(-1)^{l_1+q-l_1}}{(l+q-l_1)!} \frac{(l+q-l_1)!}{(l+q-l_2)!} \frac{(L+q-l_2)!}{(L+q-l_2)!} \frac{1}{(q+q+1)!} \right) .
\]

Then, other coefficients with \(n_1 \neq 0\) are obtained by recurrence relations

\[
[(n_1+1)(n_1+l_1+3/2)]^{1/2} \langle nNL; \lambda | n_1+1 l_1 n_2 l_2; \lambda \rangle_{\beta} = C^2 \langle n(n+1/2) n(n+1/2) n(n+1/2) n(n+1/2) \rangle^{1/2} < n-1 \overline{NL}; \lambda | n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} + S^2 \langle N(N+L+1/2) \rangle^{1/2} < nNL; \lambda | n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} + C S \left[ \frac{n(n+1)(l+L+1/2)(l+L+L+2)}{(l+L+L+2)(l+L+L+1)(l+L+L+1)} \right]^{1/2} < n-1 l_1 l_1 N-1 L+1; \lambda | n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} + C S \left[ \frac{n(n+1)(l+L+L+1/2)(l+L+L+L+1)}{(l+L+L+L+1)(l+L+L+1)(l+L+L+1)} \right]^{1/2} < n-1 l_1 l_1 N-1 L-1; \lambda | n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} + C S \left[ \frac{N(n+1/2)(l+L+L-1)(l+L-1)}{(l+L+L-1)(l+L-1)(l+L-1)} \right]^{1/2} < n-1 l_1 l_1 N-1 L+1; \lambda | n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} + C S \left[ \frac{(n+1/2)(n+1/2)(l+L+L+1/2)(l+L+L+L+1)}{(l+L+L+L+1)(l+L+L+L+1)(l+L+L+L+1)} \right]^{1/2} < n-1 l_1 l_1 N-1 L-1; \lambda | n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} .
\]

A similar expression with \(n_2\) incremented by one unit is obtained by the change \(n_1 \rightarrow n_2\) in the left hand side of (3.7) and \(C \rightarrow -S, S \rightarrow C\) in the right hand side of (3.7). Formulæ (3.6) and (3.7) allow us to calculate all the BM coefficients starting with \(\langle 0000,0|0000;0\rangle_{\beta} = 1\). From these relations it is also obvious that the BM coefficients are real.
3.3 SOME PROPERTIES. — Directly from their definition

\[
\langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle = \int [\phi_{n_1 l_1}(r_1) \phi_{n_2 l_2}(R_1)]_{\lambda\lambda} [\phi_{n_1 l_1}(r_2) \phi_{n_2 l_2}(R_2)]_{\lambda\lambda} \left\{ \frac{dr_1 \, dr_2}{dr \, dR} \right\} (3.8)
\]

the following phase relations can be proved

\[
\langle nNL; \lambda \mid n_2 l_1 n_1 l_1; \lambda \rangle = (-1)^{l_1 - \lambda} \langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta + \pi} \\
\langle NNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} = (-1)^{l_1 - \lambda} \langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta + \pi} \quad (3.9)
\]

Applying this twice, and (due to the definition of \( \beta \) in (3.4)) taking care of

\[
\langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta + 2\pi} = (-1)^{l_1 + \lambda + 2\pi} \langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} \quad (3.10)
\]

one gets

\[
\langle NNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} = (-1)^{l_1 + \lambda + \pi} \langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} \quad (3.11)
\]

Owing to the fact that the BM are real, by replacing the variables of integration \( r, R \) by \( r_1, r_2 \) in (3.8) and then making \( r_2 \to -r_2 \), the following relations can be obtained

\[
\langle n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} = \langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta - \pi} = (-1)^{l_1 + \lambda + \pi} \langle nNL; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} \quad (3.12)
\]

Now, when a rotation of angle \( \beta \) is followed by another rotation of angle \( \gamma \), one obtains a very important composition rule

\[
\langle n_5 l_5 n_6 l_6; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta + \gamma} = \sum_{n_j \lambda j \mu \lambda \mu} \langle n_5 l_5 n_6 l_6; \lambda \mid n_3 l_3 n_4 l_4; \lambda \rangle_{\gamma} \langle n_3 l_3 n_4 l_4; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} \quad (3.13)
\]

In particular, putting \( \gamma = -\beta \) in this equation, the orthogonality relation is recovered

\[
\sum_{n_j \lambda \mu \lambda \mu} \langle n_3 l_3 n_4 l_4; \lambda \mid n_1 l_1 n_2 l_2; \lambda \rangle_{\beta} = \delta_{n_1 n_3} \delta_{l_1 l_3} \delta_{n_2 n_4} \delta_{l_2 l_4} \quad (3.14)
\]

It is possible to derive also a very important « closure relation ». Let us start with the following integral

\[
I_\beta(r, r', \beta) = \int \phi_{00}(R_1) \frac{\delta(R_2 - r')}{r'} Y_{lm}^*(R_2) \phi_{00}(r_2) \frac{\delta(r_1 - r)}{r} Y_{lm}(r_1) \, dr_1 \, dr_2 \quad (3.15)
\]

where \( R_1 \) and \( R_2 \) are the coordinates rotated with an angle \( \beta \) (\( R_1 \) and \( R_2 \) correspond to \( r \) and \( R \) respectively in definition (3.4)).

Noting that

\[
\frac{\delta(r_1 - r)}{r} Y_{lm}(r_1) = \sum_n U_n(r) \phi_{nlm}(r_1) \quad (3.16)
\]

a first expression for calculating \( I_\beta \) is readily obtained

\[
I_\beta(r, r', \beta) = \sum_n U_n(r) U_n(r') \langle 00n; l \mid n00; l \rangle_{\beta} \quad (3.17)
\]

Now changing the integration variables \( r_1, r_2 \) into \( R_1 \) and \( r_2 \), some lengthy calculations allow us to write

\[
I_\beta(r, r', \beta) = 4 \pi^{-1/2} \frac{1}{C^3} rr' i^l j_l(-i \frac{SC}{2} rr') \exp\left[ -\frac{1}{2} \frac{S^2}{C^2} (r^2 + r'^2) \right] \quad (3.18)
\]

\[
(\text{where in (3.8) } C = \cos \frac{\beta}{2}, S = \sin \frac{\beta}{2}).
\]

In (3.18) \( j_l(\rho) \) is the spherical Bessel function of order \( l \). Using the derivative definition of \( j_l \) and the fact that \( j_0(-i\rho) = \frac{\sin(\rho)}{\rho} \), and equating (3.17) and (3.18) one gets the following « closure relation »
a similar expression holds if in the left hand side \( \langle 00nl; l | n00; l \rangle \) is replaced by \( \langle n100, l | n100; l \rangle \) and in the right hand side \( C \rightarrow S \) and \( S \rightarrow -C \). This expression with \( l = 0 \) appears in the exchange normalization kernel of the nucleon-nucleon scattering discussed in the next chapter, and in reference [13] it was used as a convergence test of relation (3.17).

4. Application to the nucleon-nucleon interaction.

4.1 The general problem. — We consider the problem of the scattering of two baryon clusters, each one being formed by three quarks of type u and d. In principle each quark is characterized by its colour, isospin, spin and space degree of freedom. However, this paper is concerned with the action of the Pauli principle on intrinsic space coordinates and thus we shall neglect the colour, isospin, and spin coordinates as well as orbital coupling considerations (all these can be treated in a straightforward although lengthy way with the help of Racah algebra). Since the physical situation imposes that the 6 particles (with coordinates \( r_i \)) are separated into two clusters of 3 particles, the natural coordinates for this problem can be chosen (following the recommendations of chapter 2) as

\[
\mathcal{R} = \frac{1}{6} \sum_{i=1}^{6} r_i,
\]

\[
x = r_2 - r_3,
\]

\[
y = 3^{-1/2}(r_2 + r_3 - 2r_1)
\]

centre of mass coordinate

Jacobi coordinates of cluster 1

Jacobi coordinates of cluster 2

separation distance of the clusters.

(4.1)

Taking fully into account the Pauli principle, the trial wave function reads

\[
\Psi(r_1, r_2, r_3, r_4, r_5, r_6) = \psi(x, y, x', y', R, \mathcal{R}) = \mathcal{A}_{\text{C.M.}}(\mathcal{R}) \phi_n(x, y) \phi_n(x', y') \chi(R)
\]

(4.2)

where \( f_{\text{C.M.}}, \phi_n, \chi \) are the centre of mass, intrinsic cluster, relative wave function, respectively, and \( \mathcal{A} \) the total antisymmetrizer. The centre of mass function, being symmetric in the 6-q coordinates, can be kept out of the antisymmetrizer and is easily dealt with. It will be ignored in the following. Let \( T \) be any operator symmetric in the exchange of the particles. The main problem is the calculation of quantity \( \langle \psi | T | \psi \rangle \). Since \( \mathcal{A}^+ = \mathcal{A} \), \( \mathcal{A}^2 = \mathcal{A} \) and \( \mathcal{A} T \mathcal{A} = T \) it is well known that it is sufficient to keep the antisymmetrizer on the bra vector only. Moreover, the intrinsic functions \( \phi_n \) are built antisymmetric for all permutations of the subgroup \( S_3 \times S_3 \subset S_6 \). This property allows the number of different contributions to the average \( \langle \psi | T | \psi \rangle \) to be reduced from 720 to 2; one can choose for instance 4 (identity) and \( P_{14} \) (transposition of particles 1 and 4) and the corresponding contributions are denoted as direct and exchange contributions. In general the direct part is easy to calculate and the main problem in cluster theory lies in the evaluation of the exchange parts. If it is possible to expand the trial intrinsic wave function in terms of the harmonic oscillator basis \( \phi(r) \), this problem reduces to the computation of

\[
\langle \phi(x_p) \phi(y_p) \phi(x'_p) \phi(y'_p) | T | \phi(x) \phi(y) \phi(x') \phi(y') \rangle.
\]

(4.3)

In this expression the permuted coordinates \( x_p, y_p, x'_p, y'_p, \mathcal{R}_p \) are those obtained in definition (4.1) by permuting \( r_1 \rightarrow r_4 \). From the conclusions of sections 2 and 3, one sees that this quantity is obtained with a summation of a finite number of terms including generalized Brody-Moshinsky coefficients. In the following we apply these general ideas for \( T = \mathcal{I} \) (exchange normalization contribution) and for \( T = V_{\text{int}} \) (exchange potential contribution). In fact, among the 9 terms coming from the cluster interaction, only three give different contributions and one can write formally

\[
V_{\text{int}} = V_{14} + 4 V_{15} + 4 V_{25}.
\]

(4.4)

4.2 Exchange normalization contribution. — Since

\[
x_p = r_2 - r_3 = x
\]

\[
x'_p = r_5 - r_6 = x'
\]
it is trivial that quantity (4.3) with $T = \mathcal{J}$ (called $N'$) immediately reduces to (the integration on $x$ and $x'$ variables gives $\delta$ symbols which are omitted in the following)

$$N' \rightarrow \langle \varphi(y_p) \varphi(y'_p) | \varphi(R_p) \varphi(R) \rangle. \quad (4.6)$$

Keeping in a first step the coordinates $R$ and $R_p$ fixed and making a « standard » rotation in the $(y, y')$ plane and in the $(y_p, y'_p)$ plane one introduces the new coordinates

$$u = 2^{-1/2}(y + y') = 2^{-1/2}(y_p + y'_p) = u_p$$
$$v = 2^{-1/2}(y - y')$$

This allows, through the introduction of two standard $BM$, expression (4.6) to be changed into

$$N' \rightarrow \langle \varphi(u) \varphi(v) | \varphi(u_p) \varphi(v_p) \varphi(R_p) \varphi(R) \rangle. \quad (4.8)$$

or, after trivial integration on the $u$ variable, into

$$N' \rightarrow \langle \varphi(v_p) \varphi(R_p) | \varphi(v) \varphi(R) \rangle. \quad (4.8)$$

It is easy to show that

$$R_p = \frac{8}{3}v + \frac{1}{3}R \quad \text{and} \quad v_p = -\frac{1}{3}v + \frac{\sqrt{8}}{3}R \quad (4.9)$$

then $R_p$ and $v_p$ are derived from $v$ and $R$ by a rotation of angle $\beta_1$ such that $C = \sqrt{8}/3$ and $S = 1/3$; consequently (4.8) is nothing else that a generalized $BM$ with angle $\beta_1$. Thus expression (4.6) can be written very symbolically

$$N' = \sum BM \cdot BM \cdot BM_{\beta_1}. \quad (4.10)$$

meaning that it is a summation of a finite number of terms including 3 different Brody-Moshinsky coefficients (two standard coefficients and one with angle $\beta_1$). We think that this is the most economical procedure for calculating (4.6).

4.3 Exchange $V_{14}$ contribution. — The problem here is the evaluation of

$$ V_{14} = \langle \varphi(x_p) \varphi(y_p) \varphi(x'_p) \varphi(y'_p) | \varphi(R_p) \varphi(R) \rangle \langle V_{14}(r_1 - r_4) | \varphi(x) \varphi(y) \varphi(x') \varphi(y') \varphi(R) \rangle. \quad (4.11)$$

Due to the fact that $V_{14}$ depends on the coordinate $r = r_1 - r_4$ only, it is natural to impose that this variable must be one of the final integration variables. For instance one can choose the following coordinates

$$x; x'; r = r_1 - r_4$$
$$z = 2^{-1/2}(r_2 + r_3 - r_5 - r_6);$$
$$u = 6^{-1/2}(r_2 + r_3 + r_5 + r_6 - 2 r_1 - 2 r_4).$$

Since $x_p = x$ and $x'_p = x'$, the integration over the $x$ and $x'$ variables reduces $V_{14}$ to

$$V_{14} \rightarrow \langle \varphi(y_p) \varphi(y'_p) | V(r) | \varphi(x) \varphi(y) \varphi(R) \rangle. \quad (4.12)$$

Keeping the $R$ and $R_p$ coordinates fixed and making a « standard » rotation on the $(y, y')$ plane and $(y_p, y'_p)$ plane, one can define the new variables

$$u = 2^{-1/2}(y + y') = 2^{-1/2}(y_p + y'_p) = u_p$$
$$v = 2^{-1/2}(y - y') = 3^{-1}(-\sqrt{6} r + \sqrt{3} z)$$
$$v_p = 2^{-1/2}(y_p - y'_p) = 3^{-1}(-\sqrt{6} r + \sqrt{3} z).$$

Hence with the help of two standard $BM$ and integration on $u$ variable, $V_{14}$ now reduces to

$$V_{14} \rightarrow \langle \varphi(r_p) \varphi(R_p) | V(r) | \varphi(v) \varphi(R) \rangle. \quad (4.15)$$

Since, on the other hand,

$$R = 3^{-1}(-\sqrt{3} r + \sqrt{6} z),$$
and

$$R_p = 3^{-1}(-\sqrt{3} r_p + \sqrt{6} z), \quad (4.16)$$

it is evident that $(R, v)$ is deduced from $(r, z)$ by a rotation through an angle $\beta_2$ such that $C = \sqrt{1/3}$, $S = \sqrt{2/3}$; similarly $v_p$ and $-R_p$ are obtained from $z$ and $r$ through the same rotation. Then, using two $BM_{\beta_2}$, the scalar product (4.15) is transformed into

$$V_{14} \rightarrow \langle \varphi(r) \varphi(z) | V(t) | \varphi(r) \varphi(z) \rangle. \quad (4.17)$$

which is almost trivial. All this can be summarized by

$$V_{14} = \sum BM \cdot BM \cdot BM_{\beta_1} \cdot BM_{\beta_2}. \quad (4.18)$$

In this case again we think that this procedure is the « best one ».
4.4 Exchange $V_{15}$ contribution. — This requires the evaluation of

$$\mathcal{U}_{15} = \langle \phi(x_p) \phi(y_p) \phi(x') \phi(y') | V_{15} (r_1 - r_2) | \phi(x) \phi(y) \phi(x') \phi(y') \phi(R) \rangle.$$  \hfill (4.19)

As already stated, one must keep $r = r_1 - r_2$ as an integration variable; it is easy to show that $x$ can be chosen as well. In a first choice we propose to take

$$x; \quad r = r_1 - r_2; \quad y_p, \quad R_p \quad \text{and} \quad z = 3^{-1/2} (r_1 + r_5 - 2 r_6)$$  \hfill (4.20)

as integration variables. Since $x_p = x$, we are left with

$$\mathcal{U}_{15} \rightarrow \langle \phi(y_p) \phi(R_p) \phi(x') \phi(y') | V(r) | \phi(x') \phi(y) \phi(y') \phi(R) \rangle.$$  \hfill (4.21)

One verifies easily that

$$x' = - \frac{r}{2} + \frac{\sqrt{3}}{2} z$$

$$y'_p = - \frac{\sqrt{3}}{2} r - \frac{z}{2}.$$  \hfill (4.22)

Introducing new variables as

$$u = \frac{1}{\sqrt{5}} y - \frac{2}{\sqrt{5}} y' = \frac{2}{\sqrt{5}} R_p - \frac{1}{\sqrt{5}} y_p$$

$$v = \frac{2}{\sqrt{5}} y + \frac{1}{\sqrt{5}} y' = \frac{\sqrt{5}}{50} (4 R_p - 5 \sqrt{3} r + 8 y_p - 5 z)$$  \hfill (4.23)

and, with the angle $\beta_4$ such that $C = \frac{2}{3}, S = \frac{\sqrt{5}}{3}$, with the help of $BM_{\beta_4} \phi(v) \phi(R)$ is transformed into $\phi(s) \phi(t)$.

Now let us put

$$s = \frac{1}{\sqrt{5}} R_p + \frac{2}{\sqrt{5}} y_p$$

$$t = - y'_p = \frac{\sqrt{3}}{2} r + \frac{z}{2}.$$  \hfill (4.24)

it is trivial to show that

$$v = \frac{2}{3} s - \frac{\sqrt{5}}{3} t$$

$$R = \frac{\sqrt{5}}{3} s + \frac{2}{3} t.$$  \hfill (4.25)

and, with the angle $\beta_4$ such that $C = \frac{2}{3}, S = \frac{\sqrt{5}}{3}$, with the help of $BM_{\beta_4} \phi(v) \phi(R)$ is transformed into $\phi(s) \phi(t)$.

At this stage we are left with the evaluation of

$$\mathcal{U}_{15} \rightarrow \langle \phi(y_p) \phi(R_p) \phi(x') \phi(t) | V(r) | \phi(u) \phi(s) \phi(x') \phi(t) \rangle.$$  \hfill (4.26)

Lastly from (4.23) and (4.24) one sees that a rotation with angle $\beta_3$ transforms $\phi(u) \phi(s)$ into $\phi(y_p) \phi(R_p)$ and the rotation with angle $\beta_5$ such that $C = \frac{\sqrt{3}}{2}, S = \frac{1}{2}$ transforms $\phi(t) \phi(x')$ into $\phi(r) \phi(z)$ which achieves the reduction. Symbolically one has

$$\mathcal{U}_{15} = \sum BM_{\beta_3} BM_{\beta_4} BM_{\beta_5} BM_{\beta_4} BM_{\beta_3}.$$  \hfill (4.27)

In this peculiar case, we think that this procedure is not necessarily the best; let us illustrate that there is an
alternative procedure which more or less exhibits the same levels of difficulty. We choose, as integration variables

\[ x; \quad r = r_1 - r_5; \quad s = 3^{-1/2}(r_1 + r_5 - 2 r_6) \]
\[ z = 6^{-1/2}(r_1 + r_5 + r_6 - 3 r_6); \quad v = 6^{-1/2}(r_1 + r_4 + r_5 + r_6 - 2 r_2 - 2 r_3). \]

It follows that a « standard rotation » transforms \((y, R)\) into \((- v, u)\) with

\[ u = \frac{1}{3} z - \frac{\sqrt{2}}{3} s - \frac{\sqrt{6}}{3} r \]

the same rotation transforms \(\phi(y_p) \phi(R_p)\) into \(\phi(z) \phi(- v)\). Moreover, a rotation with angle \(\beta_1\) as defined by (4.9) allows us to go from \(\phi(- u) \phi(y')\) to \(\phi(w) \phi(z)\) where

\[ w = \frac{s}{2} + \frac{\sqrt{3}}{2} r = - y_p. \]

Lastly a rotation with angle \(\beta_5 = \pi/3\) transforms \(\phi(w) \phi(x')\) into \(\phi(r) \phi(s)\). The same rotation also transforms \(\phi(- y_p') \phi(x')\) into \(\phi(r) \phi(s)\). Consequently the calculation of \(\Omega_{15}\) can be summarized symbolically by

\[ \Omega_{15} = \sum BM. BM_{\phi_1}. BM. BM_{\phi_5}. BM_{\phi_5}. \]

If we compare (4.31) to (4.27), it appears that both computations are of equal difficulty. This example clearly exhibits that the decomposition of the original quantity into successive planar rotations may be obtained by several equivalent ways. The procedure to be chosen depends on each particular case considered.

4.5 EXCHANGE \(V_{25}\) CONTRIBUTION. — In that case one must calculate

\[ \Omega_{25} = \langle \phi(x_p) \phi(y_p) \phi(x') \phi(y') \phi(R_p) | V_{25} (r_2 - r_5) | \phi(x) \phi(y) \phi(x') \phi(y') \phi(R) \rangle. \]

As already stated, it is necessary to keep \(r_3 - r_5 = r\) as an integration variable. In this case, which is the most complicated (because one cannot keep \(x\) as integration variable), we found convenient to define the following integration variables

\[ r = r_2 - r_3; \quad r_{36} = r_3 - r_6; \quad r_{14} = r_1 - r_4 \]
\[ z = 2^{-1/2}(r_2 + r_3 + r_6 - 2 r_1 - 2 r_4). \]

They are related to the original ones by

\[ x = \frac{1}{2}(r - r_{36}) + \frac{\sqrt{2}}{2} z \]
\[ x' = - \frac{1}{2}(r - r_{36}) + \frac{\sqrt{2}}{2} z \]
\[ y = \frac{1}{3} \left( r + r_{36} - 2 r_{14} \right) + \frac{\sqrt{3}}{2} u \]
\[ y' = - \frac{1}{3} \left( r + r_{36} - 2 r_{14} \right) + \frac{\sqrt{3}}{2} u \]
\[ y_p = \frac{1}{6} \left( r + r_{36} + 2 r_{14} \right) + \frac{\sqrt{3}}{2} u \]
\[ y_p' = - \frac{1}{6} \left( r + r_{36} + 2 r_{14} \right) + \frac{\sqrt{3}}{2} u \]
\[ R = \frac{1}{3} \left( r_{14} + \frac{\sqrt{3}}{3} (r + r_{36}) \right). \]

Noting that \(z = \frac{1}{\sqrt{2}}(x + x')\) and defining

\[ w = 2^{-1/2}(x - x') = 2^{-1/2}(r - r_{36}) \]

one transforms \(\phi(x) \phi(x')\) (and \(\phi(x_p) \phi(x_p')\)) into \(\phi(z) \phi(w)\) with the help of a standard \(BM\). Now in the same manner

\[ u = 2^{-1/2}(y + y') = u_p \]
\[ v = 2^{-1/2}(y - y') = 6^{-1/2}(r + r_{36} - 2 r_{14}) \]
\[ v_p = 2^{-1/2}(y_p - y_p') = 6^{-1/2}(r + r_{36} + 2 r_{14}) \]
we obtain $\phi(u) \phi(v)$ (and $\phi(u) \phi(v_p)$) from $\phi(y) \phi(y')$ (and $\phi(y_p) \phi(y_p')$) by a standard BM. After integration on the $u$ and $z$ variables we are left with
\begin{equation}
\mathcal{V}_{25} \rightarrow \langle \phi(w) \phi(v_p) \phi(R_p) | V(r) | \phi(w) \phi(v) \phi(R) \rangle.
\end{equation}
(4.37)

It is not difficult to see that a rotation with angle $\beta_2$ transforms $v$ and $R$ (and $v_p$ and $R_p$) into $s$ and $-r_{14}$; hence with a BM, we go from $\phi(v) \phi(R)$ (and $\phi(v_p) \phi(R_p)$) to $\phi(s) \phi(r_{14})$. Finally a standard BM transforms $\phi(w) \phi(s)$ into $\phi(r) \phi(r_{14})$. Symbolically this $V_{25}$ contribution is written
\begin{equation}
\mathcal{V}_{25} = \sum BM_{2} BM_{2} BM_{2} BM_{2} BM_{2} BM_{2} BM_{2} BM_{2} BM_{2}.
\end{equation}
(4.38)

The various decompositions presented here were the underlying technical ingredients of reference [13]. They allow the introduction of radial excitations of the nucleon in the description of nucleon-nucleon scattering. More complete formulae including spin-isospin components can be found in the internal report [14].

5. Conclusions.

In this paper, we studied the properties of the generalized Brody-Moshinsky coefficients in detail; in the literature up to now, only the standard coefficients have deserved some work but here, all the coefficients are treated on equal footing. A new closure relation, which appeared to be important in the microscopic description of the nucleon-nucleon interaction, was derived. On the other hand, it is shown that every set of permuted intrinsic coordinates is related to another one by an orthogonal transformation. This property is very important for the cluster models which rigorously eliminate the centre of mass motion. If it is possible to expand the kernels coming from the Schrödinger equation (in most cases, this equation is of the Hill-Wheeler type) in terms of a harmonic oscillator basis with sufficiently rapid convergence, then our work shows that it is possible to calculate exactly the kernels — specially the complicated exchange kernels — with a finite number of terms which include generalized Brody-Moshinsky coefficients. The practical way — that is the most economical one — to do that depends on each particular system which is considered. This method should be convenient for the study of light systems which could not be solved exactly up to now (let say with a particle number between 4 and 8). The application to the nucleon-nucleon interaction described in terms of the constituent quarks (6 particles) has been abundantly discussed. This method opens new possibilities in the cluster theory; in particular it is possible to retain the radial excitations of the nucleon in the description of the nucleon-nucleon scattering.
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