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## Preface

"A theory is the more impressive the greater the simplicity of its premises is, the
more different kind of things it relates, and the more extended is its area of appli-
cability. Therefore the deep impression which classical thermodynamics made upon
me. It is the only physical theory of universal content concerning which I am con-
vinced that, within the framework of the applicability of its basic concepts, it will
never be overthrown".
Albert Einstein [54, p. 12], in 1949.
Goals - In this book, a new thermodynamic framework is proposed for the design of new macroscopic models, as well as the combination of existing models. Our goal is to popularize thermodynamics for model designers. The mass, momentum and energy conservations, together with the second principle of thermodynamics, is written as:

$$
\begin{align*}
& \dot{\rho}+\rho \operatorname{div} \boldsymbol{v}=0  \tag{0.1}\\
& \rho \dot{\boldsymbol{v}}-\operatorname{div} \boldsymbol{\sigma}=\rho \boldsymbol{g}  \tag{0.2}\\
& \rho \dot{e}+\operatorname{div} \boldsymbol{q}=r+\boldsymbol{\sigma}: \boldsymbol{D}  \tag{0.3}\\
& \rho \dot{s}+\operatorname{div}\left(\frac{\boldsymbol{q}}{\theta}\right) \geqslant \frac{r}{\theta} \tag{0.4}
\end{align*}
$$

These relations should be satisfied by any mathematical model expressed locally as a continuum. See chapter 1 for the construction of these four relations from fundamental principles of mechanics. Notations are grouped in table 0.1 , page 7 . Here, $\rho$ is the mass density, $\boldsymbol{v}$, the velocity, $e$, the specific internal energy, $\boldsymbol{\sigma}$, the symmetric Cauchy stress tensor, $\boldsymbol{q}$, the heat flux. The internal energy $e$ is assumed to depend upon some state variables, including the specific entropy, denoted by $s$. Then, the temperature is defined by $\theta=\partial e / \partial s$. As usual, the dot on the top of a quantity denotes its Lagrange rate, e.g. $\dot{\rho}=\partial_{t} \rho+(\boldsymbol{v} \cdot \nabla) \rho$. Also $\boldsymbol{D}=(\nabla \boldsymbol{v}+\nabla \boldsymbol{v}) / 2$ denotes the stretching. Finally, $\boldsymbol{g}$ denotes the mass density of external forces, e.g. the gravity acceleration and $r$ is the heat sources.
Assuming that $\boldsymbol{g}$ and $r$ are known, there remain six unknowns ( $\rho, \boldsymbol{v}, e, \boldsymbol{\sigma}, \boldsymbol{q}, \theta$ ) for three equations (0.1)-(0.3) together with the constraint (0.4). The usual approach is to provide some additional constitutive equations for $\boldsymbol{\sigma}, \boldsymbol{q}$ and $e$ versus $(\rho, \boldsymbol{v}, \theta)$ and then, to check that (0.4) is satisfied. For instance, the Newtonian model $\boldsymbol{\sigma}=2 \eta \boldsymbol{D}$ and the Fourier equation $\boldsymbol{q}=-k \nabla \theta$ together with $e=C_{p} \theta$ where $\eta, k, C_{p}>0$ are constant, close the system of equations.

Next, the dissipation is written as $\mathscr{D}=2 \eta|\boldsymbol{D}|^{2}+k|\nabla \theta|^{2} / \theta \geqslant 0$, which implies that (0.4) is satisfied (see corollary 1.20 page 29). During the development of new constitutive equations, satisfying inequality (0.4) appears as a constraint that strongly restricts the possibilities. Moreover, the constraint (0.4) remains difficult to check in general, even for very common constitutive equations. So, the temptation to bypass this check during the development of new models is real and could have disastrous consequences, e.g. the unexpected divergence of simulation codes due to ill-posed problems. The aim of the new proposed framework is to allow a clear and easy developement of new constitutive equations that automatically satisfy the second principle (0.4). Instead of writing directly constitutive relations, model designers are encouraged to first specify the energy and the dissipation potential.

Context - The thermodynamics of irreversible processes with internal variables and a dissipation potential is considered in this book. Thermodynamics of irreversible processes started in 1940 with Eckart [50] who studied viscous materials with heat conduction, see also de Groot and Mazur [40] or Silhavy [169] for more historical references. The concept of dissipation potential was next introduced independently at least in 1968 by Ziegler [191], in 1972 by Verhás [177], in 1973 by Edelen [51, 52] and in 1974 by Moreau [128]. In 1975, Halphen and Nguyen [81] proposed the framework of standard generalized materials, that is based on possibly non-smooth dissipation potentials. This clear and efficient framework is still widely used in solid mechanics, see e.g. Maugin [125] for applications. Nevertheless, this framework is limited to small displacements, which is a severe limitation, especially when considering fluids. For complex fluids and soft solids and assuming large strain, different approaches were developed. In 1964, Kluitenberg [107] extended the Kelvin-Voigt viscoelastic solid model to incorporate large strain. Next, in 1976, Leonov [115] extended this work to viscoelastic fluids. In 1984, Grmela [75] introduced the remarkable Poisson bracket formalism (see also Beris and Edwards [6]), then extended in 1997 as the powerful Generic framework by Grmela and Öttinger [76]. Nevertheless, the usage of thermodynamics is much less popular in the complex fluids' community than in that of elastoplastic solids' community, where the assumption of small displacements is still widely used. Concerning kinematics, amazing discoveries on the Hencky strain tensor were obtained independently as early as 1991 by Lehmann et al. [113], in 1996 by Reinhardt and Dubey [154, 155] and in 1997 by Xiao et al. [187, p. 92]. These authors (i) introduced a new objective tensor rate, the logarithmic corotational rate, (ii) showed that the left Hencky strain is the only strain measure that admits the stretching $\boldsymbol{D}$ as a corotational rate and (iii) that the conjugacy via the Helmholtz energy of the left Hencky strain is the Cauchy stress $\sigma$.
This contribution to thermodynamics is based on a clear and efficient frame for the large strain case. Eulerian formulation is preferred as it is more
suitable for handling large, possibly unbounded deformations. The main difficulty is certainly the complexity of the formalism of kinematics in large strain: it is the source of much confusion and discourages model designers from using thermodynamics. The main new result of this book is theorem 4.1, page 100: it expresses a necessary and sufficient condition for the second principle (0.4) to be satisfied, so the proposed framework is an attempt to be as general as possible. The new kinematic concept of thermal strain vector is also proposed: it nicely closes the mathematical structure of the framework while paving the way for the design of new types of macroscopic models. This is illustrated by a new variant of the Cattaneo heat equation that fully satisfies the second principle of thermodynamics.

Audience - This book is primarily intended for graduate students and researchers in applied mathematics, engineering sciences, computational mechanics and physics. The reader is assumed to be familiar with classical mechanics, together with matrix and tensors algebra. Special care has been devoted to making the material as self-contained as possible. The general level of the book is best suited for a graduate-level course which can be built by drawing on some of the present chapters. This material is an elaboration from the lecture notes by the author for a graduate course at Grenoble University and ENSIMAG in France. It could be considered as the continuation of a previous book [163] published by the author in 2016.

Outline - Thermodynamics is based on five postulates: four are presented in chapter 1 and give a self-contained construction of the previous four fundamental relations (0.1)-(0.4). The fifth one is objectivity, at the beginning of chapter 2, which allows us to better understand the deep impression made on Einstein (see the quoted citation on page 1). Chapters 2 and 3 develop respectively classic and less-classic results of kinematics that are necessary for chapter 4, which presents the proposed framework. Finally, chapter 5 develops the example series, starting from very classic models for solid and fluid, and finishing with the design of a new modified Cattaneo heat equation combined with a complex viscoelastic fluid.
For the impatient reader, we suggest to first have a look at the main result of this book, which is theorem 4.1, page 100, together with its associated remark 4.3 , while consulting notations in table 0.1 , page 7 . It is then possible to directly browse the example series in chapter 5 and search for some favorite applications.
Acknowledgments - The author is grateful to several colleagues for their constructive remarks that helped improve the manuscript. In particular, my warmest thanks go to Sébastien Boyaval, Ibrahim Cheddadi, François Graner and Nathan Shourick. I am also thankful to Lauren Hodge for improving the english of the manuscrit.

## Notations

Let $N \geqslant 1$ be the dimension of the physical space and let $\left(\boldsymbol{e}_{k}\right)_{1 \leqslant k \leqslant N}$ denote the vectors of the canonical basis of $\mathbb{R}^{N}$. For any vector $\boldsymbol{\xi} \in \mathbb{R}^{N}$, its components in the canonical basis are denoted by $\left(\xi_{k}\right)_{1 \leqslant k \leqslant N}$. The set of real square $N \times N$ matrices is denoted by $\mathbb{R}^{N \times N}$. The tensor product of two vectors $\boldsymbol{\xi}$ and $\boldsymbol{\zeta} \in \mathbb{R}^{N}$ is denoted by $\boldsymbol{\xi} \otimes \boldsymbol{\zeta}=\left(\xi_{k} \otimes \zeta_{\ell}\right)_{1 \leqslant k, \ell \leqslant N} \in \mathbb{R}^{N \times N}$. For any $\boldsymbol{m} \in \mathbb{R}^{N \times N}$, its components in the canonical basis $\left(\boldsymbol{e}_{k} \otimes \boldsymbol{e}_{\ell}\right)_{1 \leqslant k, \ell \leqslant N}$ of $\mathbb{R}^{N \times N}$ are denoted by $\left(m_{k, \ell}\right)_{1 \leqslant k, \ell \leqslant N}$.

The matrix space $\mathbb{R}^{N \times N}$ is equipped with the scalar product defined by the double dot product $\boldsymbol{m}: \boldsymbol{n}=\sum_{k, \ell=1}^{N} m_{k, \ell} n_{k, \ell}$ for all $\boldsymbol{m}, \boldsymbol{n} \in \mathbb{R}^{N \times N}$ and the associated matrix norm is $|\boldsymbol{m}|=(\boldsymbol{m}: \boldsymbol{m})^{1 / 2}$. The identity matrix is denoted by $\boldsymbol{I}$. For any matrix $\boldsymbol{m} \in \mathbb{R}^{N \times N}$, the symmetric and skew-symmetric parts are denoted respectively by

$$
\operatorname{sym}(\boldsymbol{m})=\frac{\boldsymbol{m}+\boldsymbol{m}^{T}}{2} \quad \text { and } \quad \operatorname{skw}(\boldsymbol{m})=\frac{\boldsymbol{m}-\boldsymbol{m}^{T}}{2}
$$

The determinant is denoted by $\operatorname{det}(\boldsymbol{m})$, the trace by $\operatorname{tr}(\boldsymbol{m})$ and the deviatoric part by $\operatorname{dev}(\boldsymbol{m})=\boldsymbol{m}-(1 / N) \operatorname{tr}(\boldsymbol{m}) \boldsymbol{I}$.

For convenience, $\mathbb{R}_{s}^{N \times N}$ denotes the set of real symmetric $N \times N$ matrices and $\mathbb{R}_{s+}^{N \times N}$, those of real symmetric definite positive $N \times N$ matrices. The following standard notations from Lie groups (see e.g. Hall [79]) are considered for matrix sets:

$$
\begin{aligned}
\mathrm{GL}(N) & =\left\{\boldsymbol{m} \in \mathbb{R}^{N \times N} \text { and } \operatorname{det}(\boldsymbol{m}) \neq 0\right\} \\
\mathrm{GL}_{+}(N) & =\left\{\boldsymbol{m} \in \mathbb{R}^{N \times N} \text { and } \operatorname{det}(\boldsymbol{m})>0\right\} \\
\mathrm{O}(N) & =\left\{\boldsymbol{q} \in \mathbb{R}^{N \times N} \text { and } \boldsymbol{q}^{T}=\boldsymbol{q}^{-1}\right\} \\
\mathrm{SO}(N) & =\left\{\boldsymbol{q} \in \mathbb{R}^{N \times N}, \boldsymbol{q}^{T}=\boldsymbol{q}^{-1} \text { and } \operatorname{det}(\boldsymbol{q})=1\right\}
\end{aligned}
$$

The matrix Lie algebra associated with $\mathrm{SO}(N)$ will also be used:

$$
\mathfrak{s o}(N)=\left\{\boldsymbol{W} \in \mathbb{R}^{N \times N} \text { and } \boldsymbol{W}^{T}=-\boldsymbol{W}\right\}
$$

Here, $\mathrm{GL}(N)$ denotes the set of real square invertible matrices, $\mathrm{GL}_{+}(N)$, matrices with strictly positive determinant, $\mathrm{O}(N)$, orthogonal matrices, $\mathrm{SO}(N)$, rotation matrices and $\mathfrak{s o}(N)$, skew-symmetric matrices.

Following del Piero [43] (see also Itskov [96, p. 124]), the tensor product of two matrices $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{N \times N}$ is denoted by $\boldsymbol{a} \boxtimes \boldsymbol{b}$. It represents a fourth order tensor, defined by $(\boldsymbol{a} \boxtimes \boldsymbol{b}): \boldsymbol{m}=\boldsymbol{a} \boldsymbol{m} \boldsymbol{b}^{T}$ for all $\boldsymbol{m} \in \mathbb{R}^{N \times N}$. The component form of this tensor products is $(\boldsymbol{a} \boxtimes \boldsymbol{b})_{i j k \ell}=a_{i k} b_{j \ell}$. Note that the tensor product $\boxtimes$ of two matrices differs from the tensor product $\otimes$ of two vectors. The tensor product $\boxtimes$ satisfies (see e.g. Jog $[100$, p. 178$]$ ) for all $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d} \in \mathbb{R}^{N \times N}$ :

$$
\begin{equation*}
(a \boxtimes b)(c \boxtimes d)=(a c) \boxtimes(b d) \tag{0.5}
\end{equation*}
$$

Notations are grouped in table 0.1. As far as possible, the most conventional notations was used, in order to facilitate reading. Nevertheless, let us point out that some textbooks use sometime the same notations, but with slightly different definitions, which could be confusing. Let us review these source of possible mistake.

- Here, $\nabla \boldsymbol{v}=\left(\partial v_{i} / \partial x_{j}\right)_{i, j}$ denotes the gradient of velocity, while some authors denote by $\nabla \boldsymbol{v}$ the tensor $\left(\partial v_{j} / \partial x_{i}\right)_{i, j}$, i.e. its transpose.
- The divergence of a tensor, denoted by div, is here row-wise, while some authors use the column-wise convention.
- Here, $\boldsymbol{n}$ denotes the outer unit normal vector, while some authors used the outward convention.
- Also, the Cauchy stress tensor $\boldsymbol{\sigma}$ is defined such that the vector $\boldsymbol{\sigma} \boldsymbol{n}$ represents the force exerted on a surface oriented by $\boldsymbol{n}$. Some authors consider that the force is $\boldsymbol{\sigma}^{T} \boldsymbol{n}$, i.e. they consider the transpose of the present tensor as the Cauchy stress and they still denote it $\boldsymbol{\sigma}$.

| notation | description |
| :---: | :---: |
| $N$ | physical space dimension, e.g. $N=3$ |
| \|.| | vector and matrix norm $\|\boldsymbol{u}\|^{2}=\boldsymbol{u} . \boldsymbol{u}$ and $\|\boldsymbol{\tau}\|^{2}=\boldsymbol{\tau}: \boldsymbol{\tau}$ |
| $n$ | outward unit normal on the boundary of a domain |
| $\boldsymbol{\tau}=\boldsymbol{u}_{1} \otimes \boldsymbol{u}_{2}$ | tensor product of two vectors |
| $\mathbb{A}=\boldsymbol{\tau}_{1} \boxtimes \boldsymbol{\tau}_{2}$ | fourth-order tensor product of two tensors |
| $\operatorname{div} \boldsymbol{u}$ | $=\sum_{i=1}^{N} \partial u_{i} / \partial x_{i}$, divergence of the vector $\boldsymbol{u}$ |
| $\operatorname{div} \tau$ | $=\sum_{j=1}^{N} \partial \tau_{i, j} / \partial x_{j}$, row-wise divergence of the tensor $\boldsymbol{\tau}$ |
| $\rho$ | mass density |
| $\rho_{0}$ | mass density in the reference configuration |
| $\boldsymbol{v}$ | velocity |
| $\nabla \boldsymbol{v}$ | $=\left(\partial v_{i} / \partial x_{j}\right)_{i, j}$, velocity gradient |
| $\sigma$ | Cauchy stress, such that $\boldsymbol{\sigma n}$ is the force exerted on a surface oriented by $n$ |
| D | $=\left(\nabla \boldsymbol{v}+\nabla \boldsymbol{v}^{T}\right) / 2$ : stretching, alias: strain rate |
| W | $=\left(\nabla \boldsymbol{v}-\nabla \boldsymbol{v}^{T}\right) / 2$ : vorticity |
| $D_{e}$ | reversible strain rate |
| $\boldsymbol{D}_{p}$ | = $\boldsymbol{D}-\boldsymbol{D}_{e}$ |
| $h$ | left Hencky strain |
| $h_{e}$ | reversible left Hencky strain <br> alias: logarithm of conformation tensor |
| $\boldsymbol{h}_{p}$ | $=\boldsymbol{h}-\boldsymbol{h}_{e}$ |
| $B$ | $=\exp (2 \boldsymbol{h}):$ left Cauchy-Green tensor |
| $B_{e}$ | $=\exp \left(2 \boldsymbol{h}_{e}\right):$ reversible left Cauchy-Green tensor alias: conformation tensor |
| $\dot{\varphi}$ | Lagrangian rate |
| $\stackrel{\circ}{\boldsymbol{a}}$ | Zaremba-Jaumman corotational rate |
| $\stackrel{\nabla}{\boldsymbol{a}}, \stackrel{\Delta}{\boldsymbol{a}}, \stackrel{\rightharpoonup}{\boldsymbol{a}}$ | upper, lower-convected and Gordon-Schowalters rates |
| $\stackrel{\circ}{ }^{(\log )}$ | = $\boldsymbol{D}$, logarithmic rate, see theorem 3.1 |
| $e$ | specific internal energy |
| $s$ | specific entropy |
| $\theta$ | $=\partial e / \partial s$, temperature |
| $\psi$ | $=e-\theta s$, Helmholtz specific energy |
| $C_{p}$ | $=-\theta \partial^{2} \psi / \partial \theta^{2}$, heat capacity |
| $\boldsymbol{q}$ | heat flux vector |
| $\boldsymbol{\beta}$ | thermal strain vector s.t. $\stackrel{\circ}{\boldsymbol{\beta}}=\nabla f(\theta)$, see definition 3.37 |
| $\mathscr{D}$ | dissipation |
| $\phi$ | dissipation potential |
| $\omega$ | gyroscopic function |

Table 0.1 Notations used thoughout this book.

## Chapter 1

## Conservation

This chapter provides a self-contained construction of the four fundamental relations (0.1)-(0.4), namely, the mass, momentum and energy conservations together with the second principle of thermodynamics. This chapter is then structured in four corresponding sections: each of them starts with the fundamental postulate and finishes with a corresponding theorem for the local expression of the relation.

### 1.1 Mass

In the 18 th century, the mass conservation was stated independently as early as 1756 by Lomonosov and in 1773 by Lavoisier (see Fig. 1.1), who popularized its principle as "rien ne se perd, rien ne se crée, tout se transforme" (nothing is lost, nothing is created, everything is transformed). It is expressed here for a continuum as:

Postulate 1.1 (mass conservation - non-local form).
The mass is conserved along the time inside any material system transported by the velocity field.

Our first aim is to express this postulate by using mathematical notations. At any time $t \geqslant 0$, the domain $\Omega(t) \subset \mathbb{R}^{N}$ is an open bounded subset of the $N$-dimensional physical space, $N \geqslant 1$. The mass density $\rho$ of the material is a function, defined at any time $t \geqslant 0$ and at any location $\boldsymbol{x} \in \Omega(t)$ of the domain and its value, always positive, is denoted by $\rho(t, \boldsymbol{x})$. The assumption that $\rho$ exists is a continuum hypothesis: it does not necessarily hold at the microscopic scale, e.g. when considering the molecular structure of the matter. At macroscopic scales, this assumption is extremely accurate. The velocity is a real vector, denoted as $\boldsymbol{v}(t, \boldsymbol{x})=\left(v_{i}(t, \boldsymbol{x})\right)_{1 \leqslant i \leqslant N}$ and the vector field is simply denoted by $\boldsymbol{v}$, see Fig. 1.1.left. The functions $\rho$ and $\boldsymbol{v}$ are assumed to


Fig. 1.1 (left) Representation of the continuum in mechanics. (center) Mikhail Lomonosov (1711-1765), in 1750. Painting by Leontiy Miropolskiy in 1787, from another painting from Georg C. Prenner. Russian academy of sciences, S. Petersburg (public domain reproduction). (right) Antoine Lavoisier (1743-1794), in 1788. Detail of the painting by David, "Lavoisier and his wife", Metropolitan museum of art, New-York (public domain reproduction).
be sufficiently smooth so that the standard operations of calculus can be performed on them. An arbitrary material system is represented by a bounded subset $\mathcal{V}(t) \subset \Omega(t)$ that is transported by the material in the domain $\Omega(t)$ at any time $t \geqslant 0$. The mass conservation principle equivalently postulates that, at any time $t \geqslant 0$, the mass variation inside $\mathcal{V}(t)$ is zero.

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{\mathcal{V}(t)} \rho(t, \boldsymbol{x}) \mathrm{d} x\right)=0 \tag{1.1}
\end{equation*}
$$

This mass conservation principle could also be rewritten in a local form instead of inside an arbitrary subdomain $\mathcal{V}(t)$. For this purpose, we need some tools to write global equations in a local form. Observe also that the domain of integration $\mathcal{V}(t)$ depends on time: the time rate and the integration could not be swapped directly. This swap requires the introduction of additional terms as presented in the forthcoming Reynolds formula as well as the concept of divergence.

Definition 1.1 (divergence of a vector field).
Let $\left(0, x_{1}, \ldots, x_{N}\right)$ denote the Cartesian coordinate system. For any vector field $\boldsymbol{u}$ defined in $\mathbb{R}^{N}$, its divergence is defined by:

$$
\operatorname{div} \boldsymbol{u}=\sum_{i=1}^{N} \frac{\partial u_{i}}{\partial x_{i}}
$$

Proposition 1.2 (Reynolds transport formula).
Let $\boldsymbol{v}$ be any vector field defined in $\Omega(t)$ at any time $t \geqslant 0$ and let $\mathcal{V}(t) \subset \Omega$
be any bounded subset transported by $\boldsymbol{v}$. For any function $\varphi$, defined at any time and at any point of $\Omega(t)$, we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \varphi(t, \boldsymbol{x}) \mathrm{d} x\right)=\int_{\mathcal{V}(t)}\left(\frac{\partial \varphi}{\partial t}+\operatorname{div}(\varphi \boldsymbol{v})\right) \mathrm{d} x \tag{1.2}
\end{equation*}
$$

Proof: This is a very classical theorem of continuum mechanics: see e.g. Duvaut [49, p. 26], Chorin and Marsden [26, p. 10], Temam and Miranville [173, p. 19] or Boyer and Fabrie [13, p. 5] for the proof.
In order to establish the local expression of the mass conservation, the following density argument is then used.
Definition 1.3 (set of dense parts of a domain).
Let $\Omega \subset \mathbb{R}^{N}, N \geqslant 1$, be an open bounded subset of a $N$-dimensional physical space. Let $\mathcal{P}(\Omega)$ denote the set of all possible parts of $\Omega$. Then, $\mathcal{D} \subset \mathcal{P}(\Omega)$, a set of parts of $\Omega$ is said to be dense in $\Omega$ when for all $\boldsymbol{x} \in \Omega$ and for all $\mathcal{V} \subset \Omega$ containing $\boldsymbol{x}$, there exists an open part $\omega \in \mathcal{D}$ such that $\boldsymbol{x} \in \omega$ and $\omega \subset \mathcal{V}$.

There are many examples of a set of dense parts of $\Omega$. The more classical example is the set of all open balls contained in $\Omega$. Another example is the set of all open parallelepipeds whose faces are parallel to the axes of a Cartesian coordinate system. Indeed, in any open ball centered in $\boldsymbol{x}$, we can inscribe an open parallelepiped centered in $\boldsymbol{x}$, Also, the set of all open tetrahedrons whose faces are parallel to four fixed and different planes is another valid example of a set of dense parts of $\Omega$.

Lemma 1.4 (from global to local by density).
Let $\Omega \subset \mathbb{R}^{N}, N \geqslant 1$, be an open bounded subset of a $N$-dimensional physical space. Let $\mathcal{D}$ be a set of dense parts of $\Omega$. For all $\varphi \in C^{0}(\bar{\Omega})$, we have

$$
\int_{\mathcal{V}} \varphi(x) \mathrm{d} x=0, \quad \forall \mathcal{V} \in \mathcal{D} \quad \Longrightarrow \quad \varphi=0 \text { in } \Omega
$$

Proof: By contraposition, suppose that there exists $x_{0} \in \Omega$ such that $\varphi\left(\boldsymbol{x}_{0}\right)=\alpha \neq 0$. Let us suppose first $\alpha>0$. Since $\varphi$ is continuous, there exists a sufficiently small vicinity $\mathcal{V}_{0} \in \mathcal{D}$ containing $\boldsymbol{x}_{0}$ such that meas $\left(\mathcal{V}_{0}\right)>0$ and

$$
\frac{\alpha}{2} \leqslant \varphi(\boldsymbol{x}), \quad \forall \boldsymbol{x} \in \mathcal{V}_{0}
$$

Integrating over $\mathcal{V}_{0}$ yields

$$
0<\frac{\alpha \operatorname{meas}\left(\mathcal{V}_{0}\right)}{2} \leqslant \int_{\mathcal{V}} \varphi(\boldsymbol{x}) \mathrm{d} x
$$

This is in contradiction with the hypothesis. When $\alpha<0$, set $\tilde{\varphi}=-\varphi$ and $\tilde{\alpha}=-\alpha$ : it also leads to the same contradiction and thus $\varphi=0$.

Now, all the necessary tools to establish the local form of the mass conservation are available.

Theorem 1.1 (mass conservation - local form).

$$
\begin{equation*}
\left.\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \boldsymbol{v})=0 \quad \text { in } \quad\right] 0, \infty[\times \Omega \tag{1.3}
\end{equation*}
$$

Proof: Let us apply the Reynolds formula (1.2) with $\varphi=\rho$. The mass conservation (1.1) becomes

$$
\int_{\mathcal{V}(t)}\left(\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \boldsymbol{v})\right) \mathrm{d} x=0
$$

This relation is true at any time $t \geqslant 0$ and for any subdomain $\mathcal{V}(t) \subset \Omega$. Thus, from lemma 1.4, the relation is true locally at any point in $\Omega$ and the proof is complete.

### 1.2 Momentum

The conservation of momentum was first postulated in 1667 by Newton [134], see Fig. 1.2.left, in his celebrated book, re-edited in 1726. The previous reference is in Latin: see e.g. its French translation and commentary [135, 136] written by Émilie du Châtelet (see Fig. 1.2.right) or its English [137] one, written in 1846 by Motte. Émilie du Châtelet's translation of this work into French was published posthumously in 1756. It is is still considered as the standard French translation. In addition, she has also contributed to our understanding of the conservation of energy, which will be developed in the next section. Note that, while the sciences remained for a long time almost exclusively male, Émilie du Châtelet was one of the first women scientists of influence whose writings were preserved. The conservation of momentum admits the following general expression (see e.g. Temam and Miranville [173, p. 32] or Duvaut [49, p. 38]):

Postulate 1.2 (conservation of momentum - non-local form).
There exists at least one chronology and frame of reference, called Galilean, such that at each time and for every material system, the time rate of the torque of the momentum is equal to the torque of the forces applied to the system.

Remark 1.5 (Galilean frames).
The time rate of the momentum is also called the acceleration. Galilean frames move with a time-independent translation: the frame motion could not involve more general non-constant translation or rotation: indeed, otherwise, the acceleration would be modified. Thus, the conservation of momentum is


Fig. 1.2 (left) Isaac Newton (1642-1727), in 1689. Detail of a painting by Godfrey Kneller, at Isaac Newton institute, Cambridge, UK. (public domain reproduction). (right) Émilie du Châtelet (1706-1749). Painting by an anonymous artist, Nationalmuseum, Stockholm. (public domain reproduction).
not invariant by changing to a non-Galilean frame. Observe that this postulate assumes the existence of at least one Galilean frame. In practice, it can only be approximate and its choice depends upon the application: e.g. relative to the Earth or to some stars. This choice was discussed in 1902 by Poincarré [151], in the conclusion of his third chapter, as "Nous adoptons [ce postulat] parce que certaines expériences nous ont montré qu'il serait commode" (We adopt this postulate because some experiments have shown that it would be convenient). Non-Galilean frames of reference are often considered in celestial mechanics, in meteorology or oceanography, or for rigid body mechanics. In these cases, it is necessary to add to the forces applied to the system some other suitable terms related to the modified acceleration, e.g. the Coriolis pseudo-force. This idea of frame change will be revisited in more a general way in the context of objectivity in section 2.3 of the next chapter, see especially remark 2.7.

Our first aim is to express this postulate by using mathematical notations. Let $t \geqslant 0$ be the time of the Galilean chronology and assume that the Cartesian coordinate system $\left(0, x_{1}, \ldots, x_{N}\right)$ is associated with a Galilean frame. Let $\mathcal{V}(t) \subset \Omega$ be any material system, transported by the velocity field $\boldsymbol{v}$. Before continuing, some auxiliary notations and definitions are required.

Definition 1.6 (exterior product of two vectors).
The exterior product of two vectors $\boldsymbol{u}=\left(u_{i}\right)_{1 \leqslant i \leqslant N}$ and $\boldsymbol{v}=\left(v_{i}\right)_{1 \leqslant i \leqslant N} \in \mathbb{R}^{N}$ is denoted by $\boldsymbol{u} \wedge \boldsymbol{v}$ and is defined from $2 \operatorname{skew}(\boldsymbol{u} \otimes \boldsymbol{v})=\boldsymbol{u} \otimes \boldsymbol{v}-\boldsymbol{v} \otimes \boldsymbol{u}$ i.e. from the skew-symmetric part of the tensor product $\boldsymbol{u} \otimes \boldsymbol{v}=\left(u_{i} v_{j}\right)_{1 \leqslant i, j \leqslant N}$. This skew-symmetric part could then be identified as a vector in $\mathbb{R}^{\frac{N(N-1)}{2}}$, e.g. by considering the upper- or lower-triangular part of the skew-symmetric matrix.

When $N=2$, the exterior product is written as

$$
\boldsymbol{u} \wedge \boldsymbol{v}=\left(u_{1} v_{2}-u_{2} v_{1}\right) \boldsymbol{e}_{1} \wedge \boldsymbol{e}_{2}
$$

and then is represented by a scalar in the $\boldsymbol{e}_{1} \wedge \boldsymbol{e}_{2}$ basis. When $N=3$, a conventional choice for the exterior product $\boldsymbol{u} \wedge \boldsymbol{v}$ is to express it in the ( $e_{2} \wedge e_{3}, e_{3} \wedge e_{1}, e_{1} \wedge e_{2}$ ) basis so that its vector is comprised of three components and coincides with those of the cross product $\boldsymbol{u} \times \boldsymbol{v}$ in the $\left(\boldsymbol{e}_{i}\right)_{1 \leqslant i \leqslant 3}$ basis:

$$
\boldsymbol{u} \times \boldsymbol{v}=\left(\begin{array}{l}
u_{2} v_{3}-u_{3} v_{2} \\
u_{3} v_{1}-u_{1} v_{3} \\
u_{1} v_{2}-u_{2} v_{1}
\end{array}\right)=\sum_{i, j, k=1}^{3} \varepsilon_{i j k} u_{j} v_{k} \boldsymbol{e}_{i} \in \mathbb{R}^{3}
$$

where $\varepsilon_{i j k}$ is the usual Levi-Civita symbol. In the general $N \geqslant 1$ case:

$$
\boldsymbol{u} \wedge \boldsymbol{v}=\sum_{1 \leqslant i<j \leqslant N}\left(u_{j} v_{j}-u_{j} v_{i}\right) \boldsymbol{e}_{i} \wedge \boldsymbol{e}_{j}
$$

i.e. the $N(N-1) / 2$ components are $\left(u_{j} v_{j}-u_{j} v_{i}\right)_{1 \leqslant i<j \leqslant N}$ in the $\left(\boldsymbol{e}_{i} \wedge \boldsymbol{e}_{j}\right)_{1 \leqslant i<j \leqslant N}$ basis.

Definition 1.7 (momentum).
The density of momentum is defined by $\rho \boldsymbol{v}$ where $\rho$ is the mass density and $\boldsymbol{v}$, the velocity. The torque of the momentum of the system $\mathcal{V}(t)$ is expressed by two quantities:

1) its linear resultant: $\int_{\mathcal{V}(t)} \rho(t, \boldsymbol{x}) \boldsymbol{v}(t, \boldsymbol{x}) \mathrm{d} x$
2) its angular resultant: $\int_{\mathcal{V}(t)} \rho(t, \boldsymbol{x}) \boldsymbol{v}(t, \boldsymbol{x}) \wedge \boldsymbol{x} \mathrm{d} x$

Next, there are two categories of applied forces: volume forces, acting inside the system $\mathcal{V}(t)$ and surface forces, acting on its boundary $\partial \mathcal{V}(t)$. Volume forces on the small and arbitrary volume $\mathcal{V}(t)$ represent external forces, acting at distance, while surface forces are due to internal forces acting inside the material, as $\mathcal{V}(t) \subset \Omega(t)$ is inside the domain. Let us denote by $\rho \boldsymbol{g}$ in $\mathcal{V}(t)$, the density of volume forces. For instance, when representing gravity forces, the vector $\boldsymbol{g}$ is the gravity acceleration. Other external forces acting on $\mathcal{V}(t)$ could be added, e.g. magnetic forces due to a magnetic field. These forces depend upon the specificities of the problem under consideration. The density of surface forces acting on the boundary $\partial \mathcal{V}(t)$ at position $\boldsymbol{x}$ admits the general form $\boldsymbol{s}(\boldsymbol{x}, \boldsymbol{n})$, called the normal stress vector. Here, $\boldsymbol{n}$ denotes the outer unit normal vector to the boundary $\partial \mathcal{V}(t)$ at position $\boldsymbol{x}$. Surface forces express for instance the pressures and friction between molecules at the microscopic scale. Note that there exists in some mechanical textbooks a different convention for the unit normal $\boldsymbol{n}$, as the inner unit normal: which implies a change of sign in formulas for the corresponding terms. Based on theses definitions, we
are able to express the conservation of momentum for the system $\mathcal{V}(t)$ at any time $t$. Two relations can be written, the conservation of linear momentum and the conservation of angular momentum:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \rho \boldsymbol{v} \mathrm{d} x\right) & =\int_{\mathcal{V}(t)} \rho \boldsymbol{g} \mathrm{d} x+\int_{\partial \mathcal{V}(t)} \boldsymbol{s}(\boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s  \tag{1.4a}\\
\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \rho \boldsymbol{v} \wedge \boldsymbol{x} \mathrm{d} x\right) & =\int_{\mathcal{V}(t)} \rho \boldsymbol{g} \wedge \boldsymbol{x} \mathrm{d} x+\int_{\partial \mathcal{V}(t)} \boldsymbol{s}(\boldsymbol{x}, \boldsymbol{n}) \wedge \boldsymbol{x} \mathrm{d} s \tag{1.4b}
\end{align*}
$$

Our next aim is to express these relations in local form. To do so, some additional definitions and notations should be first introduced.
Definition 1.8 (tensor field).
A tensor field $\boldsymbol{\tau}$ is a $N \times N$ real matrix-valued function, defined at any time $t \geqslant 0$ and $\boldsymbol{x} \in \Omega(t)$ by $\boldsymbol{\tau}(t, \boldsymbol{x})=\left(\tau_{i, j}(t, \boldsymbol{x})\right)_{1 \leqslant i, j \leqslant N}$.

Definition 1.9 (divergence of a tensor).
The divergence of a tensor field $\boldsymbol{\tau}$ defined in $\Omega(t)$, is the vector field defined by:

$$
\operatorname{div} \boldsymbol{\tau}=\left(\sum_{j=1}^{N} \frac{\partial \tau_{i, j}}{\partial x_{j}}\right)_{1 \leqslant i \leqslant N}
$$

It means that the divergence of a tensor is a vector whose components are the divergence of the rows of the tensor.

From the Reynolds formula, proposition 1.2, and using these notations, the following vector version of the Reynolds formula is obtained.
Corollary 1.10 (Reynolds transport formula - vector version).

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \boldsymbol{q}(t, \boldsymbol{x}) \mathrm{d} x\right)=\int_{\mathcal{V}(t)}\left(\frac{\partial \boldsymbol{q}}{\partial t}+\operatorname{div}(\boldsymbol{q} \otimes \boldsymbol{v})\right) \mathrm{d} x \tag{1.5}
\end{equation*}
$$

where $\boldsymbol{v}$ is the velocity. Let us apply (1.5) with $\boldsymbol{q}=\rho \boldsymbol{v}$ representing the density of momentum. Then, the conservation of linear momentum (1.4a) is written as

$$
\begin{equation*}
\int_{\mathcal{V}(t)}\left(\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v})-\rho \boldsymbol{g}\right) \mathrm{d} x=\int_{\partial \mathcal{V}(t)} \boldsymbol{s}(\boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s \tag{1.6}
\end{equation*}
$$

Let us now concentrate on the right-hand-side of (1.6). The following Cauchy theorem expresses the density of surface forces $\boldsymbol{s}(\boldsymbol{x}, \boldsymbol{n})$ in a simple and elegant way. As the time has no importance for this result, it is presented as time independent. Next, we will be able to transform the boundary integral over $\partial \mathcal{V}(t)$ into a volume integral in $\mathcal{V}(t)$, thanks to the Stokes formula.

Proposition 1.11 (existence of the Cauchy [21] stress tensor). Let $\Omega \subset \mathbb{R}^{N}$ be an open bounded subset of the $N$-dimensional space. Let $\boldsymbol{f}$ be a bounded vector field defined in $\Omega$, and $\boldsymbol{s}$ be a continuous vector field, defined in $\Omega \times S$ where $S=\left\{\boldsymbol{\nu} \in \mathbb{R}^{N} ;|\boldsymbol{\nu}|=1\right\}$ denotes the unit ball. Assume that


Fig. 1.3 (left) Cauchy's proof of the Newton's action and reaction principle. (center) Augustin-Louis Cauchy (1789-1857) in 1821. Lithograph by Julien Léopold Boilly (public domain reproduction). (right) Cauchy's small tetrahedron.

$$
\begin{equation*}
\int_{\partial \mathcal{V}} \boldsymbol{s}(\boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s=\int_{\mathcal{V}} \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} x, \quad \forall \mathcal{V} \subset \Omega \tag{1.7}
\end{equation*}
$$

where $\boldsymbol{n}$ denotes the unit outward normal on $\partial \mathcal{V}$. Then, $s$ could be extended with respect to its second argument from $S$ to $\mathbb{R}^{N}$ as a linear operator, i.e. there exists a tensor $\boldsymbol{\sigma}$, called the Cauchy stress tensor, such that

$$
\begin{equation*}
s(x, \nu)=\sigma(x) \nu \tag{1.8}
\end{equation*}
$$

for all $\boldsymbol{x} \in \Omega$ and $\boldsymbol{\nu} \in \mathbb{R}^{N}$.
Proof: Here is an adaptation to an arbitrary space dimension $N \geqslant 1$ of the Cauchy's original proof for $N=3$, which takes place in two steps. The first step shows the principle of the action and the reaction. It was first postulated in 1667 by Newton [134] and is also called Newton's third fundamental relation $($ actio $=$ reactio $)$. In 1827, Cauchy [21] proved in his theorem 1 that this third Newton's postulate could be deduced from the two others. The second step of the proof shows the linearity of the operator and the existence of the tensor, the so-called Cauchy stress tensor. It was also shown by Cauchy in 1827, in the same paper, see also Cauchy [20].
Step 1: action and reaction - Consider any $\boldsymbol{x}_{0} \in \Omega$ and any $\boldsymbol{\nu} \in S$. Let $\varepsilon>0$ and $\mathcal{V}=\left\{\boldsymbol{y} \in \mathbb{R}^{N} ;\left|\boldsymbol{y}-\boldsymbol{x}_{0}\right|<\varepsilon\right\}$ be the open ball centered in $\boldsymbol{x}_{0}$ with radius $\varepsilon$. As $\Omega$ is an open set, there exists a radius $\varepsilon_{0}>0$ sufficiently small such that for all $\varepsilon<\varepsilon_{0}$ we have $\mathcal{V} \subset \Omega$. Let $P=\left\{\boldsymbol{y} \in \mathbb{R}^{N} ;\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) . \boldsymbol{\nu}=0\right\}$ be the plane passing in $\boldsymbol{x}_{0}$ and whose normal is $\boldsymbol{\nu}$. This plane cuts $\mathcal{V}$ in two half balls denoted as $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$, as shown on Fig. 1.3.left, such that the outer normal on $\partial \mathcal{V}_{1} \cap P$ is $-\boldsymbol{\nu}$ and that on $\partial \mathcal{V}_{2} \cap P$ is $\boldsymbol{\nu}$. Let us apply (1.7) successively to $\mathcal{V}, \mathcal{V}_{1}$ and $\mathcal{V}_{2}$. We obtain

$$
\begin{aligned}
\int_{\partial \mathcal{V}} s(\boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s & =\int_{\mathcal{V}} \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} x \\
\int_{\partial \mathcal{V}_{1} \cap P} \boldsymbol{s}(\boldsymbol{x}, \boldsymbol{\nu}) \mathrm{d} s+\int_{\partial \mathcal{V}_{1} \backslash P} s(\boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s & =\int_{\mathcal{V}_{1}} \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} x \\
\int_{\partial \mathcal{V}_{2} \cap P} \boldsymbol{s}(\boldsymbol{x},-\boldsymbol{\nu}) \mathrm{d} s+\int_{\partial \mathcal{V}_{2} \backslash P} s(\boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s & =\int_{\mathcal{V}_{2}} \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} x
\end{aligned}
$$

As $\overline{\mathcal{V}}=\overline{\mathcal{V}_{1}} \cup \overline{\mathcal{V}_{2}}$ and $\overline{\partial \mathcal{V}}=\overline{\partial \mathcal{V}_{1} \backslash P} \cup \overline{\partial \mathcal{V}_{2} \backslash P}$, subtracting the two last relations from the first one leads to

$$
\int_{D}(s(\boldsymbol{x}, \boldsymbol{\nu})+\boldsymbol{s}(\boldsymbol{x},-\boldsymbol{\nu})) \mathrm{d} s=0
$$

where $D=\partial \mathcal{V}_{1} \cap P=\partial \mathcal{V}_{2} \cap P$ denotes the disc living on the plane $P$, centered in $\boldsymbol{x}_{0}$ and with radius $\varepsilon$, as shown on Fig. 1.3.left. Note that $D=\left\{\boldsymbol{y} \in \mathbb{R}^{N} ;\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) \cdot \boldsymbol{\nu}=0\right.$ and $\left.\left|\boldsymbol{y}-\boldsymbol{x}_{0}\right|<\varepsilon\right\}$. As this is true for any disc $D$, any $\boldsymbol{x}_{0} \in \Omega$ and $\boldsymbol{\nu} \in S$, from lemma 1.4 we get

$$
\begin{equation*}
s(\boldsymbol{x}, \boldsymbol{\nu})=-\boldsymbol{s}(\boldsymbol{x},-\boldsymbol{\nu}) \quad \forall \boldsymbol{x} \in \Omega, \quad \forall \boldsymbol{\nu} \in S \tag{1.9a}
\end{equation*}
$$

This is the local form of the action and reaction principle: from each part of the disc $D$, the subregion $\mathcal{V}_{1}$ acting on $\mathcal{V}_{2}$ applies an action opposite to the actions of $\mathcal{V}_{2}$ on $\mathcal{V}_{1}$, which is called reaction.
Step 2: linearity - Consider the Cartesian coordinate system $\left(0, x_{1}, \ldots, x_{N}\right)$. Next, consider any $\boldsymbol{x}_{0}=\left(x_{0, i}\right)_{1 \leqslant i \leqslant N} \in \Omega$ and any $\boldsymbol{\nu}=\left(\nu_{j}\right)_{1 \leqslant j \leqslant N} \in S$. Suppose, without loss of generality, that $\nu_{j}>0$ for all $j, \quad 1 \leqslant j \leqslant N$. Let $\varepsilon>0$ and $\mathcal{V}=\left\{\boldsymbol{y} \in \mathbb{R}^{N} ; y_{i}>x_{0, i}, 1 \leqslant i \leqslant N\right.$ and $\left.\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) . \boldsymbol{\nu}<\varepsilon\right\} \quad$ be a small $N$-dimensional simplex. It corresponds to a tetrahedron when $N=3$, as represented on Fig. 1.3.right. As $\Omega$ is an open set, then $\varepsilon$ could be chosen sufficiently small such that $\mathcal{V} \subset \Omega$. Let $\mathcal{F}_{j}=\left\{\boldsymbol{y} \in \mathbb{R}^{N} ; y_{j}=x_{0, j}, y_{k}>x_{0, k}, k \neq j\right.$ and $\left.\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) \cdot \boldsymbol{\nu}<\varepsilon\right\}, \quad 1 \leqslant j \leqslant N$ be the $N$ faces of the simplex that are parallel to the axes and $\mathcal{F}_{N+1}=\left\{\boldsymbol{y} \in \mathbb{R}^{N} ; y_{j}>x_{0, j}, 1 \leqslant j \leqslant N\right.$ and $\left.\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) \cdot \boldsymbol{\nu}=\varepsilon\right\} \quad$ its $\quad(N+1)$ th tilted face. Observe that the outward unit normal to $\mathcal{F}_{j}$ is $-\boldsymbol{e}_{j}, 1 \leqslant j \leqslant N$ and that of $\mathcal{F}_{N+1}$ is $\boldsymbol{\nu}$. Let us apply (1.7):

$$
\begin{equation*}
\sum_{j=1}^{N} \int_{\mathcal{F}_{j}} \boldsymbol{s}\left(\boldsymbol{x},-\boldsymbol{e}_{j}\right) \mathrm{d} s+\int_{\mathcal{F}_{N+1}} \boldsymbol{s}(\boldsymbol{x}, \boldsymbol{\nu}) \mathrm{d} s=\int_{\mathcal{V}} \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} x \tag{1.9b}
\end{equation*}
$$

On the one hand, (1.9a) yields $\boldsymbol{s}\left(\boldsymbol{x},-\boldsymbol{e}_{j}\right)=-\boldsymbol{s}\left(\boldsymbol{x}, \boldsymbol{e}_{j}\right)$ for all $\boldsymbol{x} \in \mathcal{F}_{j}$ and for all $j=1, \ldots, N$. On the other hand, since $s$ is continuous with respect to its first variable $\boldsymbol{s}\left(\boldsymbol{x}, \boldsymbol{e}_{j}\right)=\boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{e}_{j}\right)+\boldsymbol{r}_{j}(\varepsilon)$ for all $\boldsymbol{x} \in \partial \mathcal{V}$ with $\lim _{\varepsilon \rightarrow 0} \boldsymbol{r}_{j}(\varepsilon)=0$. Similarly, on the last face for all $\boldsymbol{x} \in \mathcal{F}_{N+1}$ we have $\boldsymbol{s}(\boldsymbol{x}, \boldsymbol{\nu})=\boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{\nu}\right)+\boldsymbol{r}_{N+1}(\varepsilon)$ with $\lim _{\varepsilon \rightarrow 0} \boldsymbol{r}_{N+1}(\varepsilon)=0$. Note that $\operatorname{meas}\left(\mathcal{F}_{j}\right)=\nu_{j} \operatorname{meas}\left(\mathcal{F}_{N+1}\right)$ and then, dividing (1.9b) by meas $\left(\mathcal{F}_{N+1}\right)$ and re-
arranging yields:

$$
\boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{\nu}\right)-\sum_{j=1}^{N} \nu_{j} \boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{e}_{j}\right)=\frac{1}{\operatorname{meas}\left(\mathcal{F}_{N+1}\right)} \int_{\mathcal{V}} \boldsymbol{f}(\boldsymbol{x}) \mathrm{d} x+\sum_{j=1}^{N} \nu_{j} \boldsymbol{r}_{j}(\varepsilon)-\boldsymbol{r}_{N+1}(\varepsilon)
$$

From the theorem's hypothesis, recall that $\boldsymbol{f}$ is bounded. Thus, there exists a constant $C>0$, independent of $\varepsilon$, such that the absolute value of the sum of $\boldsymbol{f}$ over $\mathcal{V}$ is bounded by meas $(\mathcal{V}) C$. Then

$$
\left|\boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{\nu}\right)-\sum_{j=1}^{N} \nu_{j} \boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{e}_{j}\right)\right| \leqslant \frac{C \operatorname{meas}(\mathcal{V})}{\operatorname{meas}\left(\mathcal{F}_{N+1}\right)}+\left|\sum_{j=1}^{N} \nu_{j} \boldsymbol{r}_{j}(\varepsilon)-\boldsymbol{r}_{4}(\varepsilon)\right|
$$

The hyper-volume of the $N$-simplex $\mathcal{V}$ is expressed as $\operatorname{meas}(\mathcal{V})=\varepsilon^{N}\left(\prod_{j=1}^{N} \nu_{k}\right) / N$ ! while the hyper-volume of the $N$ sides, which are $(N-1)$-simplex, is written as meas $\left(\mathcal{F}_{j}\right)=\varepsilon^{N-1} \nu_{j}^{-1}\left(\prod_{k=1}^{N} \nu_{k}\right) /(N-1)$ ! for all $j, 1 \leqslant j \leqslant N$. The Pythagorean formula extends to any $N$-simplex, such as $\mathcal{V}$, with a right corner, i.e. when all edges are perpendicular on a vertex, here $\boldsymbol{x}_{0}$. After rearrangements, we get:

$$
\operatorname{meas}\left(\mathcal{F}_{N+1}\right)=\left(\sum_{j=1}^{N} \operatorname{meas}\left(\mathcal{F}_{j}\right)^{2}\right)^{\frac{1}{2}}=N \varepsilon^{-1}\left(\sum_{j=1}^{N} \nu_{j}^{-2}\right)^{\frac{1}{2}} \operatorname{meas}(\mathcal{V})
$$

The previous bound becomes

$$
\left|\boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{\nu}\right)-\sum_{j=1}^{N} \nu_{j} \boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{e}_{j}\right)\right| \leqslant \frac{C \varepsilon}{N}\left(\sum_{j=1}^{N} \nu_{j}^{-2}\right)^{-\frac{1}{2}}+\left|\sum_{j=1}^{N} \nu_{j} \boldsymbol{r}_{j}(\varepsilon)-\boldsymbol{r}_{4}(\varepsilon)\right|
$$

Observe that the left-hand-side is independent of $\varepsilon$ while the right-hand-side tends to zero when $\varepsilon \rightarrow 0$. Let us introduce the notation $\sigma_{i, j}\left(\boldsymbol{x}_{0}\right)=\boldsymbol{s}\left(\boldsymbol{x}_{0}, \boldsymbol{e}_{j}\right) \cdot \boldsymbol{e}_{i}$ for all $i, j, 1 \leqslant i, j \leqslant N$. Then

$$
s\left(\boldsymbol{x}_{0}, \boldsymbol{\nu}\right)=\sum_{i, j=1}^{N} \sigma_{i, j}\left(\boldsymbol{x}_{0}\right) \nu_{j} \boldsymbol{e}_{i}, \quad \forall \boldsymbol{x}_{0} \in \Omega, \quad \forall \boldsymbol{\nu} \in S
$$

This expression could be immediately extended from all $\boldsymbol{\nu} \in S$ to all $\boldsymbol{\nu} \in \mathbb{R}^{N}$ and this extended expression is obviously linear in $\boldsymbol{\nu}$. Finally, the Cauchy stress tensor is defined by $\boldsymbol{\sigma}=\left(\sigma_{i, j}\right)_{1 \leqslant i, j \leqslant N}$ and the proof is complete.
Let us apply the Cauchy proposition 1.11 to the density of volume forces

$$
\boldsymbol{f}=\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v})-\rho \boldsymbol{g}
$$

Then, relation (1.6) becomes, with expression (1.8) of the surface forces in terms of the Cauchy stress tensor:

$$
\begin{equation*}
\int_{\mathcal{V}(t)}\left(\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v})-\rho \boldsymbol{g}\right) \mathrm{d} x=\int_{\partial \mathcal{V}(t)} \boldsymbol{\sigma} \boldsymbol{n} \mathrm{d} s \tag{1.10}
\end{equation*}
$$

We are now looking to transform the boundary integral on the right-handside into a volume integral. This will be done with the help of the forthcoming Stokes formula, which will be generalized to tensors.

Proposition 1.12 (integral in space - Gauss).
For any subset $\mathcal{V} \subset \Omega$ and any sufficiently regular function $\varphi$ defined in $\mathcal{V}$, we have

$$
\int_{\mathcal{V}} \frac{\partial \varphi}{\partial x_{i}} \mathrm{~d} x=\int_{\partial \mathcal{V}} \varphi n_{i} \mathrm{~d} s, \quad \forall i=1,2,3
$$

where $\boldsymbol{n}=\left(n_{i}\right)_{1 \leqslant i \leqslant N}$ denotes the outward unit normal vector on $\partial \mathcal{V}$ in the Cartesian coordinate system $\left(0, x_{1}, \ldots, x_{N}\right)$.

Proof: This is a classical result of continuum mechanics and differential geometry. See e.g. Irgens [94, p. 634] for its proof.

Corollary 1.13 (divergence formula - Green-Ostrogradsky, Stokes). For any subset $\mathcal{V} \subset \Omega$ and any sufficiently regular vector field $\boldsymbol{u}$ defined in $\mathcal{V}$, the sum of its divergence is related to its flux across the boundary as:

$$
\begin{equation*}
\int_{\mathcal{V}} \operatorname{div} \boldsymbol{u} \mathrm{d} x=\int_{\partial \mathcal{V}} \boldsymbol{u} \cdot \boldsymbol{n} \mathrm{d} s \tag{1.11}
\end{equation*}
$$

where $\boldsymbol{n}$ is the outward unit normal vector on $\partial \mathcal{V}$.
Proof: This classical result of continuum mechanics is a direct consequence of the previous Gauss theorem: using $\varphi=u_{i}$ where $\boldsymbol{u}=\left(u_{i}\right)_{1 \leqslant i \leqslant N}$ and summing over $i$ yields the result.

Corollary 1.14 (divergence formula - tensor extension).
For any subset $\mathcal{V} \subset \Omega$ and any sufficiently regular tensor $\boldsymbol{\tau}$ defined in $\mathcal{V}$, we have

$$
\begin{equation*}
\int_{\mathcal{V}} \operatorname{div} \boldsymbol{\tau} \mathrm{d} x=\int_{\partial \mathcal{V}} \boldsymbol{\tau} \boldsymbol{n} \mathrm{d} s \tag{1.12}
\end{equation*}
$$

where $\boldsymbol{n}$ is the outward unit normal vector on $\partial \mathcal{V}$.
Proof: This result is directly obtained from (1.11) by using as $\boldsymbol{u}$ any row vector of $\boldsymbol{\tau}$ and then summing.
Applying (1.12) with $\boldsymbol{\tau}=\boldsymbol{\sigma}$, the momentum conservation (1.10) becomes

$$
\int_{\mathcal{V}(t)}\left(\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v}-\boldsymbol{\sigma})-\rho \boldsymbol{g}\right) \mathrm{d} x=0
$$

This relation is true at any time $t \geqslant 0$ and for any subdomain $\mathcal{V}(t) \subset \Omega(t)$ and thus, from lemma 1.4 , it is true locally at any point in $\Omega(t)$ and we obtain a local expression of the conservation of linear momentum:

$$
\begin{equation*}
\left.\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v}-\boldsymbol{\sigma})=\rho \boldsymbol{g} \text { in }\right] 0, \infty[\times \Omega(t) \tag{1.13}
\end{equation*}
$$

Observe the rearrangement:

$$
\begin{align*}
& \frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v}) \\
& =\frac{\partial \rho}{\partial t} \boldsymbol{v}+\rho \frac{\partial \boldsymbol{v}}{\partial t}+\operatorname{div}(\rho \boldsymbol{v}) \boldsymbol{v}+\rho(\boldsymbol{v} \cdot \nabla) \boldsymbol{v} \\
& =\rho\left(\frac{\partial \boldsymbol{v}}{\partial t}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}\right)+\left(\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \boldsymbol{v})\right) \boldsymbol{v} \tag{1.14}
\end{align*}
$$

where $(\boldsymbol{v} . \nabla) \boldsymbol{v}$ denotes the following vector

$$
(\boldsymbol{v} . \nabla) \boldsymbol{v}=\left(\sum_{j=1}^{N} v_{j} \frac{\partial v_{i}}{\partial x_{j}}\right)_{1 \leqslant i \leqslant N}
$$

Note that the parentheses are required here for $(\boldsymbol{v} \cdot \nabla)$, since the expression $\boldsymbol{v} . \nabla \boldsymbol{v}$ could also denote the left multiplication by the vector $\boldsymbol{v}$ of the tensor $\nabla \boldsymbol{v}$, i.e.

$$
\boldsymbol{v} \cdot(\nabla \boldsymbol{v})=\left(\sum_{i=1}^{N} v_{i} \frac{\partial v_{i}}{\partial x_{j}}\right)_{1 \leqslant j \leqslant N} \neq(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}
$$

Here, the gradient of velocity tensor, denoted by $\nabla \boldsymbol{v}$, is defined by

$$
\nabla \boldsymbol{v}=\left(\frac{\partial v_{i}}{\partial x_{j}}\right)_{1 \leqslant i, j \leqslant N}
$$

Note that some textbooks adopt a different convention for the definition of $\nabla \boldsymbol{v}$ as $\left(\frac{\partial v_{j}}{\partial x_{i}}\right)_{1 \leqslant i, j \leqslant N}$ i.e. the transposed tensor.
Using the local mass conservation (1.3), the last term of the right-hand-side in (1.14) is zero and

$$
\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v})=\rho\left(\frac{\partial \boldsymbol{v}}{\partial t}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}\right)
$$

Replacing in (1.13), we obtain the following alternate formulation of the conservation of linear momentum (1.4a).
Theorem 1.2 (conservation of momentum - local form).

$$
\begin{equation*}
\left.\rho\left(\frac{\partial \boldsymbol{v}}{\partial t}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}\right)-\operatorname{div} \boldsymbol{\sigma}=\rho \boldsymbol{g} \text { in }\right] 0, \infty[\times \Omega \tag{1.15}
\end{equation*}
$$

The conservation of angular momentum (1.4b) leads to the following result.

Proposition 1.15 (symmetry of the Cauchy stress tensor). The Cauchy stress tensor $\boldsymbol{\sigma}$ is symmetric.

Proof: Applying the Reynolds formula (1.5) with $\boldsymbol{q}=\rho \boldsymbol{v} \wedge \boldsymbol{x}$ to the left-handside of (1.4b) and then, using the expression (1.8) of the density of surface forces $\boldsymbol{s}(\boldsymbol{x}, \boldsymbol{n})$ from the Cauchy proposition 1.11, we obtain, after some rearrangements:

$$
\begin{equation*}
\int_{\partial \mathcal{V}(t)}(\boldsymbol{\sigma} \boldsymbol{n}) \wedge \boldsymbol{x} \mathrm{d} s=\int_{\mathcal{V}(t)} \boldsymbol{f} \wedge \boldsymbol{x} \mathrm{d} x \tag{1.16}
\end{equation*}
$$

where, for convenience, we have introduced the notation:

$$
\boldsymbol{f}=\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v})-\rho \boldsymbol{g}
$$

Let $\boldsymbol{\sigma}=\left(\sigma_{i, j}\right)_{1 \leqslant i, j \leqslant N}$ and $\boldsymbol{n}=\left(n_{j}\right)_{1 \leqslant j \leqslant N}$ be expressed by their components in the $\left(0, x_{1}, \ldots, x_{N}\right)$ Cartesian coordinate system. Then, after expansion, the term $(\boldsymbol{\sigma} \boldsymbol{n}) \wedge \boldsymbol{x}$ can be rearranged as $(\boldsymbol{\sigma} \boldsymbol{n}) \wedge \boldsymbol{x}=\boldsymbol{\tau} \boldsymbol{n}$ where $\boldsymbol{\tau}$ is the rectangular tensor with $N(N-1) / 2$ rows and $N$ columns:

$$
\boldsymbol{\tau}=\left(\sigma_{i, k} x_{j}-\sigma_{j, k} x_{i}\right)_{\substack{1 \leqslant i<j \leqslant N \\ 1 \leqslant k \leqslant N}}
$$

in the $\left(\left(\boldsymbol{e}_{i} \wedge \boldsymbol{e}_{j}\right) \otimes \boldsymbol{e}_{k}\right)_{1 \leqslant i<j \leqslant N}$ basis. With this notation, (1.16) becomes:
$1 \leqslant k \leqslant N$

$$
\int_{\partial \mathcal{V}(t)} \boldsymbol{\tau} \boldsymbol{n} \mathrm{d} s=\int_{\mathcal{V}(t)} \boldsymbol{f} \wedge \boldsymbol{x} \mathrm{d} x
$$

We are now able to transform the integral on the boundary into an integral over the whole domain by applying the divergence formula (1.12) to the left-hand-side:

$$
\begin{equation*}
\int_{\mathcal{V}(t)}(\operatorname{div} \boldsymbol{\tau}-\boldsymbol{f} \wedge \boldsymbol{x}) \mathrm{d} x \tag{1.17}
\end{equation*}
$$

where $\operatorname{div} \boldsymbol{\tau}$ represents the vector with $N(N-1) / 2$ components containing the divergence of the rows of $\boldsymbol{\tau}$. Then, after expansion of the components, the term $\operatorname{div} \boldsymbol{\tau}$ can be rearranged as $\operatorname{div} \boldsymbol{\tau}=\boldsymbol{r}+(\boldsymbol{\operatorname { d i v }} \boldsymbol{\sigma}) \wedge \boldsymbol{x}$ where $\boldsymbol{r}$ denotes the following vector with $N(N-1) / 2$ components:

$$
\boldsymbol{r}=\left(\sigma_{i, j}-\sigma_{j, i}\right)_{1 \leqslant i<j \leqslant N}
$$

With these notations, after replacing $\boldsymbol{f}$ by its definition and using the local expression (1.13) of the conservation of linear momentum, (1.17) becomes successively,

$$
\begin{aligned}
\int_{\mathcal{V}(t)} \boldsymbol{r} \mathrm{d} x & =\int_{\mathcal{V}(t)}(\boldsymbol{f}-\operatorname{div} \boldsymbol{\sigma}) \wedge \boldsymbol{x} \mathrm{d} x \\
& =\int_{\mathcal{V}(t)}\left(\frac{\partial(\rho \boldsymbol{v})}{\partial t}+\operatorname{div}(\rho \boldsymbol{v} \otimes \boldsymbol{v}-\boldsymbol{\sigma})-\rho \boldsymbol{g}\right) \wedge \boldsymbol{x} \mathrm{d} x \\
& =0
\end{aligned}
$$

from the conservation of linear momentum (1.15). This relation is true at any time $t \geqslant 0$ and for any subdomain $\mathcal{V}(t) \subset \Omega(t)$. Thus, from lemma 1.4, the relation is true locally i.e. $\boldsymbol{r}=0$ in $] 0, \infty[\times \Omega$ which means, from the definition of $\boldsymbol{r}$ that the Cauchy stress tensor $\boldsymbol{\sigma}$ is symmetric.

### 1.3 Energy

After the publication of Principia in 1667 by Newton [134], researchers such as Émilie du Châtelet were quick to recognize that the concept of force and momentum were not sufficient to tackle the motions of solid and fluid bodies. Some other conservation principles were also required: the concept of kinetic energy was first introduced and, gradually, the idea appeared that mechanical motion could be converted into heat, e.g. by friction, leading finally to the concept of internal energy. In 1847, after about two centuries of numerous research contributions, von Helmholtz [179] published what is considered today as the modern expression of energy conservation. See [180] for the English translation of the original German publication. This energy conservation, also called the first principle of thermodynamics, is expressed as:

Postulate 1.3 (energy conservation - non-local form).
For every material system, at each time, the time rate of the energy is the sum of the power of the external forces applied to, and of the rate of heat received by the system.

As for the mass and momentum conservations, our first aim is to express this postulate by using mathematical notation. At any time $t \geqslant 0$, for any material system $\mathcal{V}(t) \subset \Omega$ transported by the velocity $\boldsymbol{v}$, the energy is the sum of the kinetic energy and the internal energy. The density of the kinetic energy is $\rho|\boldsymbol{v}|^{2} / 2$. We assume that there exists a measure denoted by $e$ and called the mass density of specific internal energy of the system, such that $\rho e$ is the volume density of the internal energy. Then, the energy of any material system $\mathcal{V}(t) \subset \Omega(t)$ is expressed by

$$
\int_{\mathcal{V}(t)} \rho\left(\frac{|\boldsymbol{v}|^{2}}{2}+e\right) \mathrm{d} x
$$

The external forces applied are of two kinds: the volume forces, applied inside $\mathcal{V}(t)$, and the surface forces, applied on $\partial \mathcal{V}(t)$. Following the notations introduced in the previous section, the density of internal forces is denoted by $\rho \boldsymbol{g}$ and those of surface forces by $\boldsymbol{s}(., \boldsymbol{n})$ where $\boldsymbol{n}$ denotes, as usual, the outer unit normal on $\partial \mathcal{V}(t)$. Then, the power of external forces applied is

$$
\int_{\mathcal{V}(t)} \rho \boldsymbol{g} \cdot \boldsymbol{v} \mathrm{d} x+\int_{\partial \mathcal{V}(t)} \boldsymbol{s}(t, \boldsymbol{x}, \boldsymbol{n}) \cdot \boldsymbol{v} \mathrm{d} s
$$

Recall that, thanks to proposition 1.11, the density of surface forces is written as $\boldsymbol{s}(., \boldsymbol{n})=\boldsymbol{\sigma} \boldsymbol{n}$ where $\boldsymbol{\sigma}$ is the Cauchy stress tensor.
Conversely, the rate of heat received by the system is of two kinds: volume heat and surface heat. The rate of heat received in the small and arbitrary volume $\mathcal{V}(t) \subset \Omega(t)$ is performed by distance actions, e.g. radiative effects, and its density is denoted by $r$. Those received on its boundary $\partial \mathcal{V}(t)$ are performed by contact and friction actions, i.e. conduction inside the material, as $\mathcal{V}(t) \subset \Omega(t)$ is inside the domain, and its density is denoted by $\zeta(., \boldsymbol{n})$. Then, the rate of heat of the material system $\mathcal{V}(t)$ is

$$
\int_{\mathcal{V}(t)} r \mathrm{~d} x+\int_{\partial \mathcal{V}(t)} \zeta(t, \boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s
$$

The mathematical expression of the conservation of energy in any material system $\mathcal{V}(t) \subset \Omega(t)$ is written as

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \rho\left(\frac{|\boldsymbol{v}|^{2}}{2}+e\right) \mathrm{d} x\right) \\
& =\int_{\mathcal{V}(t)} \rho \boldsymbol{g} \cdot \boldsymbol{v} \mathrm{d} x+\int_{\partial \mathcal{V}(t)}(\boldsymbol{\sigma} \boldsymbol{n}) \cdot \boldsymbol{v} \mathrm{d} s+\int_{\mathcal{V}(t)} r \mathrm{~d} x+\int_{\partial \mathcal{V}(t)} \zeta(t, \boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s \tag{1.18}
\end{align*}
$$

In order to obtain the conservation of energy in local form, the next step is to obtain an integral over $\mathcal{V}(t)$. There are three terms that are not directly written as an integral over $\mathcal{V}(t)$. The first one is the left-hand-side, which could be treated by using the Reynolds formula. Also, the second term on the right-hand-side requires some rearrangements followed by the Stokes formula. Finally, the last term of the right-hand-side requires special treatment. Let us start by the following corollary of the Reynolds theorem that will be used several times in this chapter.

Corollary 1.16 (weighted Reynolds formula).
For all sufficiently regular $\varphi$ defined in $\Omega(t)$ and all material systems $\mathcal{V}(t) \subset \Omega(t)$ transported by the velocity field $\boldsymbol{v}$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \rho \varphi \mathrm{d} x\right)=\int_{\mathcal{V}(t)} \rho\left(\frac{\partial \varphi}{\partial t}+\boldsymbol{v} \cdot \nabla \varphi\right) \mathrm{d} x
$$

Proof: From the Reynolds formula, proposition 1.2, we get successively:

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \rho \varphi \mathrm{d} x\right) & =\int_{\mathcal{V}(t)}\left(\frac{\partial(\rho \varphi)}{\partial t}+\operatorname{div}(\rho \varphi \boldsymbol{v})\right) \mathrm{d} x \\
& =\int_{\mathcal{V}(t)}\left(\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \boldsymbol{v})\right) \varphi \mathrm{d} x+\int_{\mathcal{V}(t)} \rho\left(\frac{\partial \varphi}{\partial t}+\boldsymbol{v} \cdot \nabla \varphi\right) \mathrm{d} x
\end{aligned}
$$

Then, using the mass conservation (1.3), the first term of the right-hand-side is zero, which completes the proof.
Applying the previous result with $\varphi=|\boldsymbol{v}|^{2} / 2+e$ leads to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \rho\left(\frac{|\boldsymbol{v}|^{2}}{2}+e\right) \mathrm{d} x\right)=\int_{\mathcal{V}(t)} \rho(\dot{\boldsymbol{v}} \cdot \boldsymbol{v}+\dot{e}) \mathrm{d} x \tag{1.19a}
\end{equation*}
$$

where the dot denotes, as usual, the Lagrangian rate $\dot{\varphi}=\partial \varphi / \partial t+\boldsymbol{v} . \nabla \varphi$ for any sufficiently regular function $\varphi$. The power of internal forces is subsequently written as

$$
\int_{\partial \mathcal{V}(t)}(\boldsymbol{\sigma} \boldsymbol{n}) \cdot \boldsymbol{v} \mathrm{d} s=\int_{\partial \mathcal{V}(t)}\left(\boldsymbol{\sigma}^{T} \boldsymbol{v}\right) \cdot \boldsymbol{n} \mathrm{d} s=\int_{\mathcal{V}(t)} \operatorname{div}\left(\boldsymbol{\sigma}^{T} \boldsymbol{v}\right) \mathrm{d} x
$$

from the Stokes formula, corollary 1.13 , with $\boldsymbol{u}=\boldsymbol{\sigma}^{T} \boldsymbol{v}$. Next, let us expand $\boldsymbol{\sigma}=\left(\sigma_{i, j}\right)_{1 \leqslant i, j \leqslant N}$ and $\boldsymbol{v}=\left(v_{j}\right)_{1 \leqslant j \leqslant N}$ in the Cartesian coordinate system $\left(0, x_{1}, \ldots, x_{N}\right)$.

$$
\begin{aligned}
\int_{\partial \mathcal{V}(t)}(\boldsymbol{\sigma} \boldsymbol{n}) \cdot \boldsymbol{v} \mathrm{d} s & =\int_{\mathcal{V}(t)}\left(\sum_{i, j=1}^{N} \frac{\partial}{\partial x_{j}}\left(\sigma_{i, j} v_{i}\right)\right) \mathrm{d} x \\
& =\int_{\mathcal{V}(t)}\left(\sum_{i, j=1}^{N} \frac{\partial \sigma_{i, j}}{\partial x_{j}} v_{j}+\sigma_{i, j} \frac{\partial v_{i}}{\partial x_{j}}\right) \mathrm{d} x \\
& =\int_{\mathcal{V}(t)}\{(\operatorname{div} \boldsymbol{\sigma}) \cdot \boldsymbol{v}+\boldsymbol{\sigma}: \nabla \boldsymbol{v}\} \mathrm{d} x
\end{aligned}
$$

Recall that the Cauchy stress tensor is symmetric, thanks to proposition 1.15 and then

$$
\boldsymbol{\sigma}: \nabla \boldsymbol{v}=\sum_{i, j=1}^{N} \sigma_{i, j} \frac{\partial v_{i}}{\partial x_{j}}=\sum_{i, j=1}^{N} \frac{\sigma_{i, j}+\sigma_{j, i}}{2} \frac{\partial v_{i}}{\partial x_{j}}=\frac{1}{2} \boldsymbol{\sigma}: \nabla \boldsymbol{v}+\frac{1}{2} \boldsymbol{\sigma}: \nabla \boldsymbol{v}^{T}=\boldsymbol{\sigma}: \boldsymbol{D}
$$

where $\boldsymbol{D}=\left(\nabla \boldsymbol{v}+\nabla \boldsymbol{v}^{T}\right) / 2$ is the stretching. Finally, the power of internal forces is expressed as

$$
\begin{equation*}
\int_{\partial \mathcal{V}(t)}(\boldsymbol{\sigma} \boldsymbol{n}) \cdot \boldsymbol{v} \mathrm{d} s=\int_{\mathcal{V}(t)}\{(\boldsymbol{\operatorname { d i v } \boldsymbol { \sigma } ) \cdot \boldsymbol { v } + \boldsymbol { \sigma } : \boldsymbol { D } \} \mathrm { d } x} \tag{1.19b}
\end{equation*}
$$

Using (1.19a) and (1.19b), the conservation of energy (1.18) becomes, after rearrangements:

$$
\begin{aligned}
& \int_{\mathcal{V}(t)}(\rho \dot{\boldsymbol{v}}-\operatorname{div} \boldsymbol{\sigma}-\rho \boldsymbol{g}) \cdot \boldsymbol{v} \mathrm{d} x+\int_{\mathcal{V}(t)}(\rho \dot{e}-\boldsymbol{\sigma}: \boldsymbol{D}-r) \mathrm{d} x \\
& =\int_{\partial \mathcal{V}(t)} \zeta(t, \boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s
\end{aligned}
$$

Using the conservation of momentum (1.15), the first term of the left-handside is zero and the conservation of energy reduces to

$$
\begin{equation*}
\int_{\mathcal{V}(t)}(\rho \dot{e}-\boldsymbol{\sigma}: \boldsymbol{D}-r) \mathrm{d} x=\int_{\partial \mathcal{V}(t)} \zeta(t, \boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s \tag{1.19c}
\end{equation*}
$$

Proposition 1.17 (existence of the heat flux vector field).
Let $\varphi$ be a bounded function defined in $\Omega(t)$ and $\zeta$ be a continuous function called the normal rate of heat, defined in $\Omega(t) \times S$ where $S=\left\{\boldsymbol{\nu} \in \mathbb{R}^{N} ;|\boldsymbol{\nu}|=1\right\}$ denotes the unit sphere. Assume that

$$
\int_{\partial \mathcal{V}} \zeta(\boldsymbol{x}, \boldsymbol{n}) \mathrm{d} s=\int_{\mathcal{V}} \varphi(\boldsymbol{x}) \mathrm{d} x, \quad \forall \mathcal{V} \subset \Omega
$$

where $\boldsymbol{n}$ denotes the unit outward normal on $\partial \mathcal{V}$. Then, $\zeta$ could be extended with respect to its second argument from $S$ to $\mathbb{R}^{N}$ as a linear operator, i.e. there exists a vector $\boldsymbol{q}$, called the heat flux, such that

$$
\begin{equation*}
\zeta(x, \nu)=-q(x) . \nu \tag{1.20}
\end{equation*}
$$

for all $\boldsymbol{x} \in \Omega(t)$ and $\boldsymbol{\nu} \in \mathbb{R}^{N}$.
Proof: Note that this result is similar to the Cauchy proposition 1.11. The proof is then obtained by choosing, in the Cauchy theorem, vectors $s$ and $f$ whose components are all equal to $\zeta$ and $\varphi$, respectively.
Note the presence of the minus sign in (1.20): its presence is conventional in the definition of the heat flux. Applying the previous result with $\varphi=\rho \dot{e}-\boldsymbol{\sigma}: \boldsymbol{D}-r$, relation (1.19c) becomes

$$
\int_{\mathcal{V}(t)}(\rho \dot{e}-\boldsymbol{\sigma}: \boldsymbol{D}-r) \mathrm{d} x=-\int_{\partial \mathcal{V}(t)} \boldsymbol{q} \cdot \boldsymbol{n} \mathrm{d} s
$$

Then, applying the Stokes formula, corollary 1.13, to the right-hand-side with $\boldsymbol{u}=\boldsymbol{q}$ yields

$$
\int_{\mathcal{V}(t)}(\rho \dot{e}+\operatorname{div} \boldsymbol{q}-\boldsymbol{\sigma}: \boldsymbol{D}-r) \mathrm{d} x=0
$$

This relation is true at any time $t \geqslant 0$ and for any material system $\mathcal{V}(t) \subset \Omega(t)$. Thus, from lemma 1.4, the relation is true locally at any point in $\Omega(t)$ and we finally obtain the following local form of the conservation of energy.

Theorem 1.3 (conservation of energy - local form).

$$
\begin{equation*}
\left.\rho\left(\frac{\partial e}{\partial t}+\boldsymbol{v} \cdot \nabla e\right)+\operatorname{div} \boldsymbol{q}=\boldsymbol{\sigma}: \boldsymbol{D}+r \text { in }\right] 0, \infty[\times \Omega \tag{1.21}
\end{equation*}
$$

### 1.4 Second principle

While the conservation of energy suggests the possibility of perpetual motion, the second principle introduces the necessary concepts which explain why this does not happen. Thus, a ball could bounce indefinitely on a table, but in reality it ends up stopping, because with each bounce some of its kinetic energy transforms and deteriorates irreversibly.
In 1824, Sadi Carnot [16], see Fig. 1.4.left, initiated modern thermodynamics by studying thermal machines. The principles he described have since been used in many machines, such as thermal motors, heat pumps, air conditioners and refrigerating machines. Subsequently, the principles of thermodynamics emerged simultaneously in the 1850s, primarily out of the works of William Rankine, Rudolf Clausius, and William Thomson (Kelvin). In 1850, Clausius [30] showed there was a contradiction between Carnot's principle and the original conservation of energy. He restated these two principles to overcome this contradiction. Next, in 1865, he introduced the new concept of entropy [31, p. 390], formed from the Greek word $\grave{\eta} \tau \rho \omega \pi \dot{\eta}$ which means transformation. During heat dissipation, entropy measures the degraded part of energy which becomes irreversibly lost for mechanical work. Later, in 1877, Boltzmann (see Fig. 1.4.right) introduced with statistical thermodynamics a new microscopic interpretation of entropy as $s=k \log w$ where $k$ is a constant and $w$ is the number of different observed microstates. Thus, an increase in entropy means a greater number of microstates and hence more possible arrangements of a system's total energy, or, in others terms, a more disorderly distribution of energy.

Postulate 1.4 (second principle of thermodynamics - non-local form).
For every material system, at each time, the time rate of the entropy is greater than or equal to the rate of external heat supply to the system.

As in the previous sections, our first aim is to express this postulate by using mathematical notations. We assume that there exists a measure denoted by $s$ and called the mass density of specific entropy of the system, such that $\rho s$ is the volume density of entropy. Then, at any time $t \geqslant 0$ and for any material system $\mathcal{V}(t) \subset \Omega(t)$, the entropy of this system is expressed by

$$
\int_{\mathcal{V}(t)} \rho s \mathrm{~d} x
$$

Next, the temperature is defined by $\theta=\partial e / \partial s>0$ where $e$, the specific internal energy, has been introduced in the previous section. The temperature $\theta$ is


Fig. 1.4 (left) Sadi Carnot (1796-1832). Oil portrait in 1813, with the student's uniform of the École Polytechnique (Paris), painted by Louis-Léopold Boilly (public domain reproduction). (center) Rudolf Clausius (1822-1888), detail of a photo taken by Theo Schafgans and published in 1896 by Zeit. Phys. Chem., vol. 21 (public domain reproduction). (right) Ludwig Boltzmann (1844-1906), photo of its grave in 2018 at the Vienna central cemetery: we can read his formula for entropy, $s=k \log w$, above the bust (public domain reproduction).
assumed to be strictly positive: it means that the internal energy is strictly increasing versus the entropy $s$. The rate of external supply to the system is of two kinds, the volume rate and the surface one:

$$
\int_{\mathcal{V}(t)} \frac{r}{\theta} \mathrm{~d} x+\int_{\partial \mathcal{V}(t)} \frac{\zeta(t, \boldsymbol{x}, \boldsymbol{n})}{\theta} \mathrm{d} s
$$

Here, $r$ denotes the volume rate of heat density and $\zeta(t, \boldsymbol{x}, \boldsymbol{n})$, the surface one. These quantities were introduced in the previous section. Recall that, thanks to proposition 1.17, there exists a heat flux $\boldsymbol{q}$ such that $\zeta(t, \boldsymbol{x}, \boldsymbol{n})=-\boldsymbol{q} . \boldsymbol{n}$. Then, the second principle of thermodynamics is written as:

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\mathcal{V}(t)} \rho s \mathrm{~d} x\right) \geqslant \int_{\mathcal{V}(t)} \frac{r}{\theta} \mathrm{~d} x-\int_{\partial \mathcal{V}(t)} \frac{\boldsymbol{q} \cdot \boldsymbol{n}}{\theta} \mathrm{d} x
$$

Applying the weighted Reynolds formula, corollary 1.16, to the left-hand-side with $\varphi=s$ and the Stokes formula, corollary 1.13, to the second term of the right-hand-side with $\boldsymbol{u}=\boldsymbol{q} / \theta$ leads to

$$
\int_{\mathcal{V}(t)}\left(\rho \dot{s}+\operatorname{div}\left(\frac{\boldsymbol{q}}{\theta}\right)-\frac{r}{\theta}\right) \mathrm{d} x \geqslant 0
$$

This relation is true at any time $t \geqslant 0$ and for any material system $\mathcal{V}(t) \subset \Omega(t)$. It is possible to adapt lemma 1.4 to an inequality instead of an equality: the proof of this variant does not pose any difficulty and is left as an exercise to
the reader. Thus, the relation is true locally at any location in $\Omega(t)$ and we finally obtain the following local expression.
Theorem 1.4 (second principle of thermodynamics - local form).

$$
\begin{equation*}
\left.\rho \dot{s}+\operatorname{div}\left(\frac{\boldsymbol{q}}{\theta}\right)-\frac{r}{\theta} \geqslant 0 \quad \text { in }\right] 0, \infty[\times \Omega \tag{1.22}
\end{equation*}
$$

Note that, in contrast to the first principle, theorem 1.3, the second principle is an inequality. The vector $\boldsymbol{q} / \theta$ is the entropy flux due to heat flow and $r / \theta$ is the entropy supply due to distance actions, e.g. radiative effects.

Definition 1.18 (Helmholtz energy).
The entropy $s$ is not directly measurable while the temperature $\theta$ is. Thus, instead of the internal specific energy $e$, it is more convenient to work with the Helmholtz specific energy, denoted as $\psi$ and defined via a partial Legendre transformation by

$$
\begin{equation*}
\psi(\theta)=\inf _{s \in \mathbb{R}} e(s)-\theta s \tag{1.23a}
\end{equation*}
$$

together with the change of variables associated with the optimality relation, see e.g. Silhavy [169, p. 169]:

$$
\begin{equation*}
\theta=\frac{\partial e}{\partial s}(s) \Longleftrightarrow s=-\frac{\partial \psi}{\partial \theta}(\theta) \Longleftrightarrow \psi=e-\theta s \tag{1.23b}
\end{equation*}
$$

No information is lost in the passage from $e$ to $\psi$ : the function $e$ can be reconstructed from $\psi$, even when the relation between the original $s$ and the new variable $\theta$ is forgotten.

Proposition 1.19 (Helmholtz energy).
The internal energy e is strictly increasing and strictly convex versus $s$ if and only if the two following properties are satisfied:

1) the Helmholtz energy $\psi$ is strictly concave versus $\theta$
2) the temperature $\theta>0$.

When it holds, the change of variable (1.23b) between $s$ and $\theta$ is well-defined.
Proof: From (1.23b), the change of variable from $s$ to $\theta$ is well-defined when $\partial^{2} e / \partial s^{2} \neq 0$, assuming that $e$ is two times continuously differentiable. Clearly, it means that this second derivative has a constant sign. This condition extends to non-smooth cases as either $e$ is strictly convex or strictly concave. There are several reasons for $e$ to be strictly convex, instead of concave: one is for the heat capacity to be positive and the heat equation to be wellposed: this will be studied in section 4.4. From classic properties of the partial Legendre transformation, the Helmholtz energy defined by (1.23a) is strictly concave versus $\theta$ if and only if $e$ is strictly convex versus $s$. Finally, the condition $\theta>0$ requires, from (1.23b), that $e$ is strictly increasing versus $s$, which completes the proof.

An equivalent and more convenient expression of the second principle (0.4) is the Clausius-Duhem inequality, obtained by combining the conservation of energy (0.3) and the second principle (0.4) together. Its name comes from Clausius [32], who invented entropy and stated its famous growth relation for an isolated system, and Duhem [47], who arrived at the inequality from phenomenological arguments. The Clausius-Duhem inequality is particularly useful in determining if a constitutive equation is thermodynamically allowed.

Corollary 1.20 (Clausius-Duhem inequality).
The second principle, written equivalently in terms of the Helmholtz energy, is:

$$
\begin{equation*}
\left.\mathscr{D} \stackrel{\text { def }}{=}-\rho(\dot{\psi}+s \dot{\theta})+\boldsymbol{\sigma}: \boldsymbol{D}-\frac{\nabla \theta \cdot \boldsymbol{q}}{\theta} \geqslant 0 \quad \text { in }\right] 0, \infty[\times \Omega \tag{1.24}
\end{equation*}
$$

The left-hand-side, denoted by $\mathscr{D}$, represents the dissipation.
Proof: Multiplying (1.22) by $\theta$ and expanding $\theta \operatorname{div}(\boldsymbol{q} / \theta)=\operatorname{div} \boldsymbol{q}-(\nabla \theta \cdot \boldsymbol{q}) / \theta$ leads to

$$
\rho \theta \dot{s}+\operatorname{div} \boldsymbol{q}-\frac{\nabla \theta \cdot \boldsymbol{q}}{\theta}-r \geqslant 0
$$

By differentiation of (1.23b) we get $\dot{\psi}=\dot{e}-\dot{s} \theta-s \dot{\theta}$ or equivalently $\rho \theta \dot{s}=\rho \dot{e}-\rho(\dot{\psi}+s \dot{\theta})$. Finally, replacing $\rho \dot{e}$ by its expression from (1.21) directly yields the result. Conversely, replacing $\psi$ by $e+s \theta$ in the ClausiusDuhem inequality leads to the second principle by the same way.
Finally, combining (0.3) and (1.23b) leads to the classic evolution equation for the entropy :

$$
\begin{equation*}
\rho \dot{s}+\operatorname{div}\left(\frac{\boldsymbol{q}}{\theta}\right)-\frac{r}{\theta}=\frac{\mathscr{D}}{\theta} \geqslant 0 \tag{1.25}
\end{equation*}
$$

since $\theta>0$ and $\mathscr{D} \geqslant 0$.
Remark 1.21 (direction of the heat flux).
A frequent assumption is that the heat flux $\boldsymbol{q}$ and the temperature gradient make an obtuse angle, i.e. $\boldsymbol{q} \cdot \nabla \theta \leqslant 0$ such that the last term of the left-handside of (1.24) is always positive. This is the case of the Fourier constitutive equation $\boldsymbol{q}=-k \nabla \theta$ with $k>0$, see section 5.17 , page 139 . Some other constitutive equations for $\boldsymbol{q}$, such as the Cattaneo one (see section 5.18, page 141), introduce a time delay in the Fourier equation and this assumption is no longer true: a change of $\operatorname{sign}$ in $\boldsymbol{q} \cdot \nabla \theta$ should then be compensated by a variation of the other terms.

## Chapter 2 <br> Objectivity

This chapter introduces the foundations of the kinetics for large strain, as developed during the second half of the 20th century. This formalism is still often a source of confusion that seriously discourages model designers from using thermodynamics. So, an attempt to clarify its main theoretical concepts is proposed here, with the help of illustrations, tables and discussions throughout this chapter.
The concept of reference configuration, in section 2.1 is associated with the trajectory and finally linked to the flow map concept. Section 2.2 explores some preliminary consequences of the kinetics of large strain for simple viscoelastic models. It further states that the Helmholtz energy $\psi$ acts as a potential for the reversible part $\boldsymbol{\sigma}_{e}$ of the Cauchy stress (theorem 2.1). Thermodynamics is based upon five postulates: four were presented in the previous chapter 1 and objectivity is the last of our postulates. It is presented in section 2.3 together with its immediate consequences on kinematics. Then, section 2.4 defines the left Cauchy-Green tensor, which is shown to be objective. In section 2.5, the Cauchy stress is obtained as the derivative of an objective function. Section 2.6 develops a technical toolbox for studying the eigenspace of matrices and tensors. The eigenprojectors formalism elegantly covers the particular case of identical eigenvalues. Finally, section 2.7 introduces isotropy as a new constraint upon objective functions: it permits amazing simplifications in terms of eigenspace, as shown in the important theorem 2.2.

### 2.1 Reference configuration

Let $\Omega_{0} \subset \mathbb{R}^{N}$ be an open subset called the reference configuration. The trajectory issued from a material point $\boldsymbol{X} \in \Omega_{0}$ is denoted by $(\chi(t, \boldsymbol{X}))_{t \geqslant 0}$ and satisfies:


Fig. 2.1 Trajectory $\boldsymbol{\chi}(., \boldsymbol{X})$ from initial position $\boldsymbol{X}$ to the current one $\boldsymbol{x}=\boldsymbol{\chi}(t, \boldsymbol{X})$.

$$
\left\{\begin{align*}
\frac{\partial \boldsymbol{\chi}}{\partial t}(t, \boldsymbol{X}) & =\boldsymbol{v}(t, \boldsymbol{\chi}(t, \boldsymbol{X})), \forall t>0  \tag{2.1a}\\
\chi(0, \boldsymbol{X}) & =\boldsymbol{X}
\end{align*}\right.
$$

The first relation (2.1a) states that the velocity is always tangent to the trajectory while the second one (2.1b) states that the trajectory passes at time $t=0$ in $\boldsymbol{X}$, as shown on Fig. 2.1. The existence and unicity of the trajectory $\boldsymbol{\chi}$ as the solution of (2.1a)-(2.1b) is guaranteed by the CauchyLipschitz theorem, assuming that the velocity field $\boldsymbol{v}$ is sufficiently regular. More precisely, if the velocity is continuous versus $t$ and uniformly Lipschitzcontinuous versus its second argument, i.e. when the Lipschitz constant is independent of $t$, then there exists $T \in] 0, \infty]$, and a unique local trajectory defined for all $t \in] 0, T[$. Under some additional conditions upon $\boldsymbol{v}$, it is possible to obtain $T=\infty$, i.e. a global-in-time solution. Nevertheless, in the general case, the constant $T \in] 0, \infty]$ depends upon $\boldsymbol{v}$ and it is possible to exhibit counter-examples ${ }^{1}$ of differential equations for which $T<\infty$.


Fig. 2.2 Transformation $\chi(t,$.$) from the reference configuration to the current one.$

Observe now Fig. 2.2. For a fixed time $t \geqslant 0$, the application $\boldsymbol{X} \in \Omega_{0} \mapsto \chi(t, \boldsymbol{X}) \in \Omega(t)$ is interpreted as the transformation or the defor-

[^0]mation from the reference configuration $\Omega_{0}$ to the current configuration $\Omega(t)=\chi\left(t, \Omega_{0}\right)$ at time $t$.
The gradient of deformation tensor is defined by $\boldsymbol{F}=\nabla \boldsymbol{\chi}=\left(\partial \chi_{i} / \partial X_{j}\right)_{1 \leqslant i, j N}$. Note that some authors adopt an alternative convention for the definition of the gradient of vector-valued functions, as $\left(\partial \chi_{j} / \partial X_{i}\right)_{1 \leqslant i, j N}$ i.e. its transpose, so be sure to double-check it before mixing formulas from different textbooks. A simple differentiation of the trajectory equation (2.1a) with respect to the space variables leads to the following linear system of ordinary equations satisfied by the deformation gradient:
\[

\left\{$$
\begin{align*}
\frac{\partial \boldsymbol{F}}{\partial t}(t, \boldsymbol{X}) & =\nabla \boldsymbol{v}(t, \chi(t, \boldsymbol{X})) \boldsymbol{F}(t, \boldsymbol{X}), \forall t \in] 0, T[  \tag{2.2a}\\
\boldsymbol{F}(0, \boldsymbol{X}) & =\boldsymbol{I}
\end{align*}
$$\right.
\]

From the Jacobi formula (see e.g. Magnus and Neudecker [120, sec 8.3, p. 169]), let us express the derivative of the determinant:

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}(\operatorname{det}(\boldsymbol{F}(t, \boldsymbol{X}))) & =\operatorname{det}(\boldsymbol{F}(t, \boldsymbol{X})) \operatorname{tr}\left(\frac{\partial \boldsymbol{F}}{\partial t}(t, \boldsymbol{X}) \boldsymbol{F}^{-1}(t, \boldsymbol{X})\right) \\
& =\operatorname{div}(\boldsymbol{v}(t, \boldsymbol{\chi}(t, \boldsymbol{X}))) \operatorname{det}(\boldsymbol{F}(t, \boldsymbol{X})) \text { from (2.2a) } \\
\operatorname{det}(\boldsymbol{F}(0, \boldsymbol{X})) & =1 \text { from }(2.2 \mathrm{~b})
\end{aligned}
$$

and then, after integration:

$$
\operatorname{det}(\boldsymbol{F}(t, \boldsymbol{X}))=\exp \left(\int_{0}^{t} \operatorname{div}(\boldsymbol{v}(s, \boldsymbol{\chi}(s, \boldsymbol{X}))) \mathrm{d} s\right)>0
$$

Then, clearly, the trajectory is invertible for any $t \in] 0, T\left[\right.$ and $\boldsymbol{X} \in \Omega_{0}$. Note that

$$
\rho(t, \chi(t, \boldsymbol{X}))=\rho_{0}(\boldsymbol{X})(\operatorname{det} \boldsymbol{F}(t, \boldsymbol{X}))^{-1}
$$

is the mass density on the current configuration when $\rho_{0}$ denotes its counterpart on the reference configuration. The inverse tensor $\boldsymbol{F}^{-1}$ is also well-defined and its time rate is written as

$$
\begin{align*}
\left(\dot{\left(\boldsymbol{F}^{-1}\right)}\right. & =-\boldsymbol{F}^{-1} \dot{\boldsymbol{F}} \boldsymbol{F}^{-1} \quad \text { from Magnus and Neudecker [120, p. 208] } \\
& =-\boldsymbol{F}^{-1} \nabla \boldsymbol{v} \quad \text { from }(2.2 \mathrm{a}) \tag{2.3}
\end{align*}
$$

By interpreting Fig. 2.2, the inverse transformation, denoted by $\chi^{-1}$, could be simply obtained by reversing the time. An elegant way to express it is based on the concept of flow map $\Upsilon$, defined as the trajectory passing at a given time $t_{0} \in\left[0, T\left[\right.\right.$ at $\boldsymbol{x}_{0} \in \Omega\left(t_{0}\right)$ and satisfying:

$$
\left\{\begin{array}{l}
\left.\frac{\partial \boldsymbol{\Upsilon}}{\partial t}\left(t, \boldsymbol{x}_{0} ; t_{0}\right)=\boldsymbol{v}\left(t, \boldsymbol{\Upsilon}\left(t, \boldsymbol{x}_{0} ; t_{0}\right)\right), \forall t \in\right] 0, T[  \tag{2.4a}\\
\boldsymbol{\Upsilon}\left(t_{0}, \boldsymbol{x}_{0} ; t_{0}\right)=\boldsymbol{x}_{0}
\end{array}\right.
$$

Observe that $\boldsymbol{\Upsilon}\left(t_{1}, \boldsymbol{\Upsilon}\left(t_{2}, \boldsymbol{x}_{1} ; t_{1}\right) ; t_{2}\right)=\boldsymbol{x}_{1}$ for all $t_{1}, t 2 \in\left[0, T\left[\right.\right.$ and $\boldsymbol{x}_{1} \in \Omega\left(t_{1}\right)$ i.e. the reverse flow map is obtained by swapping the two times. Next, remark that the previous trajectory is expressed as $\boldsymbol{\chi}(t, \boldsymbol{X})=\boldsymbol{\Upsilon}(t, \boldsymbol{X} ; 0)$ and that its inverse is written simply $\boldsymbol{\chi}^{-1}(t, \boldsymbol{X})=\boldsymbol{\Upsilon}(0, \boldsymbol{X} ; t)$.


Fig. 2.3 (left) Leonhard Euler (1707-1783) in 1753, by Jakob E. Handmann, pastel on paper, Kunstmuseum Basel (public domain reproduction). (right) Luigi Lagrange (17361813) by Luigi Rados, stipple etching and engraving, Metropolitan museum of art, NewYork (public domain reproduction).

For a material particle, the position $\boldsymbol{X} \in \Omega_{0}$ in the reference configuration is referred to as its Lagrangian representation, while $\boldsymbol{x}=\boldsymbol{\chi}(t, \boldsymbol{X}) \in \Omega(t)$, in the current configuration, is referred to as its corresponding Eulerian representation, see Fig. 2.3.left. For any field $\varphi$ defined at any time $t$ and any position $\boldsymbol{x}=\boldsymbol{\chi}(t, \boldsymbol{X}) \in \Omega(t)$ of the current configuration, its value is denoted $\varphi(t, \boldsymbol{x})$ and is said to be an Eulerian field. Its corresponding Lagrangian field $\widetilde{\varphi}$ is defined for any time $t$ and any position $\boldsymbol{X} \in \Omega_{0}$ by $\widetilde{\varphi}(t, \boldsymbol{X})=\varphi(t, \boldsymbol{\chi}(t, \boldsymbol{X}))$, see Fig. 2.3.right. Since $\boldsymbol{\chi}$ is invertible, these two definitions are equivalent. For instance, the velocity field $\boldsymbol{v}$ is defined as an Eulerian field while the transformation $\chi$ itself is defined as a Lagrangian one. We then have

$$
\begin{aligned}
\frac{\partial \widetilde{\varphi}}{\partial t}(t, \boldsymbol{X}) & =\frac{\partial}{\partial t}\{\varphi(t, \boldsymbol{\chi}(t, \boldsymbol{X}))\} \\
& =\frac{\partial \varphi}{\partial t}(t, \boldsymbol{\chi}(t, \boldsymbol{X}))+\frac{\partial \boldsymbol{\chi}_{i}}{\partial t}(t, \boldsymbol{X}) \cdot \nabla \varphi(t, \boldsymbol{\chi}(t, \boldsymbol{X})) \\
& =\left(\frac{\partial \varphi}{\partial t}+\boldsymbol{v} \cdot \nabla \varphi\right)(t, \boldsymbol{\chi}(t, \boldsymbol{X}))
\end{aligned}
$$

Then, the material rate, also called the Lagrangian rate, is defined for both Eulerian and Lagrangian fields and is simply denoted by a dot for simplicity:

$$
\begin{equation*}
\dot{\varphi}=\frac{\partial \varphi}{\partial t}+\boldsymbol{v} \cdot \nabla \varphi=\frac{\partial \widetilde{\varphi}}{\partial t}=\dot{\tilde{\varphi}} \tag{2.5}
\end{equation*}
$$

This rate describes the change with time of the field $\varphi$ at a moving position $\chi(t, \boldsymbol{X})$ along the trajectory, i.e. as attached to a material parcel centered at the vicinity of the moving position.
Investigating for the derivatives with respect to space, we have for any $i$, $1 \leqslant i \leqslant N$

$$
\begin{aligned}
& \frac{\partial \widetilde{\varphi}}{\partial X_{i}}(t, \boldsymbol{X})=\frac{\partial}{\partial X_{i}}(\varphi(t, \boldsymbol{\chi}(t, \boldsymbol{X})))=\sum_{j=1}^{N} \frac{\partial \boldsymbol{\chi}_{j}}{\partial X_{i}}(t, \boldsymbol{X}) \frac{\partial \varphi}{\partial x_{j}}(t, \boldsymbol{\chi}(t, \boldsymbol{X})) \\
\Longleftrightarrow & \nabla_{\boldsymbol{X}} \widetilde{\varphi}=\boldsymbol{F}^{T} \nabla_{\boldsymbol{x}} \varphi
\end{aligned}
$$

Since any quantity could be expressed equivalently both in Lagrangian and Eulerian terms, when there is no ambiguity, we can drop the tilde and mix both Lagrangian and Eulerian terms in the same equations.

### 2.2 Restrictions

Following Coleman and Noll [37], let us explore the consequences of the Clausius-Duhem inequality (1.24) when combined with the previous framework of kinematics for large strains. Some preliminary restrictions upon the mathematical structure of constitutive equations are obtained. For simplicity, a simple viscoelastic model without internal variables is considered here. Its extension with internal variables is discussed in remark 2.4, at the end of this section.

Definition 2.1 (simple viscoelastic model).
For a simple viscoelastic model, the Cauchy stress splits as

$$
\boldsymbol{\sigma}=\boldsymbol{\sigma}_{e}+\boldsymbol{\sigma}_{p}
$$

where $\boldsymbol{\sigma}_{e}$ (resp. $\boldsymbol{\sigma}_{p}$ ) represents its equilibrium (resp. out-of-equilibrium) part. In the absence of internal thermodynamic state variables, the system is completely determined by the temperature-deformation couple $(\theta, \chi)$. At any time $t \geqslant 0$ and any position $\boldsymbol{x} \in \Omega(t)$, we are able to independently impose some arbitrarily values to $\nabla \theta$ and $\dot{\boldsymbol{F}}$ without changing $\theta$ and $\boldsymbol{F}$, so $(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}})$ could be considered as independent variables for both $\boldsymbol{\sigma}, \boldsymbol{\sigma}_{p}, \boldsymbol{q}$ and $\psi$ while $\boldsymbol{\sigma}_{e}$ is assumed to depend only upon $(\theta, \boldsymbol{F})$. It means that

$$
\begin{equation*}
\boldsymbol{\sigma}(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}})=\boldsymbol{\sigma}_{e}(\theta, \boldsymbol{F})+\boldsymbol{\sigma}_{p}(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}}) \tag{2.6a}
\end{equation*}
$$

At equilibrium, i.e. when $(\nabla \theta, \dot{\boldsymbol{F}})=(0,0)$, the Cauchy stress is given by $\boldsymbol{\sigma}=\boldsymbol{\sigma}_{e}$ and thus

$$
\begin{equation*}
\boldsymbol{\sigma}_{p}(\theta, \boldsymbol{F}, 0,0)=0 \tag{2.6b}
\end{equation*}
$$

Conversely, assume that the heat flux splits as

$$
\begin{align*}
\boldsymbol{q}(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}}) & =\boldsymbol{q}_{e}(\theta, \boldsymbol{F})+\boldsymbol{q}_{p}(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}})  \tag{2.6c}\\
\text { with } \quad \boldsymbol{q}_{p}(\theta, \boldsymbol{F}, 0,0) & =0 \tag{2.6d}
\end{align*}
$$

such that the heat flux reduces to $\boldsymbol{q}=\boldsymbol{q}_{e}$ at equilibrium.
Theorem 2.1 (Helmholtz energy as a potential, Coleman and Noll [37]).
Consider a simple viscoelastic material from definition 2.1. Such a material satisfies the Clausius-Duhem inequality (1.24) if and only if the three conditions are satisfied:

1) the Helmholtz energy $\psi$ is independent of the variables $\nabla \theta$ and $\dot{\boldsymbol{F}}$.
2) The equilibrium stress and heat flux are written as

$$
\begin{align*}
\boldsymbol{\sigma}_{e} & =\rho \frac{\partial \psi}{\partial \boldsymbol{F}} \boldsymbol{F}^{T}  \tag{2.7a}\\
\boldsymbol{q}_{e} & =0 \tag{2.7b}
\end{align*}
$$

3) The dissipation satisfies

$$
\begin{equation*}
\mathscr{D}=\boldsymbol{\sigma}_{p}: \boldsymbol{D}-\frac{\boldsymbol{q} \cdot \nabla \theta}{\theta} \geqslant 0 \tag{2.7c}
\end{equation*}
$$

Proof: The proof is based on a reorganization of several arguments from Coleman and Noll [37], Coleman and Mizel [34, 35], Coleman and Gurtin [33] and Silhavy [169, p. 153]. Let us first prove that (1)-(3) are necessary. The Lagrangian rate of the Helmholtz energy $\psi$ expands over the state variables as

$$
\dot{\psi}=\frac{\partial \psi}{\partial \theta} \dot{\theta}+\frac{\partial \psi}{\partial \boldsymbol{F}}: \dot{\boldsymbol{F}}+\frac{\partial \psi}{\partial \nabla \theta} \nabla \dot{\theta}+\frac{\partial \psi}{\partial \dot{\boldsymbol{F}}}: \ddot{\boldsymbol{F}}
$$

Observe that, from (2.2a), we have $\dot{\boldsymbol{F}}=\nabla \boldsymbol{v} \boldsymbol{F}$ or equivalently $\nabla \boldsymbol{v}=\dot{\boldsymbol{F}} \boldsymbol{F}^{-1}$. Next, since $\boldsymbol{\sigma}$ is symmetric, we deduce $\boldsymbol{\sigma}: \boldsymbol{D}=\boldsymbol{\sigma}: \nabla \boldsymbol{v}=\left(\boldsymbol{\sigma} \boldsymbol{F}^{-T}\right): \dot{\boldsymbol{F}}$. Then, replacing the previous expression of $\dot{\psi}$ in the Clausius-Duhem inequality (1.24) and rearranging leads to

$$
\begin{aligned}
& \mathscr{D}=\rho\left(-s-\frac{\partial \psi}{\partial \theta}\right) \dot{\theta}+\left(\boldsymbol{\sigma} \boldsymbol{F}^{-T}-\rho \frac{\partial \psi}{\partial \boldsymbol{F}}\right): \dot{\boldsymbol{F}} \\
&-\rho \frac{\partial \psi}{\partial \nabla \theta} \nabla \dot{\theta}-\rho \frac{\partial \psi}{\partial \dot{\boldsymbol{F}}}: \ddot{\boldsymbol{F}}-\frac{\boldsymbol{q} \cdot \nabla \theta}{\theta} \geqslant 0
\end{aligned}
$$

This inequality should be satisfied at any time $t \geqslant 0$ and any position $\boldsymbol{x} \in \Omega(t)$. The constitutive functions $\psi, s, \boldsymbol{\sigma}$ and $\boldsymbol{q}$ and the derivatives of $\psi$ are evaluated at $(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}})$. Using the fact that every $(\theta, \boldsymbol{\chi})$ deformation-temperature path can be realized in a process, the values $(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}}, \dot{\theta}, \nabla \dot{\theta}, \ddot{\boldsymbol{F}})$ can be chosen arbitrarily, subject to the restrictions $\theta>0$ and $\boldsymbol{F} \in \mathrm{GL}_{+}(N)$. Since the left-hand-side of the previous inequality depends linearly upon $\dot{\theta}, \nabla \dot{\theta}$ and $\ddot{\boldsymbol{F}}$, the coefficients in front of these variables must vanish, i.e.

$$
\frac{\partial \psi}{\partial \theta}=-s, \quad \frac{\partial \psi}{\partial \nabla \theta}=0 \quad \text { and } \quad \frac{\partial \psi}{\partial \dot{\boldsymbol{F}}}=0
$$

Observe that the expression of the entropy $s$ from the Helmholtz energy $\psi$ is not a novelty, as it was already stated from the optimality relations (1.23b) associated with the Legendre transformation. The two other results are more interesting: they mean that the Helmholtz energy $\psi$ is independent of $\nabla \theta$ and $\dot{\boldsymbol{F}}$ i.e. the statement (1) of the theorem is obtained. The previous inequality then reduces to

$$
\begin{equation*}
\mathscr{D}=\left(\boldsymbol{\sigma} \boldsymbol{F}^{-T}-\rho \frac{\partial \psi}{\partial \boldsymbol{F}}\right): \dot{\boldsymbol{F}}-\frac{\boldsymbol{q} \cdot \nabla \theta}{\theta} \geqslant 0 \tag{2.8}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ and $\boldsymbol{q}$ depends upon $(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}})$ and $\psi$ only upon $(\theta, \boldsymbol{F})$. Recall that the system is completely determined by the temperaturedeformation $(\theta, \boldsymbol{\chi})$ path. Next, assume that the previous inequality (2.8) is satisfied at $(t, \boldsymbol{X})$ and admits a smooth enough evolution. This then means that this inequality should also hold for all ( $t^{\prime}, \boldsymbol{X}^{\prime}$ ) that belong in a small enough vicinity of $(t, \boldsymbol{X})$. Following an argument proposed by Coleman and Gurtin [33, p. 600], eqn (5.7), let us arbitrarily choose in this vicinity the following temperature-deformation path:

$$
\begin{aligned}
\chi\left(t^{\prime}, \boldsymbol{X}^{\prime}\right) & =\chi(t, \boldsymbol{X})+\left\{\boldsymbol{F}(t, \boldsymbol{X})+\left(t^{\prime}-t\right) \dot{\boldsymbol{F}}_{1}\right\} \cdot\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}\right) \\
\theta\left(t^{\prime}, \boldsymbol{X}^{\prime}\right) & =\theta(t, \boldsymbol{X})+\nabla \theta_{1} \cdot\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}\right)
\end{aligned}
$$

where $\dot{\boldsymbol{F}}_{1}$ and $\nabla \theta_{1}$ are arbitrarily chosen. Observe that $\dot{\boldsymbol{F}}\left(t^{\prime}, \boldsymbol{X}^{\prime}\right)=\dot{\boldsymbol{F}}_{1}$ and $\nabla \theta\left(t^{\prime}, \boldsymbol{X}^{\prime}\right)=\nabla \theta_{1}$. Then, by evaluating (2.8) at $\left(t^{\prime}, \boldsymbol{X}^{\prime}\right)$ and then passing to the limit $\left(t^{\prime}, \boldsymbol{X}^{\prime}\right) \rightarrow(t, \boldsymbol{X})$, we get at $(t, \boldsymbol{X})$ :

$$
\left(\boldsymbol{\sigma} \boldsymbol{F}^{-T}-\rho \frac{\partial \psi}{\partial \boldsymbol{F}}\right): \dot{\boldsymbol{F}}_{1}-\frac{\boldsymbol{q} \cdot \nabla \theta_{1}}{\theta} \geqslant 0
$$

where $\boldsymbol{\sigma}$ and $\boldsymbol{q}$ are evaluated at $\left(\theta, \boldsymbol{F}, \nabla \theta_{1}, \dot{\boldsymbol{F}}_{1}\right)$. Let us replace $\left(\nabla \theta_{1}, \dot{\boldsymbol{F}}_{1}\right)$ by $\left(\varepsilon \nabla \theta_{1}, \varepsilon \dot{\boldsymbol{F}}_{1}\right)$ for any $\left.\left.\varepsilon \in\right] 0,1\right]$. We then obtain:

$$
\varepsilon\left(\boldsymbol{\sigma} \boldsymbol{F}^{-T}-\rho \frac{\partial \psi}{\partial \boldsymbol{F}}\right): \dot{\boldsymbol{F}}_{1}-\varepsilon \frac{\boldsymbol{q} \cdot \nabla \theta_{1}}{\theta} \geqslant 0
$$

where $\boldsymbol{\sigma}$ and $\boldsymbol{q}$ are now evaluated at $\left(\theta, \boldsymbol{F}, \varepsilon \nabla \theta_{1}, \varepsilon \dot{\boldsymbol{F}}_{1}\right)$. Let now divide by $\epsilon$ and, next, pass to the limit $\varepsilon \rightarrow 0$. By continuity of $\boldsymbol{\sigma}$ and $\boldsymbol{q}$, we get

$$
\left(\boldsymbol{\sigma}(\theta, \boldsymbol{F}, 0,0) \boldsymbol{F}^{-T}-\rho \frac{\partial \psi}{\partial \boldsymbol{F}}(\theta, \boldsymbol{F})\right): \dot{\boldsymbol{F}}_{1}-\frac{1}{\theta} \boldsymbol{q}(\theta, \boldsymbol{F}, 0,0) . \nabla \theta_{1} \geqslant 0
$$

Since the left-hand-side of the previous inequality depends linearly upon $\dot{\boldsymbol{F}}_{1}$ and $\nabla \theta_{1}$, the coefficients in front of these variables must vanish, i.e.

$$
\begin{aligned}
\boldsymbol{\sigma}(\theta, \boldsymbol{F}, 0,0) \boldsymbol{F}^{-T} & =\rho \frac{\partial \psi}{\partial \boldsymbol{F}}(\theta, \boldsymbol{F}) \\
\boldsymbol{q}(\theta, \boldsymbol{F}, 0,0) & =0
\end{aligned}
$$

Using (2.6a) at $(\theta, \boldsymbol{F}, \nabla \theta, \dot{\boldsymbol{F}})$ and $(2.6 \mathrm{~b})$, we get $\boldsymbol{\sigma}_{e}(\theta, \boldsymbol{F})=\boldsymbol{\sigma}(\theta, \boldsymbol{F}, 0,0)$ and then we obtain (2.7a). Conversely, using (2.6d) and (2.6c), we obtain (2.7b) i.e. statement (2) of the theorem is complete. Next, (2.7c) is the direct consequence of the previous inequality (2.8) when using the split (2.6a) for the Cauchy stress $\boldsymbol{\sigma}$ and statement (3) is proved. Finally, reversing the order of the arguments shows that (1)-(3) imply $\mathscr{D} \geqslant 0$ i.e. the Clausius-Duhem inequality (1.24).

Remark 2.2 (Helmholtz energy as an elastic potential).

- Part (1) of theorem 2.1 gives an important restriction upon the dependence of $\psi$, while part (2), with (2.7a), states that $\psi$ acts as a potential for the equilibrium stress $\boldsymbol{\sigma}_{e}$. Finally, part (3) with its expression (2.7c) of the dissipation, shows that the equilibrium stress $\boldsymbol{\sigma}_{e}$ does not contribute to dissipation: $\boldsymbol{\sigma}_{e}$ represents the reversible part of the Cauchy stress while $\boldsymbol{\sigma}_{p}$ represents its irreversible part.
- Hyperelasticity was introduced in 1839 by Green [72, 73] They began by considering only a subset of elastic models for which it is possible to express the problem as a minimization of an elastic potential. When the viscous term $\boldsymbol{\sigma}_{p}$ is absent, the previous model reduces to elasticity. Then, theorem 2.1 simply states that all elastic models should necessarily be hyperelastic for the Clausius-Duhem inequality (1.24) to be satisfied, and, moreover, that the elastic potential is the Helmholtz energy $\psi$.

Remark 2.3 (examples: elastic and viscoelastic solid models).
A simple and popular elastic model for solids is written as $\boldsymbol{\sigma}=2 G \boldsymbol{e}$ where $G>0$ is an elastic coefficient and $\boldsymbol{e}=\left(\boldsymbol{F} \boldsymbol{F}^{T}-\boldsymbol{I}\right) / 2$ is the left GreenLagrange strain tensor. This is a simplified version of the neo-Hookean model introduced in 1971 by Blatz [10]. The complete neo-Hookean model will be studied in section 5.3. Its associated Helmholtz energy is written as:

$$
\psi(\boldsymbol{F})=\frac{G}{2 \rho}\left(\operatorname{tr}\left(\boldsymbol{F} \boldsymbol{F}^{T}\right)-\log \operatorname{det}\left(\boldsymbol{F} \boldsymbol{F}^{T}\right)-N\right)
$$

such that it acts as an elastic potential, i.e. $\boldsymbol{\sigma}=\rho \frac{\partial \psi}{\partial \boldsymbol{F}}(\boldsymbol{F})$.
This model extends to a viscoelastic Kelvin-Voigt solid as $\boldsymbol{\sigma}=2 G \boldsymbol{e}+2 \eta \boldsymbol{D}$ where $\eta>0$ is a viscosity coefficient and the stretching is expressed as $\boldsymbol{D}=\boldsymbol{\operatorname { s y m }}(\nabla \boldsymbol{v})=\boldsymbol{\operatorname { s y m }}\left(\dot{\boldsymbol{F}} \boldsymbol{F}^{-1}\right)$ from (2.2a). In that case, the reversible part of the stress is $\boldsymbol{\sigma}_{e}=2 G \boldsymbol{e}$ while its irreversible part is written as $\boldsymbol{\sigma}_{d}=2 \eta \boldsymbol{D}$. The viscoelastic Kelvin-Voigt solids will be studied in section 5.9.

Remark 2.4 (internal state variables).
For simplicity, a simple viscoelastic model without internal variables was considered in theorem 2.1: our goal was to point out some preliminary restrictions upon constitutive equations. The extension to internal state variables was first explored in 1967 by Coleman and Gurtin [33] and will be investigated in depth in chapter 4 . Let us mention briefly the changes: since only the mathematical structure is important here, without loss of generality, we could suppose that there is only one scalar internal state variable denoted by $\alpha$, while $\dot{\alpha}$ is its Lagrangian rate. Equilibrium corresponds to $(\nabla \theta, \dot{\boldsymbol{F}}, \dot{\alpha})=(0,0,0)$. Then, statement (1) in theorem 2.1 extends as $\psi$ is independent of $(\nabla \theta, \dot{\boldsymbol{F}}, \dot{\alpha})$ i.e. it depends only upon state variables $(\theta, \boldsymbol{F}, \alpha)$ and not their rates. Statement (2) and (3) could possibly be no longer valid, depending upon constitutive equations for the internal states.

### 2.3 Objectivity

This principle, although implicitly used by many scientists in the history of mechanics, was first stated explicitly in 1950 by Oldroyd [143, p. 524], who wrote: " The form of the completely general [constitutive] equations must be restricted by the requirement that the equations describe properties independent of the frame of reference", see Fig. 2.4.left. In 1955, Noll [138, p. 17] developed this idea further but he referred to it as the "principle of isotropy of space", which is confusing, as isotropy is a different concept (see section 2.7). Finally, in 1959, Noll [139, p. 280] clarified this as the principle of objectivity, see also Truesdell and Noll [176, p. 41].

Postulate 2.1 (objectivity).
The constitutive equations should not depend upon the choice of the frame used to describe them.

The objectivity principle is important for designing constitutive equations: it strongly restricts the possibilities for the constitutive equations, as shown in this section. Here, objectivity means independence from a frame, not a person, so, this postulate is also called principle of material frame indifference in order to avoid possible misinterpretations. When a mathematical model satisfies this requirement, it is said to be objective or frame-indifferent. Never-


Fig. 2.4 (left) James G. Oldroyd (1921-1982), photo from [148]. (right) Walter Noll (19252017) in 2012 at Rome, photo at the 23th international congress of the Italian society of historians of physics and astronomy (license: CC-BY-SA-2.0).
theless, in most textbooks, the corresponding tensors, rates and functions are always referred to as objective and never as frame-indifferent. So, in order to clarify this concept and avoid possible confusion, only one term, objectivity, will be used here: it refers to both the postulate itself and its consequences on tensors, rates, functions and constitutive equations.
Without loss of generality, let us consider two frames: frame 1 , which is associated with $\left(0, x_{1}, \ldots, x_{N}\right)$ at the rest, and frame 2 which is animated by a rigid motion, i.e. a combination of rotation and translation, and associated with $\left(\widehat{\boldsymbol{x}}_{0}, \widehat{x}_{1}, \ldots, \widehat{x}_{N}\right)$, as shown on Fig. 2.5. Let $\boldsymbol{x}$ be the position of a material


Fig. 2.5 Frame change with a rigid motion: rotation and translation $(N=2)$.
particle, as observed from frame 1 , and $\widehat{\boldsymbol{x}}$, the position of the same material particle as seen from frame 2. Then we have

$$
\begin{equation*}
\widehat{\boldsymbol{x}}=\boldsymbol{R}(t) \boldsymbol{x}+\widehat{\boldsymbol{x}}_{0}(t) \tag{2.9}
\end{equation*}
$$

where $\boldsymbol{R}(t) \in \mathrm{O}(N)$ denotes the rotation matrix, i.e. $\boldsymbol{R}^{-1}=\boldsymbol{R}^{T}$. Note that, for any Eulerian scalar field $\varphi$ defined in $] 0, T[\times \Omega(t)$, its gradient $\nabla \varphi$ for frame 1 transforms as $\boldsymbol{R}^{-T} \nabla \varphi=\boldsymbol{R} \nabla \varphi$ for frame 2.

Proposition 2.5 (Lagrangian rates of vectors and tensors).
The Lagrangian rate of any vector field $\boldsymbol{u}$ and symmetric tensor field $\boldsymbol{\tau}$, defined by (2.5), are not objective.

Proof: Let $\boldsymbol{u}$ be any vector field, as observed from the first frame. It transforms as $\widehat{\boldsymbol{u}}=\boldsymbol{R} \boldsymbol{u}$. Taking its Lagrangian rate leads to

$$
\begin{equation*}
\dot{\widehat{u}}=R \dot{u}+\dot{R} u \tag{2.10a}
\end{equation*}
$$

As the second term of the right-hand-side of the previous relation does not vanish, the Lagrangian rate of the vector is not objective. Conversely, let $\boldsymbol{\tau}$ be any symmetric tensor, as observed from the first frame. t transforms as $\widehat{\boldsymbol{\tau}}=\boldsymbol{R} \boldsymbol{\tau} \boldsymbol{R}$. Taking its Lagrangian rate leads to

$$
\begin{equation*}
\dot{\hat{\tau}}=\boldsymbol{R} \dot{\boldsymbol{\tau}} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{\tau} \boldsymbol{R}^{T}+\boldsymbol{R} \boldsymbol{\tau} \dot{\boldsymbol{R}}^{T} \tag{2.10b}
\end{equation*}
$$

As the two last terms of the right-hand-side of the previous relation do not vanish, the Lagrangian rate of the symmetric tensor is also not objective.

Remark 2.6 (Lagrangian rate of vector and tensor).
From proposition 2.5 and the principle of objectivity, it is clear that the Lagrangian rate of vectors and tensors should be avoided in constitutive equations.

Remark 2.7 (Galilean frames and conservation of momentum).
Note that the acceleration, i.e. the Lagrangian rate of the velocity $\boldsymbol{\boldsymbol { v }}$ is thus not objective: rotations or non-affine translations change the acceleration. Thus, the conservation of linear momentum (0.2), page 1, is also not objective. Nevertheless, a rapid inspection shows that $\dot{\boldsymbol{v}}$ is unchanged for a Galilean change of frame, i.e for an observer that moves with a constant translation velocity. With the present formalism, a Galilean change of frame corresponds to $\boldsymbol{R}(t)=\boldsymbol{I}$ and $\widehat{\boldsymbol{x}}_{0}(t)=\overline{\boldsymbol{v}}_{0} t+\overline{\boldsymbol{x}}_{0}$ where $\overline{\boldsymbol{v}}_{0}, \overline{\boldsymbol{x}}_{0} \in \mathbb{R}^{N}$ are constant, i.e. independent of time. Replacing this expression of $\boldsymbol{R}$ in (2.10a), the acceleration $\boldsymbol{v}$ is then unchanged by any Galilean change of frame. See also remark 1.5, page 12 , for a discussion about Galilean frames and the conservation of momentum.

Proposition 2.8 (space-derivatives of the velocity).
The stretching tensor $\boldsymbol{D}$ is objective while the gradient of velocity $\nabla \boldsymbol{v}$ and the vorticity $\boldsymbol{W}$ are non-objective.

Proof: Similar to the position $\boldsymbol{x}$ which is given by (2.1a), the position $\widehat{\boldsymbol{x}}$ is given by the transformation $\widehat{\chi}$ defined by

$$
\begin{equation*}
\widehat{\boldsymbol{\chi}}(t, \boldsymbol{X})=\boldsymbol{R}(t) \boldsymbol{\chi}(t, \boldsymbol{X})+\widehat{x}_{0}(t) \tag{2.11a}
\end{equation*}
$$

for all $t>0$ and $\boldsymbol{X} \in \Omega_{0}$. This transformation satisfies

$$
\left\{\begin{aligned}
\frac{\partial \widehat{\boldsymbol{\chi}}}{\partial t}(t, \boldsymbol{X}) & =\dot{\boldsymbol{R}}(t) \chi(t, \boldsymbol{X})+\boldsymbol{R}(t) \frac{\partial \boldsymbol{\chi}}{\partial t}(t, \boldsymbol{X})+\dot{\widehat{x}}_{0}(t), \forall t>0 \\
\widehat{\boldsymbol{\chi}}(0, \boldsymbol{X}) & =\boldsymbol{R}(0) \boldsymbol{X}+\widehat{x}_{0}(0)
\end{aligned}\right.
$$

Up to an initial rotation $\boldsymbol{R}(0)$ and translation $\widehat{x}_{0}(0)$ for frame 2 , we could assume, for simplicity and without loss of generality, that the two frames share the same reference configuration at $t=0$, as shown in Fig. 2.5. Thus, compared to (2.1a), the velocity for the second frame could be identified:

$$
\begin{aligned}
\widehat{\boldsymbol{v}}(t, \widehat{\boldsymbol{\chi}}(t, \boldsymbol{X})) & =\dot{\boldsymbol{R}}(t) \boldsymbol{\chi}(t, \boldsymbol{X})+\boldsymbol{R}(t) \frac{\partial \boldsymbol{\chi}}{\partial t}(t, \boldsymbol{X})+\dot{\vec{x}}_{0}(t) \\
& =\dot{\boldsymbol{R}}(t) \boldsymbol{\chi}(t, \boldsymbol{X})+\boldsymbol{R}(t) \boldsymbol{v}(t, \boldsymbol{\chi}(t, \boldsymbol{X}))+\dot{\vec{x}}_{0}(t) \\
\Longleftrightarrow \widehat{\boldsymbol{v}} & =\dot{\boldsymbol{R}} \boldsymbol{x}+\boldsymbol{R} \boldsymbol{v}+\dot{\grave{x}}_{0}
\end{aligned}
$$

The gradient of velocity tensor $\nabla \boldsymbol{v}=\left(\frac{\partial v_{i}}{\partial x_{j}}\right)_{1 \leqslant i, j \leqslant N}$ transforms for the second frame as

$$
\begin{equation*}
\widehat{\nabla} \widehat{\boldsymbol{v}}=\left(\frac{\partial \widehat{v}_{i}}{\partial \widehat{x}_{j}}\right)_{1 \leqslant i, j \leqslant N}=\left(\sum_{k=1}^{N} \frac{\partial \widehat{v}_{i}}{\partial x_{k}} \frac{\partial x_{k}}{\partial \widehat{x}_{j}}\right)_{1 \leqslant i, j \leqslant N} \tag{2.11b}
\end{equation*}
$$

where the tensor $\left(\frac{\partial x_{i}}{\partial \widehat{x}_{j}}\right)_{1 \leqslant i, j \leqslant N}$ is simply the inverse of $\left(\frac{\partial \widehat{x}_{i}}{\partial x_{j}}\right)_{1 \leqslant i, j \leqslant N}$ which could be identified from (2.9) as $\boldsymbol{R} \in \mathrm{O}(N)$. Then $\left(\frac{\partial x_{i}}{\partial \widehat{x}_{j}}\right)_{1 \leqslant i, j \leqslant N}=\boldsymbol{R}^{-1}=\boldsymbol{R}^{T}$ and the expression (2.11b) of the velocity gradient for frame 2 becomes successively

$$
\begin{aligned}
\widehat{\nabla} \widehat{\boldsymbol{v}} & =\nabla \widehat{\boldsymbol{v}} \boldsymbol{R}^{T} \\
& =\nabla\left(\dot{\boldsymbol{R}} \boldsymbol{x}+\boldsymbol{R} \dot{\boldsymbol{x}}+\dot{\widehat{\boldsymbol{x}}}_{0}\right) \boldsymbol{R}^{T} \\
& =(\dot{\boldsymbol{R}}+\boldsymbol{R} \nabla \dot{\boldsymbol{x}}) \boldsymbol{R}^{T} \\
& =\boldsymbol{R} \nabla \boldsymbol{v} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T}
\end{aligned}
$$

Thus $\widehat{\nabla} \widehat{\boldsymbol{v}} \neq \boldsymbol{R} \nabla \boldsymbol{v} \boldsymbol{R}^{T}$ and therefore the gradient of velocity tensor is nonobjective. Next, let us turn to the stretching tensor $2 \boldsymbol{D}=\nabla \boldsymbol{v}+\nabla \boldsymbol{v}^{T}$ that transforms as

$$
2 \widehat{\boldsymbol{D}}=\widehat{\nabla} \widehat{\boldsymbol{v}}+\widehat{\nabla} \widehat{\boldsymbol{v}}^{T}=\boldsymbol{R} 2 \boldsymbol{D} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T}+\boldsymbol{R} \dot{\boldsymbol{R}}^{T}
$$

From $\boldsymbol{R}^{-1}=\boldsymbol{R}^{T}$ we have $\boldsymbol{R} \boldsymbol{R}^{T}=\boldsymbol{I}$ and taking the Lagrangian rate of this last relation, we get

$$
\begin{equation*}
\dot{\boldsymbol{R}} \boldsymbol{R}^{T}+\boldsymbol{R} \dot{\boldsymbol{R}}^{T}=0 \tag{2.11c}
\end{equation*}
$$

and then $\widehat{\boldsymbol{D}}=\boldsymbol{R} \boldsymbol{D} \boldsymbol{R}^{T}$. Thus, contrary to the gradient of velocity, the stretching tensor is objective. Consider finally the vorticity tensor $2 \boldsymbol{W}$ which transforms into

$$
\begin{aligned}
2 \widehat{\boldsymbol{W}} & =\widehat{\nabla} \widehat{\boldsymbol{v}}-\widehat{\nabla} \widehat{\boldsymbol{v}}^{T} \\
& =\boldsymbol{R} \nabla \boldsymbol{v} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T} \\
& -\boldsymbol{R} \nabla \boldsymbol{v}^{T} \boldsymbol{R}^{T}-\boldsymbol{R} \dot{\boldsymbol{R}}^{T} \\
& =\boldsymbol{R} 2 \boldsymbol{W} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T}-\boldsymbol{R} \dot{\boldsymbol{R}}^{T}
\end{aligned}
$$

From (2.11c), we obtain

$$
\begin{equation*}
-\boldsymbol{R} \dot{\boldsymbol{R}}^{T}=\dot{\boldsymbol{R}} \boldsymbol{R}^{T} \tag{2.11d}
\end{equation*}
$$

and then

$$
\begin{equation*}
\widehat{\boldsymbol{W}}=\boldsymbol{R} \boldsymbol{W} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T} \tag{2.11e}
\end{equation*}
$$

Finally, the vorticity tensor is non-objective and the proof is complete.


Fig. 2.6 (left) Stanislaw Zaremba (1863-1942), photo near 1939 (public domain reproduction). (right) Gustav Jaumann (1863-1924), in 1908, photo by Viktor von Lang (public domain reproduction).

The following corotational rate, i.e. rotating with the material, was independently proposed in 1903 by Zaremba [190] and in 1911 by Jauman [97], see Fig. 2.6.


Fig. 2.7 The Zaremba-Jaumann corotational rate combines the local velocity with the local rotation. The background image is a SPOT satellite aerial picture of a $59 \times 59 \mathrm{~km}^{2}$ portion of the Arctic sea ice cover centered around $80.18^{\circ} \mathrm{N}, 108.55^{\circ} \mathrm{W}$.

Definition 2.9 (Zaremba-Jaumann corotational rate of vectors and tensors).
The Zaremba-Jaumann corotational rate of any vector field $\boldsymbol{u}$ and any symmetric tensor $\boldsymbol{\tau}$ are defined respectively by

$$
\begin{align*}
& \stackrel{\circ}{\boldsymbol{u}}=\dot{\boldsymbol{u}}-\boldsymbol{W} \boldsymbol{u}  \tag{2.12a}\\
& \stackrel{\circ}{\tau}=\dot{\boldsymbol{\tau}}-\boldsymbol{W} \boldsymbol{\tau}+\boldsymbol{\tau} \boldsymbol{W} \tag{2.12b}
\end{align*}
$$

where $\dot{\boldsymbol{u}}$ and $\dot{\boldsymbol{\tau}}$ denote the Lagrangian rates, as defined in 2.5.
Remark 2.10 (interpretation of the Zaremba-Jaumann corotational rate). Fig. 2.7 shows the behavior of a tensor $\boldsymbol{a}$ that satisfies $\stackrel{\circ}{\boldsymbol{a}}=0$. It is passively advected with the velocity $\boldsymbol{v}$, as for the Lagrangian rate, but also rotated with the vorticity $\boldsymbol{W}=\operatorname{skew}(\nabla \boldsymbol{v})$. So, the angle between the eigenvectors of $\boldsymbol{a}$ and the velocity remains constant during the evolution and the eigenvalues are also unchanged. In terms of application, the tensor $\boldsymbol{a}$ could represent the texture of a rigid microstructure that is, as a raft, passively advected and rotated without deforming.

Proposition 2.11 (objectivity of the Zaremba-Jaumann corotational rate).
The Zaremba-Jaumann corotational rates of vectors and symmetric tensors are objective.

Proof: Consider the effect of the rotation on the vector field $\boldsymbol{u}$ : it is expressed as $\boldsymbol{W} \boldsymbol{u}$ and, from (2.11e), it transforms as:

$$
\begin{aligned}
\widehat{\boldsymbol{W}} \widehat{\boldsymbol{u}} & =\left(\boldsymbol{R} \boldsymbol{W} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T}\right)(\boldsymbol{R} \boldsymbol{u}) \\
& =\boldsymbol{R} \boldsymbol{W} \boldsymbol{R} \boldsymbol{u}+\dot{\boldsymbol{R}} \boldsymbol{u}
\end{aligned}
$$

Note that the last term of the right-hand-side of the previous relation is the same as the last one in the right-hand-side of (2.10a), that is expressed as the Lagrangian rate $\dot{\overline{\boldsymbol{u}}}$ for the second frame. Since the Zaremba-Jaumann corotational rate (2.12a) is simply obtained by subtracting the rotation effect from the Lagrangian rate, the proof is complete for a vector field.
Next, consider the effect of the rotation on the symmetric tensor $\boldsymbol{\tau}$ : it corresponds to the symmetric part of $2 \boldsymbol{W} \boldsymbol{\tau}$ that is written as:

$$
2 \operatorname{sym}(\boldsymbol{W} \boldsymbol{\tau})=\boldsymbol{W} \boldsymbol{\tau}-\boldsymbol{\tau} \boldsymbol{W}
$$

since the vorticity tensor $\boldsymbol{W}$ is skew-symmetric. From (2.11e), it transforms successively as:

$$
\begin{aligned}
2 \operatorname{sym}(\widehat{\boldsymbol{W}} \widehat{\boldsymbol{\tau}})= & \left(\boldsymbol{R} \boldsymbol{W} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T}\right)\left(\boldsymbol{R} \boldsymbol{\tau} \boldsymbol{R}^{T}\right) \\
& -\left(\boldsymbol{R} \boldsymbol{\tau} \boldsymbol{R}^{T}\right)\left(\boldsymbol{R} \boldsymbol{W} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{R}^{T}\right) \\
= & \boldsymbol{R}(\boldsymbol{W} \boldsymbol{\tau}-\boldsymbol{\tau} \boldsymbol{W}) \boldsymbol{R}^{T} \\
& -\boldsymbol{R} \boldsymbol{\tau} \boldsymbol{R}^{T} \dot{\boldsymbol{R}} \boldsymbol{R}^{T}+\dot{\boldsymbol{R}} \boldsymbol{\tau} \boldsymbol{R}^{T} \\
= & \boldsymbol{R}(\boldsymbol{W} \boldsymbol{\tau}-\boldsymbol{\tau} \boldsymbol{W}) \boldsymbol{R}^{T} \\
& -\boldsymbol{R} \boldsymbol{\tau} \boldsymbol{R}^{T}\left(-\boldsymbol{R} \dot{\boldsymbol{R}}^{T}\right)+\dot{\boldsymbol{R}} \boldsymbol{\tau} \boldsymbol{R}^{T} \quad \text { from (2.11d) } \\
= & \boldsymbol{R}(\boldsymbol{W} \boldsymbol{\tau}-\boldsymbol{\tau} \boldsymbol{W}) \boldsymbol{R}^{T} \\
& +\boldsymbol{R} \boldsymbol{\tau} \dot{\boldsymbol{R}}^{T}+\dot{\boldsymbol{R}} \boldsymbol{\tau} \boldsymbol{R}^{T} \quad \text { since } \boldsymbol{R}^{T} \boldsymbol{R}=\boldsymbol{I}
\end{aligned}
$$

Note that the two last terms on the right-hand-side of the previous relation are the same as the last two on the right-hand-side of (2.10b), which expresses the Lagrangian rate $\dot{\hat{\tau}}$ for the second frame. Since the Zaremba-Jaumann corotational rate ( 2.12 b ) is simply obtained by subtracting the rotation effect from the Lagrangian rate of a tensor, the proof is complete.
Table 2.1 summarizes these properties: recall that, from postulate 2.1 , only objective quantities can be involved in constitutive equations, which strongly restrict the possibilities. The two tensors $\boldsymbol{B}$ and $\boldsymbol{C}$ will be discussed during the next section.


Table 2.1 Frame change for some kinematic quantities and for any vector $\boldsymbol{u}$ and tensor $\boldsymbol{\tau}$.

### 2.4 Cauchy-Green tensors

In order to describe the deformation of an elastic material, constitutive equations propose a relation between the Cauchy stress $\boldsymbol{\sigma}$ and the gradient of deformation $\boldsymbol{F}$, as defined by (2.2a)-(2.2b). In this section, we first observe that $\boldsymbol{F}$ decomposes into a pure rotation plus a rotation-free stretch. Recall that we are interested in isotropic material, for which the behavior is a priori independent of its initial rotation. Then, in this section, we focus on this stretch part of the deformation. Here follows a classic result from matrix analysis:


Fig. 2.8 The polar decomposition $\boldsymbol{F}=\boldsymbol{R} \boldsymbol{U}=\boldsymbol{V} \boldsymbol{R}$ with its two possible combinations of rotation and stretch. The background image is a liquid foam picture by Dollet and Graner [44], Fig. 1.a.

Lemma 2.12 (polar decomposition).
A matrix $\boldsymbol{F} \in \mathrm{GL}(N)$ admits an unique decomposition as

$$
\boldsymbol{F}=\boldsymbol{R} \boldsymbol{U}=\boldsymbol{V} \boldsymbol{R} \text { where } \boldsymbol{R} \in \mathrm{O}(N) \text { and } \boldsymbol{U}, \boldsymbol{V} \in \mathbb{R}_{s+}^{N \times N}
$$

See Fig. 2.8. Moreover, if $\boldsymbol{F} \in \operatorname{GL}_{+}(N)$, then $\boldsymbol{R} \in \mathrm{SO}(N)$.
Here, $\boldsymbol{U}$ is referred to as the right stretch and $\boldsymbol{V}$ as the left stretch.
Proof: There are many different proofs of this fundamental result from matrix analysis, see e.g. Halmos [80, p. 169], Ciarlet [27, p. 94], Itskov [96, p. 197] or Hashiguchi [83, p. 43].
Remark 2.13 (rotation and stretch).
Note that the pure rotation factor $\boldsymbol{R}$ does not generate any strain: it is
then convenient to extract from the gradient of deformation $\boldsymbol{F}$ a rotationindependent strain measure i.e. either $\boldsymbol{U}$ or $\boldsymbol{V}$. From the previous polar decomposition, observe that $\boldsymbol{U}=\boldsymbol{R}^{T} \boldsymbol{F}$ and then, since $\boldsymbol{U}$ is symmetric, we have $\boldsymbol{U}^{2}=\boldsymbol{U}^{T} \boldsymbol{U}=\boldsymbol{F}^{T} \boldsymbol{R} \boldsymbol{R}^{T} \boldsymbol{F}=\boldsymbol{F}^{T} \boldsymbol{F}$. Conversely, $\boldsymbol{V}^{2}=\boldsymbol{F} \boldsymbol{F}^{T}$. These two tensors merit special attention.


Fig. 2.9 (left) Augustin-Louis Cauchy (1789-1857) near 1840. Lithograph by Zéphirin Belliard from a painting by Jean Roller (public domain reproduction). (right) George Green (1793-1841). His memorial was in 1993 at Westminster Abbey, 200 years after his birth. Note the representation of his mill on top. Photo from Cannell [15]. There appears to be no portrait of him and he died shortly after photography was invented.

Definition 2.14 (Cauchy-Green tensors, see Fig. 2.9).
The left Cauchy-Green tensor is $\boldsymbol{B}=\boldsymbol{F} \boldsymbol{F}^{T}$ while the right Cauchy-Green tensor is $\boldsymbol{C}=\boldsymbol{F}^{T} \boldsymbol{F}$.

Proposition 2.15 (Cauchy-Green tensors).

1) The left Cauchy-Green tensor $\boldsymbol{B}$ is both symmetric definite positive and objective.
2) The right Cauchy-Green tensor $\boldsymbol{C}$ is also symmetric definite positive but not objective.

Proof: Both $\boldsymbol{B}$ and $\boldsymbol{C}$ are symmetric and positive by construction, while also being definite since $\boldsymbol{F}$ is invertible. Taking the gradient of (2.11a) leads to $\widehat{\boldsymbol{F}}=\boldsymbol{R} \boldsymbol{F}$ and thus $\widehat{\boldsymbol{B}}=\boldsymbol{R} \boldsymbol{B} \boldsymbol{R}^{T}$ which is then objective while $\widehat{\boldsymbol{C}}=\boldsymbol{F}^{T} \boldsymbol{F}=\boldsymbol{C}$ is invariant but not objective.

Remark 2.16 (using left or right Cauchy-Green tensor ?).
The right Cauchy-Green tensor $\boldsymbol{C}$ is invariant, as shown during the proof of the previous result. It is used by numerous Lagrangian formulations in the reference configuration, especially for problems in solid mechanics associated with bounded deformations.

For the general case of possibly unbounded deformations, e.g. soft solids or complex fluids, the Eulerian formulation in the transformed configuration $\Omega(t)$ is prefered. In that case, the left Cauchy-Green tensor $\boldsymbol{B}$ is the ideal candidate for writing constitutive equations. Finally, note that $\boldsymbol{B}^{-1}$ is, similar to $\boldsymbol{B}$, symmetric definite positive and objective, and that it develops interesting properties.

Remark 2.17 (history and terminology).
In 1828, Cauchy [22, 23] introduced first the tensor $\boldsymbol{B}^{-1}$. Independently, in 1839, Green [72, 73] proposed the tensor $\boldsymbol{C}=\boldsymbol{F}^{T} \boldsymbol{F}$. The left Cauchy-Green tensor $\boldsymbol{B}=\boldsymbol{F} \boldsymbol{F}^{T}$ was then used later. The terms used for these tensors can sometimes be confusing: for instance, the international union of pure and applied chemistry (IUPAC) recommends [106, p. 710] for $\boldsymbol{B}, \boldsymbol{B}^{-1}, \boldsymbol{C}, \boldsymbol{C}^{-1}$ to refer to the Green, Piola, Cauchy, Finger tensors, respectively. We do not retain this recommendation and prefer here the widely used terms of left and right Cauchy-Green tensors.

The following upper- and lower-convected rates were proposed in 1950 by Oldroyd [143], see Fig. 2.4.left.

Definition 2.18 (upper and lower-convected rates, Oldroyd [143]).
The upper-convected rate is defined for any vector field $\boldsymbol{u}$ and any symmetric tensor $\boldsymbol{\tau}$ respectively by

$$
\begin{align*}
\stackrel{\nabla}{\boldsymbol{u}} & =\dot{\boldsymbol{u}}-(\nabla \boldsymbol{v}) \boldsymbol{u}  \tag{2.13a}\\
\stackrel{\nabla}{\boldsymbol{\tau}} & =\dot{\boldsymbol{\tau}}-(\nabla \boldsymbol{v}) \boldsymbol{\tau}-\boldsymbol{\tau}(\nabla \boldsymbol{v})^{T} \tag{2.13b}
\end{align*}
$$

Conversely, the lower-convected rate is defined by

$$
\begin{align*}
& \stackrel{\Delta}{\boldsymbol{u}}=\dot{\boldsymbol{u}}+(\nabla \boldsymbol{v})^{T} \boldsymbol{u}  \tag{2.13c}\\
& \stackrel{\Delta}{\boldsymbol{\tau}}=\dot{\boldsymbol{\tau}}+(\nabla \boldsymbol{v})^{T} \boldsymbol{\tau}+\boldsymbol{\tau}(\nabla \boldsymbol{v}) \tag{2.13d}
\end{align*}
$$

Proposition 2.19 (rate of the left Cauchy-Green tensor).

$$
\begin{align*}
\stackrel{\nabla}{\boldsymbol{B}} & =0  \tag{2.14a}\\
\stackrel{\Delta}{\boldsymbol{B}^{-1}} & =0 \tag{2.14b}
\end{align*}
$$

Proof: From (2.2a), we get

$$
\dot{\boldsymbol{B}}=\stackrel{\dot{\boldsymbol{F} \boldsymbol{F}^{T}}}{=} \dot{\boldsymbol{F}} \boldsymbol{F}^{T}+\boldsymbol{F} \dot{\boldsymbol{F}}^{T}=\nabla \boldsymbol{v} \boldsymbol{F} \boldsymbol{F}^{T}+\boldsymbol{F} \boldsymbol{F}^{T} \nabla \boldsymbol{v}^{T}=\nabla \boldsymbol{v} \boldsymbol{B}+\boldsymbol{B}(\nabla \boldsymbol{v})^{T}
$$

which is equivalent to (2.14a) by definition (2.13b) of the upper-convected rate. Next, $\boldsymbol{B}^{-1}=\left(\boldsymbol{F} \boldsymbol{F}^{T}\right)^{-1}=\boldsymbol{F}^{-T} \boldsymbol{F}^{-1}$ and then, taking its time rate and using (2.3)

$$
\dot{\boldsymbol{B}^{-1}}=\dot{\boldsymbol{F}^{-T} \boldsymbol{F}^{-1}}=\left(\dot{\boldsymbol{F}^{-1}}\right)^{T} \boldsymbol{F}^{-1}+\boldsymbol{F}^{-T} \dot{\dot{\boldsymbol{F}^{-1}}}=-(\nabla \boldsymbol{v})^{T} \boldsymbol{B}^{-1}-\boldsymbol{B}^{-1} \nabla \boldsymbol{v}
$$

which is equivalent to (2.14b) by definition (2.13d) of the lower-convected rate.
In 1972, Gordon and Schowalter [65] proposed to extend Oldroyd's idea by introducing the following rate:

Definition 2.20 (Gordon-Schowalters rate).
The Gordon-Schowalters rate is defined for any vector field $\boldsymbol{u}$ and any symmetric tensor $\boldsymbol{\tau}$ respectively by

$$
\begin{aligned}
& \stackrel{ㅁ}{\boldsymbol{u}}=\stackrel{\circ}{\boldsymbol{u}}-a \boldsymbol{D} \boldsymbol{u} \\
& \stackrel{\square}{\boldsymbol{\tau}}=\stackrel{\circ}{\boldsymbol{\tau}}-a(\boldsymbol{D} \boldsymbol{\tau}+\boldsymbol{\tau} \boldsymbol{D})
\end{aligned}
$$

where $a \in \mathbb{R}$ is the Gordon-Schowalters parameter for this rate and $\stackrel{\circ}{\boldsymbol{u}}$ and $\stackrel{\circ}{\boldsymbol{\tau}}$ denote the Zaremba-Jaumann corotational rates, see definition 2.9.

Note that when $a=0$, the Gordon-Schowalters rate coincides with the Zaremba-Jaumann corotational one. Conversely, when $a=1$, we obtain the upper-convected one and when $a=-1$, the lower-convected one. The upperconvected rate is also called the Lie rate in the context of differential geometry, see e.g. Lee et al. [112, p. 385, eqn (3.29)]. Finally, the $a$ parameter is interpreted as a linear interpolation parameter between the upper- and the lower-convected rates.

Proposition 2.21 (objectivity of Gordon-Schowalters rates).
Both the Oldroyd's upper- and lower-convected and any Gordon-Schowalters interpolated rates are objective, for all interpolation parameter $a \in \mathbb{R}$.

Proof: From propositions 2.8 and 2.11, both the Zaremba-Jaumann corotational rate and the stretching tensor are objective. Consequently, the GordonSchowalters rate, obtained from the Zaremba-Jaumann corotational rate with additional terms including the interpolation parameter factor, is also objective. Since the upper- and lower-convected rates could be obtained from the Gordon-Schowalters one, the proof is complete.

Remark 2.22 (interpretation of Cauchy-Green tensors and their rates).
Fig. 2.10.top shows the behavior of the tensor $\boldsymbol{B}$ that satisfies $\stackrel{\nabla}{\boldsymbol{B}}=0$. It is passively advected with the velocity $\boldsymbol{v}$, as for the Lagrangian rate, but also rotated with the vorticity $\boldsymbol{W}=\operatorname{skew}(\nabla \boldsymbol{v})$ and deformed with the stretching $\boldsymbol{D}=\boldsymbol{\operatorname { s y m }}(\nabla \boldsymbol{v})$. When compared with the Zaremba-Jaumann corotational rate, see Fig. 2.7, the novelty introduced is the deformation. The tensor $\boldsymbol{B}$ represents a metric attached to the moving frame. While a tensor passively convected by the Zaremba-Jaumann corotational rate could represent a rigid raft transported by a river (see remark 2.10 ), the $\boldsymbol{B}$ tensor, passively convected by the upper-convected rate could represent an assembly of autumn


Fig. 2.10 (top) The upper-convected rate combines the local velocity with the rotation and deformation. (bottom) The Gordon-Schowalters rate partially applies the deformation $(a=2 / 3)$. The background image is a biological tissue picture by Durande [48], Fig. 3.10.c, p. 65 .
leaves transported by the river: while each leaf remains attached to the fluid, the distance between two leaves stretches, following the fluid deformation, and thus, the assembly of autumn leaves stretches. The behavior of $\boldsymbol{B}^{-1}$ is similar to the lower-convected rate: eigenvalues are changing in the opposite way, e.g. being shortened instead of elongated. Fig. 2.10.bottom represents the behavior of a similar metric tensor $\boldsymbol{a}$ that satisfies $\stackrel{\rightharpoonup}{\boldsymbol{a}}=0$. Its behavior is similar to those of $\boldsymbol{B}$, except that deformations are only partially applied, depending upon the value of the Gordon-Schowalters parameter $a$ : the graphics on Fig. 2.10.bottom uses $a=2 / 3$. The light gray region, delimited by a dotted line, corresponds to the deformation associated with the upper-convected case $a=1$. Moreover, the $a$ parameter is interpreted in terms of microstructure: Jeffery [98] showed that an assembly of rigid ellipsoids of revolution are transported and fully rotated by the vorticity $\boldsymbol{W}$ but that only a fraction $a=\left(r^{2}-1\right) /\left(r^{2}+1\right)$ of the stretching $\boldsymbol{D}$ is applied, where $r$ denotes the aspect ratio of ellipsoids of revolution. For instance, for an assembly of prolate ellipsoids, e.g. long fibers, we have $r \rightarrow \infty$ and $a=1$ and, at the macroscopic scale, we get the upper-convected rate. Conversely, for an assembly of oblate ellipsoids, e.g. flat discs as clay platelets, then $r \rightarrow 0$ and $a=-1$ i.e. the lower-
convected rate. Finally, for an assembly of spheres, then $r=1$ and $a=0$, i.e. the corotational rate. When only a fraction of the stretching $\boldsymbol{D}$ is applied, we say that the microstructure, e.g. the assembly of ellipsoids, partially slips on the suspending material. Then, from this interpretation, the material parameter $a$ of the Gordon-Schowalters rate is restricted to $a=[-1,1]$ and associated with the slip of a microstructure. See also Hinch and Harlen [87] for a recent review on these tensor rates. In the next chapter, section 3.6 will study how to use these properties to describe the behavior of some microstructures that are both convected, rotated and deformed with the moving frame. Also, chapter 5 will present several examples of models that involve the Gordon-Schowalters rate.

### 2.5 Objective function

In this section, the consequences of objectivity are explored for the Helmholtz energy $\psi$. In section 2.2 , we observed in theorem 2.1, relation (2.7a), page 36, that the Helmholtz energy $\psi$ acts as an elastic potential for the equilibrium stress tensor $\boldsymbol{\sigma}_{e}$. From the previous section 2.3, this tensor should be both symmetric and objective, thereby imposing a corresponding constraint upon the Helmholtz energy $\psi$. Let us analyze this situation.

Definition 2.23 (objective functions).

1) A subset $\mathscr{A} \subset \mathbb{R}^{N \times N}$ of a general matrix is objective if for all $\boldsymbol{a} \in \mathscr{A}$ and $\boldsymbol{r} \in \mathrm{O}(N)$ we have $\boldsymbol{r} \boldsymbol{a} \in \mathscr{A}$.
2) A scalar-valued function $\varphi: \mathscr{A} \rightarrow \mathbb{R}$ is objective if its domain $\mathscr{A}$ is objective and

$$
\varphi(\boldsymbol{r} \boldsymbol{a})=\varphi(\boldsymbol{a}), \quad \forall \boldsymbol{a} \in \mathscr{A}, \quad \forall \boldsymbol{r} \in \mathrm{O}(N)
$$

3) A matrix-valued function $\varphi: \mathscr{A} \rightarrow \mathbb{R}^{N \times N}$ is objective if its domain $\mathscr{A}$ is objective and

$$
\boldsymbol{\varphi}(\boldsymbol{r} \boldsymbol{a})=\boldsymbol{r} \varphi(\boldsymbol{a}), \quad \forall \boldsymbol{a} \in \mathscr{A}, \quad \forall \boldsymbol{r} \in \mathrm{O}(N)
$$

Proposition 2.24 (objective functions).
Let $\varphi: \mathscr{A} \rightarrow \mathbb{R}$ be a scalar-valued function on an objective domain $\mathscr{A} \subset \mathrm{GL}(N)$. Then, we have:

1) if $\varphi$ is objective then $\partial \varphi / \partial \boldsymbol{F}$ is also objective and

$$
\frac{\partial \varphi}{\partial \boldsymbol{F}}(\boldsymbol{F}) \boldsymbol{F}^{T} \text { is symmetric, } \forall \boldsymbol{F} \mathscr{A} \subset \mathrm{GL}(N)
$$

2) $\varphi$ is objective if and only if there exists $\widetilde{\varphi}: \mathscr{A} \cap \mathbb{R}_{s}^{N \times N} \rightarrow \mathbb{R}$ such that

$$
\varphi(\boldsymbol{F})=\widetilde{\varphi}(\boldsymbol{U})
$$

for all $\boldsymbol{F} \in \mathscr{A}$ with $\boldsymbol{U}=\left(\boldsymbol{F}^{T} \boldsymbol{F}\right)^{1 / 2}$. Moreover, $\widetilde{\varphi}$ is the restriction of $\varphi$ to $\mathscr{A} \cap \mathbb{R}_{s}^{N \times N}$.

Proof: from Silhavy [169, p. 143]. (1) The objectivity of $\partial \varphi / \partial \boldsymbol{F}$ is immediate from definition 2.23. For any $\boldsymbol{W} \in \mathfrak{s o}(N)$ and $t \in \mathbb{R}$, let $\boldsymbol{R}=\exp (t \boldsymbol{W}) \in \mathrm{SO}(N)$. From definition 2.23, we have $\varphi(\boldsymbol{R F})=\varphi(\boldsymbol{F})$. By differentiation with respect to $t$ at $t=0$, we get

$$
\frac{\partial \varphi}{\partial \boldsymbol{F}}(\boldsymbol{F}):(\boldsymbol{W} \boldsymbol{F}) \Longleftrightarrow\left(\frac{\partial \varphi}{\partial \boldsymbol{F}}(\boldsymbol{F}) \boldsymbol{F}^{T}\right): \boldsymbol{W}=0
$$

Since this is true for any $\boldsymbol{W} \in \mathfrak{s o}(N)$, we get the symmetry.
(2) Since $\boldsymbol{F} \in \mathrm{GL}(N)$, from the polar decomposition, lemma 2.12, there exists $\boldsymbol{R} \in \mathrm{O}(N)$ and $\boldsymbol{U} \in \mathbb{R}_{s+}^{N \times N}$ such that $\boldsymbol{F}=\boldsymbol{R} \boldsymbol{U}$. Then $\varphi(\boldsymbol{F})=\varphi(\boldsymbol{R} \boldsymbol{U})=\varphi(\boldsymbol{U})$ from definition 2.23, since $\varphi$ is objective.

Remark 2.25 (objective Helmholtz energy).
Proposition 2.24.1 states that the objectivity of the Helmholtz energy $\psi$ with respect to $\boldsymbol{F}$ is a sufficient condition for the equilibrium stress tensor $\boldsymbol{\sigma}_{e}$ in (2.7a) to be both symmetric and objective. Nevertheless, the second part, proposition 2.24.2, expresses that, in that case, the Helmholtz energy depends only upon the right stretch $\boldsymbol{U}$ : this is good news, since it is rotation-free, but also bad news, since both $\boldsymbol{U}$ and the right Cauchy-Green tensor $\boldsymbol{C}=\boldsymbol{U}^{2}$ are not objective, see proposition 2.15. A nicer dependency would be upon the left stretch $\boldsymbol{V}$, which is objective, together with the left Cauchy-Green tensor $\boldsymbol{B}=\boldsymbol{V}^{2}$. We will reach this aim by introducing an additional constraint on the Helmholtz energy $\psi$ : the isotropy. For this purpose, we have first to enlarge our mathematical toolbox for investigating the eigenspace of tensors.

### 2.6 Eigenspace

In this section, some tools suitable to investigate the eigenspace of matrices and tensors are introduced. These tools will be used in the next section, dedicated to isotropy, and also throughout the next chapter, for studying the strain and stress relations.
Recall that any symmetric matrix $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$ is diagonalizable and its eigenvectors are orthogonal: let $\left(\boldsymbol{n}_{k, \boldsymbol{a}}\right)_{1 \leqslant k \leqslant N}$ denotes these eigenvectors, such that $\boldsymbol{n}_{k, \boldsymbol{a}} . \boldsymbol{n}_{\ell, \boldsymbol{a}}=\delta_{k, \ell}$ for all $1 \leqslant k, \ell \leqslant N$. Let $m_{\boldsymbol{a}}$ be the number of distinct eigenvalues of $\boldsymbol{a}$ and $\left(\lambda_{i, \boldsymbol{a}}\right)_{1 \leqslant i \leqslant m_{a}}$ denotes these distinct eigenvalues. Without loss of generality, the distinct eigenvalues are sorted by strictly decreasing order: $\lambda_{1, \boldsymbol{a}}>\ldots>\lambda_{i, \boldsymbol{a}}>\ldots>\lambda_{m_{\boldsymbol{a}}, \boldsymbol{a}}$. Eigenvectors are numbered in $\{1, \ldots, N\}$ while eigenvalues are numbered in $\left\{1, \ldots, m_{\boldsymbol{a}}\right\}$. Also without loss of generality, the eigenvectors associated to the $i$-th eigenvalue $\lambda_{i, \boldsymbol{a}}, 1 \leqslant i \leqslant m_{\boldsymbol{a}}$, are
numbered contiguously, and a strictly increasing numbering application $\mathcal{K}_{\boldsymbol{a}}$ is introduced, from $\left\{1, \ldots, m_{\boldsymbol{a}}+1\right\}$ to $\{1, \ldots, N+1\}$, such that the eigenspace associated to the $i$-th eigenvalue $\lambda_{i, \boldsymbol{a}}$ is spanned by the eigenvectors $\left(\boldsymbol{n}_{k, \boldsymbol{a}}\right)_{\mathcal{K}_{\boldsymbol{a}}(i) \leqslant k \leqslant \mathcal{K}_{\boldsymbol{a}}(i+1)-1}$ with the convention $\mathcal{K}_{\boldsymbol{a}}\left(m_{\boldsymbol{a}}+1\right)=N+1$. With these notations, the multiplicity of the $i$-th distinct eigenvalue $\lambda_{i, \boldsymbol{a}}, 1 \leqslant i \leqslant m_{\boldsymbol{a}}$, is $\mathcal{K}_{\boldsymbol{a}}(i+1)-\mathcal{K}_{\boldsymbol{a}}(i)$. An increasing reverse application $\mathcal{I}_{\boldsymbol{a}}$ from $\{1, \ldots, N+1\}$ to $\left\{1, \ldots, m_{\boldsymbol{a}}+1\right\}$ is also introduced, such that $\mathcal{I}_{\boldsymbol{a}}\left(\mathcal{K}_{\boldsymbol{a}}(i)\right)=i, 1 \leqslant i \leqslant m_{\boldsymbol{a}}$ and $\mathcal{K}_{\boldsymbol{a}}\left(\mathcal{I}_{\boldsymbol{a}}(k)\right) \leqslant k, 1 \leqslant k \leqslant N$ with the convention $\mathcal{I}_{\boldsymbol{a}}(N+1)=m_{\boldsymbol{a}}+1$. Thus, $\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}, \boldsymbol{n}_{k, \boldsymbol{a}}\right)_{1 \leqslant k \leqslant N}$ denotes all the associated pairs of eigenvalues and eigenvectors. Finally, for convenience, the vector of size $N$ containing all the eigenvalues is denoted by $\operatorname{eig}(\boldsymbol{a})=\left(\lambda_{\mathcal{I}_{a}(k), \boldsymbol{a}}\right)_{1 \leqslant k \leqslant N} \in \mathbb{R}^{N}$. The spectral decomposition of any symmetric matrix $\boldsymbol{a}$ then is written as:

$$
\begin{equation*}
\boldsymbol{a}=\sum_{k=1}^{N} \lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}} \tag{2.15}
\end{equation*}
$$

Let us introduce the eigenprojections on the space associated with the eigenvalues (see e.g. Itskov [96, p. 108]).

Definition 2.26 (eigenprojector).
For any $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$, the projector operator from $\mathbb{R}^{N}$ onto the the eigenspace associated with the $i$-th distinct eigenvalue $1 \leqslant i \leqslant m_{\boldsymbol{a}}$, called the $i$-th eigenprojector, is defined by

$$
\boldsymbol{P}_{i, \boldsymbol{a}}=\sum_{k=\mathcal{K}_{\boldsymbol{a}}(i)}^{\mathcal{K}_{a}(i+1)-1} \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}
$$

The eigenspace of $\boldsymbol{a}$ is defined by

$$
\operatorname{eigsp}(\boldsymbol{a})=\left\{\boldsymbol{b}=\sum_{i=1}^{m_{\boldsymbol{a}}} b_{i} \boldsymbol{P}_{i, \boldsymbol{a}}, \quad b_{i} \in \mathbb{R}, \quad 1 \leqslant i \leqslant m_{\boldsymbol{a}}\right\}
$$

It contains all symmetric matrices that share the same eigenvectors as $\boldsymbol{a}$ and then commute with $\boldsymbol{a}$.

Lemma 2.27 (eigenprojector).
For any $\boldsymbol{a} \in \mathbb{R}^{N \times N}$, the eigenprojector satisfy

$$
\begin{align*}
\boldsymbol{a} & =\sum_{i=1}^{m_{\boldsymbol{a}}} \lambda_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}  \tag{2.16a}\\
& =\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{a} \boldsymbol{P}_{j, \boldsymbol{a}}  \tag{2.16b}\\
\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{a} & =\lambda_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}  \tag{2.16c}\\
\sum_{i=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} & =\boldsymbol{I}  \tag{2.16d}\\
\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}} & =\boldsymbol{P}_{i, \boldsymbol{a}}, \quad 1 \leqslant i \leqslant m_{\boldsymbol{a}}  \tag{2.16e}\\
\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}} & =0, \quad 1 \leqslant i, j \leqslant m_{\boldsymbol{a}}, \quad i \neq j \tag{2.16f}
\end{align*}
$$

Proof: These relations follow directly from the orthonormality of the eigenvectors of a symmetric matrix.
Proposition 2.28 (Sylvester formula).
Any analytic function $f: \mathbb{R} \rightarrow \mathbb{R}$ could be extended as a symmetric matrix valued function, defined for all $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$ by

$$
\begin{equation*}
f(\boldsymbol{a})=\sum_{i=1}^{m_{\boldsymbol{a}}} f\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \tag{2.17}
\end{equation*}
$$

For convenience, and when there is no ambiguity, we still denote by $f$ this extension i.e. $f: \mathbb{R}_{s}^{N \times N} \rightarrow \mathbb{R}_{s}^{N \times N}$. For instance, the extensions to symmetric matrices of the exponential and logarithm functions are denoted by $\exp (\boldsymbol{a})$ and $\log (\boldsymbol{a})$ for any symmetric matrix $\boldsymbol{a}$.

Proof: From the orthogonality (2.16f) of the eigenprojectors, for any $n \in \mathbb{N}$, the $n$-th power of $\boldsymbol{a}$ is written simply:

$$
\boldsymbol{a}^{n}=\sum_{i=1}^{m_{\boldsymbol{a}}} \lambda_{i, \boldsymbol{a}}^{n} \boldsymbol{P}_{i, \boldsymbol{a}}
$$

It directly extends to any polynomial function, as a linear combination of powers of $\boldsymbol{a}$, and then, to any analytic function, i.e. that admits a series expansion.
The following characterization of the eigenprojectors is of practical interest: their computation requires only eigenvalues and not eigenvectors.
Lemma 2.29 (eigenprojectors, see e.g. Itskov [96, p. 110]).
For any $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$, the $i$-th eigenprojector, $1 \leqslant i \leqslant m_{\boldsymbol{a}}$, is characterized by

$$
\begin{align*}
\boldsymbol{P}_{i, \boldsymbol{a}} & =\delta_{1, m_{\boldsymbol{a}}} \boldsymbol{I}+\prod_{\substack{j=1 \\
j \neq i}}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{a}-\lambda_{i, \boldsymbol{a}} \boldsymbol{I}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}}  \tag{2.18a}\\
& =\frac{1}{\Delta_{i}(\mathbf{e i g} \boldsymbol{a})} \sum_{j=0}^{m_{\boldsymbol{a}}-1} \kappa_{i, m_{\boldsymbol{a}}-j-1}(\mathbf{e i g} \boldsymbol{a}) \boldsymbol{a}^{j} \tag{2.18b}
\end{align*}
$$

with

$$
\begin{aligned}
& \kappa_{i, k}(\mathbf{e i g} \boldsymbol{a})= \begin{cases}1 & \text { when } k=0 \\
(-1)^{k} \sum_{1 \leqslant p_{1} \leqslant \ldots \leqslant p_{k} \leqslant m_{\boldsymbol{a}}} \prod_{r=1}^{k}\left(1-\delta_{i, p_{r}}\right) \lambda_{p_{r}, \boldsymbol{a}} \text { otherwise }\end{cases} \\
& 1 \leqslant i \leqslant m_{\boldsymbol{a}}, \quad 0 \leqslant k \leqslant m_{\boldsymbol{a}}-1 \\
& \Delta_{i}(\mathbf{e i g} \boldsymbol{a})=\delta_{1, m_{\boldsymbol{a}}}+\prod_{\substack{j=1 \\
j \neq i}}^{m_{\boldsymbol{a}}}\left(\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}\right), \quad 1 \leqslant i \leqslant m_{\boldsymbol{a}}
\end{aligned}
$$

Proof: When $m_{\boldsymbol{a}}=1$, then all eigenvalues are equal, $\boldsymbol{a}=\lambda_{1, \boldsymbol{a}} \boldsymbol{I}$ and then $\boldsymbol{P}_{i, \boldsymbol{a}}=\boldsymbol{I}$, in agreement with (2.18a). Next, assume $m_{\boldsymbol{a}} \geqslant 2$. Consider the Lagrange interpolation polynomials $\left(p_{i}\right)_{1 \leqslant i \leqslant m_{a}}$ satisfying $p_{i}\left(\lambda_{1, \boldsymbol{a}}\right)=\delta_{i, j}$, $1 \leqslant i, j \leqslant m_{\boldsymbol{a}}$. Then, from the Sylvester formula, proposition 2.28 , these polynomials extend as matrix-valued functions and, by definition of this extension:

$$
p_{i}(\boldsymbol{a})=\sum_{j=1}^{m_{\boldsymbol{a}}} p_{i}\left(\lambda_{j, \boldsymbol{a}}\right) \boldsymbol{P}_{j, \boldsymbol{a}}=\sum_{j=1}^{m_{\boldsymbol{a}}} \delta_{i, j} \boldsymbol{P}_{j, \boldsymbol{a}}=\boldsymbol{P}_{i, \boldsymbol{a}}
$$

Thus, $\boldsymbol{P}_{i, \boldsymbol{a}}=p_{i}(\boldsymbol{a})$ where the classic expression of the $i$-th interpolation Lagrange polynomial $p_{i}$ is written as:

$$
p_{i}(\lambda)=\prod_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\lambda-\lambda_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}}, \quad \forall \lambda \in \mathbb{R}
$$

This leads directly to (2.18a). Finally (2.18b) is just a convenient rearrangement as a sum of powers of $\boldsymbol{a}$ due to Itskov [96, p. 110].

### 2.7 Isotropy

The concepts of objectivity and isotropy are often a source of confusion, even for confirmed researchers: for instance, in 1955, Noll [138, p. 17] introduced the principle of objectivity while referring to it as the "principle of isotropy of space"! Of course, he later fixed this mistake.
Objectivity is mandatory for the Helmholtz energy $\psi$, since the equilibrium stress $\boldsymbol{\sigma}_{e}$ in (2.7a) should be an objective tensor: this is a structural requirement. Isotropy appears as optional for $\psi$ : it refers to a property of the material itself and it describes how material properties are uniform in all directions.
Our motivation for studying isotropy follows remark 2.25 , at the end of section 2.3: when the Helmholtz energy $\psi$ is objective, then the corresponding equilibrium stress $\boldsymbol{\sigma}_{e}$ is both symmetric and objective. Nevertheless, in that case, the Helmholtz energy depends only upon the right stretch $\boldsymbol{U}$ which is
not objective. In this section, we show that when the Helmholtz energy is both objective and isotropic, it could then be expressed in terms of the left stretch $\boldsymbol{V}$, or equivalently, in terms of the left Cauchy-Green tensor $\boldsymbol{B}=\boldsymbol{V}^{2}$, which are both objective. Moreover, isotropy leads to amazing simplifications of the mathematical structure of the Helmholtz energy.
In this section, isotropic functions are studied first, and subsequently, functions which are both objective and isotropic.
Definition 2.30 (isotropic function).

1) A subset $\mathscr{A} \subset \mathbb{R}_{s}^{N \times N}$ of a symmetric matrix is isotropic if for all $\boldsymbol{a} \in \mathscr{A}$ and $\boldsymbol{r} \in \mathrm{O}(N)$ we have $\boldsymbol{r a r}^{T} \in \mathscr{A}$.
2) A scalar-valued function $\varphi: \mathscr{A} \rightarrow \mathbb{R}$ is isotropic if its domain $\mathscr{A}$ is isotropic and

$$
\varphi\left(\boldsymbol{r a r}^{T}\right)=\varphi(\boldsymbol{a}), \quad \forall \boldsymbol{a} \in \mathscr{A}, \quad \forall \boldsymbol{r} \in \mathrm{O}(N)
$$

3) A matrix-valued function $\varphi: \mathscr{A} \rightarrow \mathbb{R}^{N \times N}$ is isotropic if its domain $\mathscr{A}$ is isotropic and

$$
\varphi\left(\boldsymbol{r a r}^{T}\right)=\boldsymbol{r} \varphi(\boldsymbol{a}) \boldsymbol{r}^{T}, \quad \forall \boldsymbol{a} \in \mathscr{A}, \quad \forall \boldsymbol{r} \in \mathrm{O}(N)
$$

Remark 2.31 (isotropic function).
Compare the definition 2.23, page 52, of an objective function with the present definition 2.30 of an isotropic one: clearly these definitions are not equivalent, despite the difference being subtle.

Lemma 2.32 (eigenvalues are isotropic scalar functions).
Eigenvalues of a symmetric matrix are isotropic scalar functions of this matrix.

Proof: Let any $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$ and $\boldsymbol{r} \in \mathrm{O}(N)$. Observe that for any associated pairs of eigenvalues and eigenvectors $\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}, \boldsymbol{n}_{k, \boldsymbol{a}}, 1 \leqslant k \leqslant N$, we have $\left(\boldsymbol{r a r}^{T}\right)\left(\boldsymbol{r} \boldsymbol{n}_{k, \boldsymbol{a}}\right)=\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}},\left(\boldsymbol{r} \boldsymbol{n}_{k, \boldsymbol{a}}\right)$ and then $\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}$ is also an eigenvalue of $\boldsymbol{r a r}^{T}$. Since eigenvalues are sorted by non-increasing order, we have $\lambda_{i, \boldsymbol{r a r}}{ }^{T}=\lambda_{i, \boldsymbol{a}}$ for the same index $i, 1 \leqslant i \leqslant m_{\boldsymbol{a}}$.
Proposition 2.33 (isotropic matrix-valued extensions of scalar functions).
The extension in $\mathbb{R}_{s}^{N \times N}$ by the Sylvester formula, (proposition 2.28) of any analytic function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is an isotropic function of its symmetric matrix argument.

Proof: Let any $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$ and $\boldsymbol{r} \in \mathrm{O}(N)$. Then, we get successively:

$$
\begin{aligned}
\varphi\left(\boldsymbol{r a r}^{T}\right) & =\sum_{i=1}^{m_{\boldsymbol{a}}} f\left(\lambda_{i, \boldsymbol{r a r}}{ }^{T}\right) \boldsymbol{P}_{i, \boldsymbol{r a} \boldsymbol{r}^{T}}=\sum_{i=1}^{m_{\boldsymbol{a}}} f\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{r} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{r}^{T} \\
& =\boldsymbol{r}\left(\sum_{i=1}^{m_{\boldsymbol{a}}} f\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}}\right) \boldsymbol{r}^{T}=\boldsymbol{r} \psi(\boldsymbol{a}) \boldsymbol{r}^{T}
\end{aligned}
$$

and then the proof is complete.
Here comes the characterization of linear isotropic functions: this structure is very frequently used for constitutive equations e.g. for linear elasticity of Newtonian fluids.

Proposition 2.34 (characterization of linear isotropic functions).
Let $\varphi: \mathbb{R}_{s}^{N \times N} \rightarrow \mathbb{R}_{s}^{N \times N}$ be a symmetric-matrix-valued linear and isotropic function. Then, there exists $\lambda, G \in \mathbb{R}$ such that

$$
\boldsymbol{\varphi}(\boldsymbol{a})=\lambda(\operatorname{tr} \boldsymbol{a}) \boldsymbol{I}+2 G \boldsymbol{a}, \quad \forall \boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}
$$

Proof: There are several proofs of this classic result in the $N$ dimensional space: see e.g. Jog [101] for a direct proof.
The major result of this section, due to Truesdell and Noll [176, p. 32], is the relation between isotropic functions and the eigenspace:

Theorem 2.2 (isotropy and eigenspace, Truesdell and Noll [176, p. 32]). Let $\varphi: \mathscr{A} \rightarrow \mathbb{R}^{N \times N}$ be a matrix-valued isotropic function. Then, for all $\boldsymbol{a} \in \mathscr{A}$ :

1) the matrix $\varphi(\boldsymbol{a})$ is symmetric,
2) $\boldsymbol{\varphi}(\boldsymbol{a})$ and $\boldsymbol{a}$ share the same eigensystem i.e. $\varphi(\boldsymbol{a}) \in \operatorname{eigsp}(\boldsymbol{a})$,
3) $\boldsymbol{\varphi}(\boldsymbol{a})$ and $\boldsymbol{a}$ commute i.e. $\varphi(\boldsymbol{a}) \boldsymbol{a}=\boldsymbol{a} \varphi(\boldsymbol{a})$.

Proof: Let $\boldsymbol{n}_{k, \boldsymbol{a}}, 1 \leqslant k \leqslant N$, be any eigenvector of $\boldsymbol{a}$. Let $\boldsymbol{r} \in \mathrm{O}(N)$ such that $\boldsymbol{r} \boldsymbol{n}_{k, \boldsymbol{a}}=-\boldsymbol{n}_{k, \boldsymbol{a}}$ and $\boldsymbol{r} \boldsymbol{u}=\boldsymbol{u}$ for all $\boldsymbol{u} \in \mathbb{R}^{N}$ such that $\boldsymbol{u} . \boldsymbol{n}_{k, \boldsymbol{a}}=0$. The tensor $\boldsymbol{r}$ can be interpreted as as a reflection on the plane normal to the vector $\boldsymbol{n}_{k, \boldsymbol{a}}$. Observe that $\boldsymbol{r a r}^{T}=\boldsymbol{a}$ since the reflection is applied twice. Then, by definition 2.30 of the isotropy, we get $\boldsymbol{r} \varphi(\boldsymbol{a}) \boldsymbol{r}^{T}=\boldsymbol{\varphi}(\boldsymbol{a})$ i.e. $\boldsymbol{r} \boldsymbol{b}=\boldsymbol{b} \boldsymbol{r}$ where we have introduced $\boldsymbol{b}=\boldsymbol{\varphi}(\boldsymbol{a})$ for convenience. Then $\boldsymbol{r}\left(\boldsymbol{b} \boldsymbol{n}_{k, \boldsymbol{a}}\right)=\boldsymbol{b} \boldsymbol{r} \boldsymbol{n}_{k, \boldsymbol{a}}=-\boldsymbol{b} \boldsymbol{n}_{k, \boldsymbol{a}}$. Since the only vectors transformed by $\boldsymbol{r}$ to the opposite are multiples of $\boldsymbol{n}_{k, \boldsymbol{a}}$, we get $\boldsymbol{b} \boldsymbol{n}_{k, \boldsymbol{a}}=\lambda \boldsymbol{n}_{k, \boldsymbol{a}}$ for some $\lambda \in \mathbb{R}$ i.e. $\boldsymbol{n}_{k, \boldsymbol{a}}$ is also an eigenvector of $\boldsymbol{b}=\boldsymbol{\varphi}(\boldsymbol{a})$. This is true for any $1 \leqslant k \leqslant N$ and then $\boldsymbol{a}$ and $\boldsymbol{\varphi}(\boldsymbol{a})$ share the same eigenspace. It implies that $\varphi(\boldsymbol{a})$ is symmetric. Finally, the commutation is also a consequence of $\boldsymbol{a}$ and $\boldsymbol{\varphi}(\boldsymbol{a})$ sharing the same eigenspace.

Definition 2.35 (symmetric function of a vector, Silhavy [169, p. 139]).

1) A subdomain $\mathscr{S} \subset \mathbb{R}^{N}$ of the vector space is symmetric if, for any vector $\boldsymbol{\lambda} \in \mathscr{S}$ and any permutation matrix $\boldsymbol{P}$, then $\boldsymbol{P} \boldsymbol{\lambda} \in \mathscr{S}$.
2) A function $\varphi($ resp. $\varphi)$ defined in a subdomain $\mathscr{S} \subset \mathbb{R}^{N}$ and taking its values in $\mathbb{R}$ (resp. $\mathbb{R}^{N}$ ) is symmetric if its subdomain is symmetric and $\varphi(\boldsymbol{P} \boldsymbol{\lambda})=\varphi(\boldsymbol{\lambda})(\operatorname{resp} . \varphi(\boldsymbol{P} \boldsymbol{\lambda})=\boldsymbol{P} \varphi(\boldsymbol{\lambda}))$ for any element $\boldsymbol{\lambda} \in \mathscr{S}$ and any permutation matrix $\boldsymbol{P}$.

Corollary 2.36 (characterization of isotropic functions).
Let $\varphi: \mathscr{A} \rightarrow \mathbb{R}$ be a scalar-valued function on an isotropic domain $\mathscr{A} \subset \mathbb{R}_{s}^{N \times N}$.

Then, $\varphi$ is isotropic if and only if there exists a symmetric function $\widetilde{\varphi}: \mathbb{R}^{N} \rightarrow \mathbb{R}$, in the sens of definition 2.35, such that

$$
\varphi(\boldsymbol{a})=\widetilde{\varphi}(\operatorname{eig}(\boldsymbol{a})), \quad \forall \boldsymbol{a} \in \mathscr{A}
$$

Moreover, if $\varphi$ is continuously differentiable, then $\partial \varphi / \partial \boldsymbol{a}$ is also an isotropic function and

$$
\frac{\partial \varphi}{\partial \boldsymbol{a}}(\boldsymbol{a})=\sum_{k=1}^{N} \frac{\partial \widetilde{\varphi}}{\partial \lambda_{k}}(\operatorname{eig}(\boldsymbol{a})) \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}, \quad \forall \boldsymbol{a} \in \mathscr{A}
$$

and then $\partial \varphi / \partial \boldsymbol{a}(\boldsymbol{a})$ and $\boldsymbol{a}$ share the same eigensystem i.e. $\partial \varphi / \partial \boldsymbol{a}(\boldsymbol{a}) \in \operatorname{eigsp}(\boldsymbol{a})$.

Proof: Let us define $\widetilde{\varphi}$ by $\widetilde{\varphi}(\operatorname{eig}(\boldsymbol{a}))=\varphi(\boldsymbol{a})$. Since $\varphi$ is isotropic, this definition is independent of the choice of the eigenbasis and then $\widetilde{\varphi}$ is well-defined. Next, recall that the derivative of the $k$-th eigenvalue of a matrix $\boldsymbol{a}$ with respect to the matrix itself is $\boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}$. Then, the relation for $\partial \varphi / \partial \boldsymbol{a}(\boldsymbol{a})$ is obtained by simple differentiation.

Remark 2.37 (principal invariants and principal traces).
Instead of using eigenvalues, it is possible to use equivalently the invariants $\left(I_{k, \boldsymbol{a}}\right)_{1 \leqslant k \leqslant N}$ of a matrix $\boldsymbol{a} \in \mathbb{R}^{N \times N}$, defined as the coefficients of the characteristic polynomial:

$$
\operatorname{det}(\lambda \boldsymbol{I}-\boldsymbol{a})=\prod_{k=1}^{N}\left(\lambda-\lambda_{k, \boldsymbol{a}}\right) \stackrel{\text { def }}{=} \lambda^{N}+\sum_{k=1}^{N}(-1)^{k} I_{k, \boldsymbol{a}} \lambda^{N-k}
$$

Expanding the polynomial and identifying its coefficients, we obtain the principal invariants versus the eigenvalues as:

$$
I_{k, \boldsymbol{a}}=\sum_{c \in C_{k, N}} \prod_{\ell=1}^{N} \lambda_{c_{\ell}, \boldsymbol{a}}, \quad 1 \leqslant k \leqslant N
$$

where $C_{k, N}$ denotes the set of all distinct combinations of $k$ elements from $\{1, \ldots, N\}$. Note that $I_{1, \boldsymbol{a}}=\sum_{\ell=1}^{N} \lambda_{\ell, \boldsymbol{a}}$ and $I_{N, \boldsymbol{a}}=\prod_{\ell=1}^{N} \lambda_{\ell, \boldsymbol{a}}$. The principal invariants are infinitely differentiable with respect to $\boldsymbol{a}$, which is an advantage when compared with the description in terms of eigenvalues, see e.g. Truesdell and Noll [176, chap. B] or Itskov [96, p. 104]. Conversely, the eigenvalue description is more convenient for the exploration of the eigenspace properties, as in the present book.
Another equivalent and commonly used alternative to eigenvalues $\operatorname{eig}(\boldsymbol{a})$ and principal invariants $\left(I_{k, \boldsymbol{a}}\right)_{1 \leqslant k \leqslant N}$ are the principal traces $\left(\operatorname{tr}\left(\boldsymbol{a}^{k}\right)\right)_{1 \leqslant k \leqslant N}$. The principal traces expressed simply versus the eigenvalues:

$$
\operatorname{tr}\left(\boldsymbol{a}^{k}\right)=\sum_{\ell=1}^{N} \lambda_{\ell, \boldsymbol{a}}^{k}
$$

Applying the Newton-Girard formula, we obtain by induction an expression of the principal invariants versus the principal traces (see e.g. Itskov [96, p. 104]):

$$
I_{k, \boldsymbol{a}}=\frac{1}{k} \sum_{\ell=1}^{N}(-1)^{\ell-1} I_{k-\ell, \boldsymbol{a}} \operatorname{tr}\left(\boldsymbol{a}^{\ell}\right)
$$

with the notation $I_{0, \boldsymbol{a}}=1$ for convenience. Note that

$$
\begin{aligned}
I_{1, \boldsymbol{a}} & =\operatorname{tr} \boldsymbol{a} \\
I_{2, \boldsymbol{a}} & =\frac{1}{2}\left((\operatorname{tr} \boldsymbol{a})^{2}-\operatorname{tr}\left(\boldsymbol{a}^{2}\right)\right) \\
I_{N, \boldsymbol{a}} & =\operatorname{det} \boldsymbol{a}
\end{aligned}
$$

Isotropic dependence upon $\boldsymbol{F}$ is not sufficient for the Helmholtz energy $\psi$ to obtain an objective equilibrium stress $\boldsymbol{\sigma}_{e}$ from (2.7a), since objectivity is required. So, now let us combine both.
Definition 2.38 (objective-isotropic function, Silhavy [169, p. 144]).

1) A subset $\mathscr{A} \subset \mathbb{R}^{N \times N}$ is objective-isotropic if for all $\boldsymbol{a} \in \mathscr{A}$ and $\boldsymbol{q}, \boldsymbol{r} \in \mathrm{O}(N)$ we have $\boldsymbol{q} \boldsymbol{a r}{ }^{T} \in \mathscr{A}$.
2) A scalar-valued function $\varphi: \mathscr{A} \rightarrow \mathbb{R}$ is objective-isotropic if its domain $\mathscr{A}$ is objective-isotropic and

$$
\varphi(\boldsymbol{q} \boldsymbol{a r})=\varphi(\boldsymbol{a}), \quad \forall \boldsymbol{a} \in \mathscr{A}, \quad \forall \boldsymbol{q}, \boldsymbol{r} \in \mathrm{O}(N)
$$

3) A matrix-valued function $\varphi: \mathscr{A} \rightarrow \mathbb{R}^{N \times N}$ is objective-isotropic if its domain $\mathscr{A}$ is objective-isotropic and

$$
\varphi(\boldsymbol{q a r})=\boldsymbol{q} \varphi(\boldsymbol{a}) \boldsymbol{r}, \quad \forall \boldsymbol{a} \in \mathscr{A}, \quad \forall \boldsymbol{q}, \boldsymbol{r} \in \mathrm{O}(N)
$$

Remark 2.39 (objective-isotropy).
Clearly, if a function is both objective and isotropic, it is objective-isotropic. Conversely, any objective-isotropic function is objective and also isotropic on the restriction of its domain to symmetric matrices. So the objective-isotropy could be considered as a kind of extension of isotropy to general matrices, not necessarily symmetrical.

Corollary 2.40 (characterization of objective-isotropic functions).
Let $\varphi: \mathscr{F} \rightarrow \mathbb{R}$ be a scalar-valued function on an objective-isotropic domain $\mathscr{F} \subset \mathrm{GL}(N)$. Then, $\varphi$ is objective-isotropic if and only if there exists a symmetric function $\widetilde{\varphi}: \mathbb{R}^{N} \rightarrow \mathbb{R}$, in the sens of definition 2.35, such that

$$
\varphi(\boldsymbol{F})=\widetilde{\varphi}(\operatorname{sv}(\boldsymbol{F})), \quad \forall \boldsymbol{F} \in \mathscr{F}
$$

where $\operatorname{sv}(\boldsymbol{F})=\operatorname{eig}(\boldsymbol{V})$ denotes the singular values of $\boldsymbol{F}$, obtained from the polar decomposition $\boldsymbol{F}=\boldsymbol{V} \boldsymbol{R}, \boldsymbol{R} \in \mathrm{O}(N)$ and $\boldsymbol{V} \in \mathbb{R}_{s+}^{N \times N}$, see lemma 2.12.
Moreover, if $\varphi$ is continuously differentiable, then $\partial \varphi / \partial \boldsymbol{F}$ is objectiveisotropic and

$$
\frac{\partial \varphi}{\partial \boldsymbol{F}}(\boldsymbol{F})=\left(\sum_{k=1}^{N} \frac{\partial \widetilde{\varphi}}{\partial \lambda_{k}}(\operatorname{sv}(\boldsymbol{F})) \boldsymbol{n}_{k, \boldsymbol{V}} \otimes \boldsymbol{n}_{k, \boldsymbol{V}}\right) \boldsymbol{R}, \quad \forall \boldsymbol{F} \in \mathscr{F}
$$

and then

$$
\frac{\partial \varphi}{\partial \boldsymbol{F}}(\boldsymbol{F}) \boldsymbol{F}^{T} \in \operatorname{eigsp}(\boldsymbol{V})
$$

Proof: is similar to those of corollary 2.36.
Remark 2.41 (eigenspace of the equilibrium stress $\boldsymbol{\sigma}_{e}$ ).
From corollary 2.40 , when the Helmholtz energy $\psi$ is objective-isotropic versus $\boldsymbol{F}$ then the equilibrium stress $\boldsymbol{\sigma}_{e}$ obtained from (2.7a) is both symmetric, objective and shares the same eigensystem as the left Cauchy-Green tensor $\boldsymbol{B}$, or equivalently, as the left stretch $\boldsymbol{V}$. Our journey of exploring the objectivity principle has finally reached its destination: this major property will be widely used both in the next chapter 3 while investigating the stress-strain relation and in chapter 4 for the proposed thermodynamic framework.

We finally close this chapter with the case of a function with a vector argument, which is useful e.g. for describing a model for the heat flux vector $\boldsymbol{q}$. The vector argument case is much simpler: indeed, in that case, the notions of objectivity and isotropy coincide. To emphasize this, and point out the analogy with the matrix-valued case, we choose here to refer to it as objective-isotropy.
Definition 2.42 (objective-isotropic function of a vector).

1) A subset $\mathscr{U} \subset \mathbb{R}^{N}$ is objective-isotropic if for all $\boldsymbol{u} \in \mathscr{U}$ and $\boldsymbol{r} \in \mathrm{O}(N)$ we have $\boldsymbol{r} \boldsymbol{u}^{T} \in \mathscr{U}$.
2) A scalar-valued function $\varphi: \mathscr{U} \rightarrow \mathbb{R}$ is objective-isotropic if its domain $\mathscr{U}$ is objective-isotropic and

$$
\varphi(\boldsymbol{r} \boldsymbol{u})=\varphi(\boldsymbol{u}), \quad \forall \boldsymbol{u} \in \mathscr{U}, \quad \forall \boldsymbol{r} \in \mathrm{O}(N)
$$

3) A vector-valued function $\varphi: \mathscr{U} \rightarrow \mathbb{R}^{N}$ is objective-isotropic if its domain $\mathscr{U}$ is objective-isotropic and

$$
\varphi(\boldsymbol{r} \boldsymbol{u})=\boldsymbol{r} \varphi(\boldsymbol{u}), \quad \forall \boldsymbol{u} \in \mathscr{U}, \quad \forall \boldsymbol{r} \in \mathrm{O}(N)
$$

Proposition 2.43 (objective-isotropic function of a vector).
Let $\varphi: \mathscr{U} \rightarrow \mathbb{R}$ be a scalar-valued function on an objective-isotropic domain $\mathscr{U} \subset \mathbb{R}^{N}$. Then, $\varphi$ is objective-isotropic if and only if there exists a function $\widetilde{\varphi}: \mathbb{R} \rightarrow \mathbb{R}$, such that

$$
\varphi(\boldsymbol{u})=\widetilde{\varphi}\left(|\boldsymbol{u}|^{2}\right), \quad \forall \boldsymbol{u} \in \mathscr{U}
$$

Moreover, if $\varphi$ is continuously differentiable, then $\partial \varphi / \partial \boldsymbol{u}$ is objective-isotropic and

$$
\frac{\partial \varphi}{\partial \boldsymbol{u}}(\boldsymbol{u})=2 \widetilde{\varphi}^{\prime}\left(|\boldsymbol{u}|^{2}\right) \boldsymbol{u}, \quad \forall \boldsymbol{u} \in \mathscr{U}
$$

and then $\partial \varphi / \partial \boldsymbol{u}(\boldsymbol{u})$ and $\boldsymbol{u}$ are colinear.
Proof: Since only the norm of $\boldsymbol{u}$ is invariant under an orthogonal tensor transformation, it follows that $\varphi$ depends on $\boldsymbol{u}$ only through $|\boldsymbol{u}|^{2}$. The rest of the proof is immediate.

| value $\backslash$ arg | vector | matrix |
| :---: | :---: | :---: |
| scalar | $\varphi(\boldsymbol{r u})=\varphi(\boldsymbol{u})$ | $\varphi(\boldsymbol{q a r})=\varphi(\boldsymbol{a})$ |
| vector | $\varphi(\boldsymbol{r u})=\boldsymbol{r} \varphi(\boldsymbol{u})$ | $\varphi\left(\boldsymbol{r a r}^{T}\right)=\boldsymbol{r} \varphi(\boldsymbol{a})$ |
| matrix | $\varphi(\boldsymbol{r u})=\boldsymbol{r} \varphi(\boldsymbol{u}) \boldsymbol{r}^{T}$ | $\varphi(\boldsymbol{q a r})=\boldsymbol{q} \varphi(\boldsymbol{a}) \boldsymbol{r}$ |

Table 2.2 Summary of objective-isotropic functions for various value and argument types.

Remark 2.44 (several arguments and mixed types).
When there are several arguments, the invariants are coupled. For instance, a scalar function $\varphi$ of two vector arguments is objective-isotropic if and only if

$$
\varphi\left(\boldsymbol{r} u_{1}, \boldsymbol{r} \boldsymbol{u}_{2}\right)=\varphi\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right), \quad \forall \boldsymbol{u}_{1}, \boldsymbol{u}_{2} \in \mathscr{U}, \quad \forall \boldsymbol{r} \in \mathrm{O}(N)
$$

and there are then three independent invariants, $\left|\boldsymbol{u}_{1}\right|^{2},\left|\boldsymbol{u}_{2}\right|^{2}$ and $\boldsymbol{u}_{1} . \boldsymbol{u}_{2}$. These independent invariants are called the functional basis of $\varphi$.
The situation is similar for an isotropic scalar function $\varphi(\boldsymbol{a}, \boldsymbol{b})$ of two symmetric matrix arguments $\boldsymbol{a}$ and $\boldsymbol{b}$. In $N=3$ dimension, it leads to ten independent invariants (see e.g. Itskov [96, p. 141]) expressed here in terms of principal traces (see remark 2.37):

$$
\begin{align*}
& \operatorname{tr} \boldsymbol{a}, \operatorname{tr}\left(\boldsymbol{a}^{2}\right), \operatorname{tr}\left(\boldsymbol{a}^{3}\right), \quad \operatorname{tr} \boldsymbol{b}, \quad \operatorname{tr}\left(\boldsymbol{b}^{2}\right), \operatorname{tr}\left(\boldsymbol{b}^{3}\right), \\
& \operatorname{tr}(\boldsymbol{a} \boldsymbol{b}), \operatorname{tr}\left(\boldsymbol{a}^{2} \boldsymbol{b}\right), \operatorname{tr}\left(\boldsymbol{a} \boldsymbol{b}^{2}\right), \operatorname{tr}\left(\boldsymbol{a}^{2} \boldsymbol{b}^{2}\right) \tag{2.19}
\end{align*}
$$

Conversely, for an isotropic scalar function $\varphi(\boldsymbol{u}, \boldsymbol{a})$ of a vector $\boldsymbol{u}$ and a symmetric matrix argument $\boldsymbol{a}$, in $N=3$ dimension, we get six independent invariants (see Smith [170]):

$$
|\boldsymbol{u}|^{2}, \operatorname{tr} \boldsymbol{a}, \operatorname{tr}\left(\boldsymbol{a}^{2}\right), \operatorname{tr}\left(\boldsymbol{a}^{3}\right), \quad \boldsymbol{u} \cdot(\boldsymbol{a} \boldsymbol{u}), \quad \boldsymbol{u} \cdot\left(\boldsymbol{a}^{2} \boldsymbol{u}\right)
$$

Finally, the type of the return value and the argument of the function $\varphi$ could be of mixed types, as suggested in Table 2.2. See also Rivlin and Ericksen [158], Truesdell and Noll [176, chap. B], Smith [170] or

Itskov [96, chap. 6] when the function $\varphi$ admits several arguments of mixed types, e.g. both vectors and matrices.

Remark 2.45 (anisotropic material with isotropic Helmholtz energy ?).
Anisotropic elasticity constitutive equations can be naively introduced as $\boldsymbol{\sigma}=2 \mathbb{G}: \boldsymbol{e}$ where $\boldsymbol{e}=\left(\boldsymbol{F} \boldsymbol{F}^{T}-\boldsymbol{I}\right) / 2$ is the left Green-Lagrange strain tensor and $\mathbb{G}$ is a fourth-order elasticity tensor with first and secondaries symmetries i.e. $G_{\alpha \beta \gamma \delta}=G_{\gamma \delta \alpha \beta}=G_{\beta \alpha \gamma \delta}=G_{\alpha \beta \delta \gamma}$. Note that when $\mathbb{G}=G \mathbb{I} \boxtimes \mathbb{I}$ with $G>0$, this model coincides with the simplified neo-Hookean one introduced in section 2.3. The associated Helmholtz energy is written as

$$
\psi(\boldsymbol{F})=\frac{1}{2 \rho} \operatorname{tr}\left(\mathbb{G}:\left(\boldsymbol{F} \boldsymbol{F}^{T}-\log \left(\boldsymbol{F} \boldsymbol{F}^{T}\right)-\boldsymbol{I}\right)\right)
$$

Introducing

$$
\widetilde{\psi}(\boldsymbol{U})=\frac{1}{2 \rho} \operatorname{tr}\left(\mathbb{G}:\left(\boldsymbol{U}^{2}-2 \log \boldsymbol{U}-\boldsymbol{I}\right)\right)
$$

where $\boldsymbol{U}=\left(\boldsymbol{F}^{T} \boldsymbol{F}\right)^{1 / 2}$ is the right stretch, observe that $\psi(\boldsymbol{F})=\widetilde{\psi}(\boldsymbol{U})$. This is due to the symmetries of the fourth-order tensor $\mathbb{G}$, while using the polar decomposition (lemma 2.12) and thanks to the Sylvester formula (proposition 2.33) that provides the isotropy of the $\log$ extension to symmetric matrices. Then, from proposition $2.24, \psi$ is objective. Conversely, from corollary $2.40, \psi$ could not be expressed in terms of $\operatorname{sv}(\boldsymbol{F})$ alone and then $\psi$ is not objective-isotropic.
An elegant solution, suggested in 1962 by Hand [82], is to use a second symmetric tensor argument $\boldsymbol{A}$ that represents the microscopic oriented structure of the material, e.g. anisotropic texture or damage, together with $\boldsymbol{\sigma}=G(\boldsymbol{A} \boldsymbol{e}+\boldsymbol{e} \boldsymbol{A})$. Note that this expression of the Cauchy stress $\boldsymbol{\sigma}$ could be obtained by choosing $\mathbb{G}=(\boldsymbol{A} \boxtimes \boldsymbol{I}+\boldsymbol{I} \boxtimes \boldsymbol{A}) / 2$ in the previous expression of the Helmholtz energy $\psi$, which can be expressed equivalently as:

$$
\psi(\boldsymbol{A}, \boldsymbol{B})=\frac{1}{2 \rho} \operatorname{tr}(\boldsymbol{A}(\boldsymbol{B}-\log \boldsymbol{B}-\boldsymbol{I}))
$$

Thus, this function is still objective. Moreover, observe that $\psi$ is now isotropic

$$
\psi\left(\boldsymbol{R} \boldsymbol{A} \boldsymbol{R}^{T}, \boldsymbol{R} \boldsymbol{B} \boldsymbol{R}^{T}\right)=\psi(\boldsymbol{A}, \boldsymbol{B}), \quad \forall \boldsymbol{R} \in \mathrm{O}(N)
$$

since the log extension to symmetric matrices is isotropic. So, in conclusion, choosing objective-isotropic Helmholtz energy is not a definitive obstacle for considering anisotropic materials.

Remark 2.46 (several arguments and eigenspace).
Consider the function of two vector arguments expressed by $\varphi(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{u} . \boldsymbol{v}$. From remark 2.44, this function is objective-isotropic and $\partial_{\boldsymbol{u}} \varphi(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{v}$ which is not colinear to $\boldsymbol{u}$ in general. So, the statement of proposition 2.43
is not satisfied, except when $\varphi$ is objective-isotropic with respect to each variable separately. Indeed, it was not the case for this example.
A similar situation occurs with matrix arguments. Consider the function of two symmetric-matrix arguments expressed by $\varphi(\boldsymbol{a}, \boldsymbol{b})=\boldsymbol{a}: \boldsymbol{b}$. This function is objective-isotropic and $\partial_{\boldsymbol{a}} \varphi(\boldsymbol{a}, \boldsymbol{b})=\boldsymbol{b} \notin \operatorname{eigsp}(\boldsymbol{a})$ in general. Also, the statement of corollary 2.40 is not satisfied, except when $\varphi$ is objective-isotropic with respect to each variable separately.

## Chapter 3

## Strain and stress

Continuing the previous chapter's exploration of the kinematics of large deformations, the present one introduces recent and new results which were obtained at the turn of the 21st century. These results are required to build the thermodynamic framework of the next chapter (4). The left Hencky strain, introduced in section 3.1, and the new concept of thermal strain, introduced in section 3.7, are certainly the two cornerstone of this new framework.
Section 3.1 first introduces the concept of strain, closely related to the left Cauchy-Green tensor $\boldsymbol{B}$ studied in the previous chapter. Self-contained presentation of the properties of the left Hencky strain requires some technical developments: section 3.2 presents two very useful technical lemmas related to matrix equations while section 3.3 deals with the time rate of a function of a tensor. These two technical sections lead to the two amazing properties of the left Hencky strain: (i) the stretching $\boldsymbol{D}$ is expressed as a corotational rate of the left Hencky strain, theorem 3.1 in section 3.4, and (ii) the Cauchy stress $\boldsymbol{\sigma}$ is the conjugate of the left Hencky strain via the Helmholtz energy $\psi$, theorem 3.2 in section 3.5. The proofs of these two important theorems are provided with details. They widely rely on the eigenspace toolbox developed in the previous chapter, section 2.6. Note that the Hencky strain is often used in physics for pertinent interpretation of experimental observation, see e.g. Graner et al. [66, sec. 3.1]. In section 3.6, the intermediate configuration is introduced as a powerful concept for defining complex models, e.g. for viscoelastic materials. Finally, the new concept of thermal strain is developed in section 3.7.

### 3.1 Strain

The strain evaluates how much a displacement differs from a rigid body displacement. From the study of the previous chapter, we choose to base our study on the left Cauchy-Green tensor $\boldsymbol{B}$. At equilibrium, $\boldsymbol{B}=\boldsymbol{I}$ and, by definition, the strain evaluates how much $\boldsymbol{B}$ differs from $\boldsymbol{I}$.


Fig. 3.1 (left) The function $\lambda \mapsto \lambda+\lambda^{-1}-2$ (right) Solid and fluid behavior, adapted from [159], Fig. 1.d.

Observe on Fig. 3.1.left that the function $\lambda \mapsto \lambda+\lambda^{-1}-2$ is convex and positive in $] 0, \infty[$ and that it vanishes at its minimum when $\lambda=1$. Then, a scalar measure of the strain could be evaluated by the norm $\operatorname{tr}\left(\boldsymbol{B}+\boldsymbol{B}^{-1}-2 \boldsymbol{I}\right)$. Indeed, this norm vanishes if and only if $\boldsymbol{B}=\boldsymbol{I}$. This scalar strain measure is involved in many mathematical models, e.g. by the viscoelastic Oldroyd-B fluid for its dissipation in (5.9), page 130.

Definition 3.1 (fluid and solid behavior).
When $\operatorname{tr}\left(\boldsymbol{B}+\boldsymbol{B}^{-1}-2 \boldsymbol{I}\right)$ is uniformly bounded in time, the material behaves as a solid. Otherwise it behaves as a fluid.

Fig. 3.1.right represents these two cases. Remark that, for a given model, some regions in space could be associated with a solid behavior while some others with a fluid one. So, this behavior is local only and most complex models behave both as a solid and as a fluid, depending on some regions in space. Moreover, these solid and fluid regions usually depend upon values of the material parameters of the model, see e.g. Cheddadi et al. [24]. Next, observe that $\operatorname{tr}\left(\boldsymbol{B}+\boldsymbol{B}^{-1}-2 \boldsymbol{I}\right)=\operatorname{tr}\left(\boldsymbol{B}^{-1}(\boldsymbol{B}-\boldsymbol{I})^{2}\right)$. Then, this scalar measure of the strain is interpreted as the norm of $\boldsymbol{B}-\boldsymbol{I}$ in the $\boldsymbol{B}^{-1}$ metric, see remark 2.22. The $\boldsymbol{B}-\boldsymbol{I}$ expression is involved in a well-known strain tensor.


Fig. 3.2 (left) Heinrich Hencky (1885-1951), photo from MIT Museum. (right) Rodney Hill (1921-2011), photo by Edward Leigh of King's parade, Cambridge [168].

Definition 3.2 (Green-Lagrange and Hencky strain tensors).
The left Green-Lagrange strain tensor is $\boldsymbol{e}=\frac{1}{2}(\boldsymbol{B}-\boldsymbol{I})$. The left Hencky strain is $\boldsymbol{h}=(1 / 2) \log \boldsymbol{B}$, see Fig. 3.2.left. Note that, since $\boldsymbol{B}$ is symmetric positive definite, its logarithm is well-defined from the Sylvester formula, proposition 2.28.

Remark 3.3 (extreme strain).
An extreme strain corresponds to an eigenvalue $\lambda_{i, \boldsymbol{B}}$ of the left CauchyGreen tensor $\boldsymbol{B}$ that either tends to zero or infinity. It means that the local metric associated with $\boldsymbol{B}$ degenerates and a corresponding barrier $\psi \rightarrow \infty$ is expected for the Helmholtz energy in order to avoid such behavior. Note that the scalar strain measure $\operatorname{tr}\left(\boldsymbol{B}+\boldsymbol{B}^{-1}-2 \boldsymbol{I}\right)$ tends to infinity for any extreme strain. When $\boldsymbol{B} \rightarrow 0$ then the Green-Lagrange strain $\boldsymbol{e} \rightarrow-\boldsymbol{I} / 2$ while the Hencky strain tends, in norm, to infinity. Finally, the Hencky strain directly detects any extreme strains. Thus, it is a better candidate, when compared with the Green-Lagrange strain, for the description of the landscape in the Helmholtz energy $\psi$. Let us now investigate more systematically all other possible definitions of the strain tensor.

Definition 3.4 (left Hill [86] strains).
Let $f:] 0, \infty[\rightarrow \mathbb{R}$ be any strictly increasing, continuous and differentiable function satisfying $f(1)=0$ and $f^{\prime}(1)=1$. It extends to an isotropic function of a symmetric tensor, thanks to the Sylvester formula, see proposition 2.33, Then, the associated left Hill strain is defined from the left stretch $\boldsymbol{V}$ by:

$$
\boldsymbol{e}_{f}=f(\boldsymbol{V})
$$

Proposition 3.5 (objectivity of left Hill's strains). All left Hill's strains are objective.

Proof: From proposition 2.15, the left Cauchy-Green tensor $\boldsymbol{B}$ is objective, and so is $\boldsymbol{V}=\boldsymbol{B}^{1 / 2}$. Then, with the notations of section 2.3, the tensor $\boldsymbol{V}$ transforms with a change of frame as $\widehat{\boldsymbol{V}}=\boldsymbol{R} \boldsymbol{V} \boldsymbol{R}^{T}$, where $\boldsymbol{R} \in \mathrm{O}(N)$. Next, from proposition 2.33, the function $f$ extends as an isotropic function of a symmetric tensor. Then, from definition 2.30 of isotropy, we have $\widehat{\boldsymbol{e}}_{f}=f(\widehat{\boldsymbol{V}})=f\left(\boldsymbol{R} \boldsymbol{V} \boldsymbol{R}^{T}\right)=\boldsymbol{R} f(\boldsymbol{V}) \boldsymbol{R}^{T}=\boldsymbol{R} \boldsymbol{e}_{f} \boldsymbol{R}^{T}$ i.e. the tensor $\boldsymbol{e}_{f}$ is also objective.

Definition 3.6 (Seth [167] strains).
The class of Hill's strains contains all the commonly-used strains. For instance, the class of Seth [167] strains are defined by the specific family of functions, defined for all $\lambda>0$ by $f_{m}(\lambda)=\left(\lambda^{2 m}-1\right) /(2 m)$ for any $m \in \mathbb{R} \backslash\{0\}$ and $f_{0}(\lambda)=\log \lambda$ when $m=0$. With $m=1$, we obtain the left Green-Lagrange strain $\boldsymbol{e}=\frac{1}{2}(\boldsymbol{B}-\boldsymbol{I})$. Conversely, with $m=0$, we get the left Hencky [84] strain $\boldsymbol{h}=(1 / 2) \log \boldsymbol{B}$.

Remark 3.7 (small displacement limit).
Let us introduce the displacement vector $\boldsymbol{u}(t, \boldsymbol{X})=\boldsymbol{\chi}(t, \boldsymbol{X})-\boldsymbol{X}$, for any time $t \geqslant 0$ and $\boldsymbol{X} \in \Omega_{0}$. The gradient of displacement $\nabla \boldsymbol{u}$ satisfies $\boldsymbol{F}=\boldsymbol{I}+\nabla \boldsymbol{u}$. Introducing its symmetric part $\boldsymbol{\varepsilon}=\boldsymbol{\operatorname { s y m }}(\nabla \boldsymbol{u})$, we get $\boldsymbol{B}=\boldsymbol{F} \boldsymbol{F}^{T}=\boldsymbol{I}+2 \varepsilon+\nabla \boldsymbol{u} \nabla \boldsymbol{u}^{T}$. The small displacement limit should take into consideration the last term of the previous relation as a second order one and, by linearization, one can then proceed to neglect it. Then, the previous Hill's strain becomes $\boldsymbol{e}_{f}=f\left(\boldsymbol{B}^{1 / 2}\right) \approx \boldsymbol{\varepsilon}$ for any Hill's function $f$ since $f^{\prime}(1)=1$. Specifically, we have $\boldsymbol{e} \approx \varepsilon$ and $\boldsymbol{h} \approx \varepsilon$.

### 3.2 Technics: matrix equation

In order to go further in the study of Hill's strains and their time rates, some technical tools are needed. This short section presents two lemmas on matrix equations: the first lemma, in the symmetric case, is relatively classic, while the second one, for the skew-symmetric case, is less known, contains subtleties and thus, the complete proof is presented here.

Lemma 3.8 (matrix equation, symmetric case).
Let $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$ and $\boldsymbol{b} \in \mathbb{R}^{N \times N}$ be given. Then, the matrix equation:
$(P):$ find $\boldsymbol{m} \in \mathbb{R}^{N \times N}$ such that

$$
\begin{equation*}
a m+m a=b \tag{3.1a}
\end{equation*}
$$

admits an unique solution if and only if $\boldsymbol{a}$ satisfies:

$$
\begin{equation*}
\operatorname{det}(\boldsymbol{a}) \prod_{i=1}^{m_{\boldsymbol{a}}} \prod_{j=i+1}^{m_{\boldsymbol{a}}}\left(\lambda_{i, \boldsymbol{a}}+\lambda_{j, \boldsymbol{a}}\right) \neq 0 \tag{3.1b}
\end{equation*}
$$

When this condition is satisfied, then the solution of (3.1a) is given by:

$$
\begin{equation*}
\boldsymbol{m}=\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}+\lambda_{j, \boldsymbol{a}}} \tag{3.1c}
\end{equation*}
$$

Proof: See e.g. Jog [100, p. 180].
Lemma 3.9 (matrix equation, skew-symmetric case).
Let $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}_{s}^{N \times N}$ be given. Then, the matrix equation:
$(P):$ find $\boldsymbol{m} \in \mathfrak{s o}(N)$ such that

$$
\begin{equation*}
a m-m a=b \tag{3.2a}
\end{equation*}
$$

admits a solution if and only if $\boldsymbol{a}$ and $\boldsymbol{b}$ satisfy the compatibility condition:

$$
\begin{equation*}
\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{i, \boldsymbol{a}}=0, \quad 1 \leqslant i \leqslant m_{\boldsymbol{a}} \tag{3.2b}
\end{equation*}
$$

When this condition is satisfied, then the solutions of (3.2a) are given by:

$$
\begin{equation*}
\boldsymbol{m}=\sum_{i=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{m}_{0} \boldsymbol{P}_{i, \boldsymbol{a}}+\sum_{\substack{j=1 \\ j \neq i}}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \tag{3.2c}
\end{equation*}
$$

for any $\boldsymbol{m}_{0} \in \mathfrak{s o}(N)$.
Proof: The proof is based on Xiao et al. [187, p. 92], see also Xiao [186].

- Assume first that the solution $\boldsymbol{m} \in \mathfrak{s o}(N)$ exists. Then, after left and right multiplying the left-hand-side of (3.2a) by $\boldsymbol{P}_{i, \boldsymbol{a}}$ and summing, we necessarily obtain

$$
\boldsymbol{P}_{i, \boldsymbol{a}}(\boldsymbol{a m}-\boldsymbol{m a}) \boldsymbol{P}_{i, \boldsymbol{a}}=\lambda_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{m} \boldsymbol{P}_{i, \boldsymbol{a}}-\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{m} \lambda_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}=0
$$

where we have used (2.16c). Then (3.2b) is a necessary condition for the solution to exist.

- Conversely, let us prove that (3.2b) is a sufficient condition. To this end, we prove that if (3.2b) is satisfied, then (3.2c) is a solution of (3.2a) for any $\boldsymbol{m}_{0} \in \mathfrak{s o}(N)$. Indeed:

$$
\begin{aligned}
\boldsymbol{a} \boldsymbol{m}-\boldsymbol{m} \boldsymbol{a} & =\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{1}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}}\left(\boldsymbol{a} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{j, \boldsymbol{a}}-\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{j, \boldsymbol{a}} \boldsymbol{a}\right) \\
& =\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{1}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}}\left(\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{j, \boldsymbol{a}} \\
& =\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{j, \boldsymbol{a}} \\
& =\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{b} \boldsymbol{P}_{j, \boldsymbol{a}} \text { by using condition (3.2b) } \\
& =\boldsymbol{b} \text { from (2.16d) }
\end{aligned}
$$

Thus the proof is complete.
Remark 3.10 (non-uniqueness of the solution).
As pointed-out by Xiao [186, p. 3332], when all eigenvalues of $\boldsymbol{a}$ are distinct, then for all $\boldsymbol{m}_{0} \in \mathfrak{s o}(N)$ we have the following expansion:

$$
\begin{aligned}
\sum_{i=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{m}_{0} \boldsymbol{P}_{i, \boldsymbol{a}} & =\sum_{k=1}^{N}\left(\boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}\right) \boldsymbol{m}_{0}\left(\boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}\right) \\
& =\sum_{k=1}^{N}\left(\left(\boldsymbol{m}_{0} \boldsymbol{n}_{k, \boldsymbol{a}}\right) \cdot \boldsymbol{n}_{k, \boldsymbol{a}}\right) \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}} \\
& =0
\end{aligned}
$$

since $\boldsymbol{m}_{0} \in \mathfrak{s o}(N)$. Thus, in that case, the solution is uniquely determined by (3.2c). Otherwise, when $\boldsymbol{a}$ admits repeated eigenvalues, the skewsymmetric matrix equation admits an infinity of solutions. Nevertheless, Guo et al. [77] pointed out that, in some applications when $\boldsymbol{a}$ depends continuously upon a parameter, such as the time, a continuity argument allows us to completely determine $\boldsymbol{m}_{0}$ and to obtain the unicity of the solution.

### 3.3 Technics: rate of matrix function

Our goal is still to study the time rate of Hill's strains $\boldsymbol{e}_{f}=f(\boldsymbol{V})$, so, let's first study in detail the rate of a function of a symmetric tensor argument. The main result of this section is proposition 3.12 , preceded by a lemma and followed by two corollaries.
Let $\boldsymbol{a}$ be a symmetric tensor, i.e. a function: $\boldsymbol{a}: \mathbb{R} \rightarrow \mathbb{R}_{s}^{N \times N}$ that is associated with each time $t \in \mathbb{R}$ a symmetric matrix $\boldsymbol{a}(t)$. Also $\dot{\boldsymbol{a}}$ denotes its Lagrangian rate. Following Hoger [88, p. 1029] and Guo et al. [77], let us introduce the convenient concept of twirl spin tensor for the expression of the rate of eigenvectors.

Lemma 3.11 (eigenvector rate, Hoger [88, p. 1029]).
For all symmetric tensor $\boldsymbol{a}$, we introduce the twirl spin tensor, denoted by $\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}$, such that the rate of all the eigenvectors satisfy:

$$
\begin{equation*}
\dot{\boldsymbol{n}}_{k, \boldsymbol{a}}=\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \boldsymbol{n}_{k, \boldsymbol{a}}, \quad 1 \leqslant k \leqslant N \tag{3.3a}
\end{equation*}
$$

It admits the following explicit expression:

$$
\begin{equation*}
\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}=-\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{\substack{j=1 \\ j \neq i}}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \tag{3.3b}
\end{equation*}
$$

Proof: Taking the rate of the spectral decomposition (2.15), leads to:

$$
\begin{aligned}
& \dot{\boldsymbol{a}}= \sum_{k=1}^{N} \dot{\lambda}_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}+\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \dot{\boldsymbol{n}}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}+\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \dot{\boldsymbol{n}}_{k, \boldsymbol{a}} \\
&=\sum_{k=1}^{N} \dot{\lambda}_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}+\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\left(\boldsymbol{W}^{(t w i)} \boldsymbol{n}_{k, \boldsymbol{a}}\right) \otimes \boldsymbol{n}_{k, \boldsymbol{a}} \\
&+\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \boldsymbol{n}_{k, \boldsymbol{a}} \otimes\left(\boldsymbol{W}^{(t w i)} \boldsymbol{n}_{k, \boldsymbol{a}}\right) \text { from (3.3a) } \\
&=\sum_{i=1}^{m_{\boldsymbol{a}}} \dot{\lambda}_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}+\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \boldsymbol{a}-\boldsymbol{a} \boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}
\end{aligned}
$$

that is written equivalently:

$$
\begin{equation*}
\boldsymbol{a} \boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}-\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \boldsymbol{a}=\sum_{i=1}^{m_{\boldsymbol{a}}} \dot{\lambda}_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}-\dot{\boldsymbol{a}} \tag{3.4}
\end{equation*}
$$

For a given $\boldsymbol{a}$, we recognize in (3.4) a matrix equation, as formulated in proposition 3.9, in terms of the unknown $\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}$.

- For any $1 \leqslant j \leqslant m_{\boldsymbol{a}}$, by left and right multiplying the previous relation by $\boldsymbol{P}_{j, \boldsymbol{a}}$, we get:

$$
\begin{equation*}
\boldsymbol{P}_{j, \boldsymbol{a}}\left(\sum_{i=1}^{m_{\boldsymbol{a}}} \dot{\lambda}_{i, \boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}-\dot{\boldsymbol{a}}\right) \boldsymbol{P}_{j, \boldsymbol{a}}=\boldsymbol{P}_{j, \boldsymbol{a}}\left(\boldsymbol{a} \boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}-\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \boldsymbol{a}\right) \boldsymbol{P}_{j, \boldsymbol{a}}=0 \tag{3.5}
\end{equation*}
$$

since $\boldsymbol{P}_{j, \boldsymbol{a}} \boldsymbol{a}=\boldsymbol{a} \boldsymbol{P}_{j, \boldsymbol{a}}=\lambda_{j, \boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}$. Thus, from proposition 3.9, the necessary and sufficient condition $(3.2 \mathrm{~b})$ for the solution $\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}$ of (3.4) to exist is satisfied. Note that, from (2.16e)-(2.16f), relation (3.5) is written equivalently:

$$
\begin{equation*}
\dot{\lambda}_{j, \boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}=\boldsymbol{P}_{j, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}, \quad 1 \leqslant j \leqslant m_{\boldsymbol{a}} \tag{3.6}
\end{equation*}
$$

- Applying proposition 3.9, the solution of (3.4) expands as:

$$
\begin{aligned}
\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}= & \sum_{i=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{W}_{t, 0} \boldsymbol{P}_{i, \boldsymbol{a}}+\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{P}_{i, \boldsymbol{a}}\left(\sum_{m=1}^{m_{\boldsymbol{a}}} \dot{\lambda}_{m, \boldsymbol{a}} \boldsymbol{P}_{m, \boldsymbol{a}}-\dot{\boldsymbol{a}}\right) \boldsymbol{P}_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \\
= & \sum_{i=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{W}_{t, 0} \boldsymbol{P}_{i, \boldsymbol{a}}+\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{P}_{i, \boldsymbol{a}}\left(\dot{\lambda}_{j, \boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}-\dot{\boldsymbol{a}}\right) \boldsymbol{P}_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \\
& \text { from (2.16e)-(2.16f)} \\
= & \sum_{i=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{W}_{t, 0} \boldsymbol{P}_{i, \boldsymbol{a}}-\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \text { from (2.16f) }
\end{aligned}
$$

Following remark 3.10, the twirl tensor is not uniquely determined by the previous characterization in the case of repeated eigenvalues for $\boldsymbol{a}$. Xiao [186, p. 3332] which is interpreted by the computation done by Guo et al. [77] as the choice $\boldsymbol{W}_{t, 0}=0$ in the case of repeated eigenvalues. Indeed, Guo et al. [77] used a continuity argument of $\boldsymbol{a}$ versus the time for determining $\boldsymbol{W}_{t, 0}=0$. Then we obtain (3.3b) and the proof is complete.

Proposition 3.12 (rate of a composition by a function, Xiao [186, p. 3332]).
Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be any differentiable function that extends as an isotropic function on symmetric tensors. Then we have, for all symmetric tensor a:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\{\varphi(\boldsymbol{a})\}= & \sum_{i=1}^{m_{\boldsymbol{a}}} \varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}} \\
& +\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\varphi\left(\lambda_{i, \boldsymbol{a}}\right)-\varphi\left(\lambda_{j, \boldsymbol{a}}\right)}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}} \tag{3.7}
\end{align*}
$$

Proof: The proof is based on Xiao [186, p. 3332]. From the spectral decomposition (2.15), and the decomposition (2.16a) upon the eigenprojectors, we have:

$$
\begin{equation*}
\varphi(\boldsymbol{a})=\sum_{k=1}^{N} \varphi\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\right) \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}=\sum_{i=1}^{m_{\boldsymbol{a}}} \varphi\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \tag{3.8}
\end{equation*}
$$

Taking the rate of the previous relation, we get:

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\{\varphi(\boldsymbol{a})\}= & \sum_{k=1}^{N} \dot{\lambda}_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \varphi^{\prime}\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\right) \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}} \\
& +\varphi\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\right) \dot{\boldsymbol{n}}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}}+\varphi\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\right) \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \dot{\boldsymbol{n}}_{k, \boldsymbol{a}} \\
= & \sum_{k=1}^{N} \dot{\lambda}_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}} \varphi^{\prime}\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\right) \boldsymbol{n}_{k, \boldsymbol{a}} \otimes \boldsymbol{n}_{k, \boldsymbol{a}} \\
& +\varphi\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\right)\left(\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \boldsymbol{n}_{k, \boldsymbol{a}}\right) \otimes \boldsymbol{n}_{k, \boldsymbol{a}} \\
& +\varphi\left(\lambda_{\mathcal{I}_{\boldsymbol{a}}(k), \boldsymbol{a}}\right) \boldsymbol{n}_{k, \boldsymbol{a}} \otimes\left(\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \boldsymbol{n}_{k, \boldsymbol{a}}\right)
\end{aligned}
$$

from lemma 3.11, relation (3.3a)

$$
=\sum_{i=1}^{m_{\boldsymbol{a}}} \dot{\lambda}_{i, \boldsymbol{a}} \varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}}+\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \varphi(\boldsymbol{a})-\varphi(\boldsymbol{a}) \boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}
$$

from (2.16a) and (3.8)

$$
=\sum_{i=1}^{m_{\boldsymbol{a}}} \varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}+\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \varphi(\boldsymbol{a})-\varphi(\boldsymbol{a}) \boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \text { from (3.6) }
$$

Expanding $\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)}$ from its characterization (3.3b), we get successively:

$$
\begin{aligned}
\boldsymbol{W}_{\boldsymbol{a}}^{(t w i)} \varphi(\boldsymbol{a}) & =-\left(\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}}\right)\left(\sum_{m=1}^{m_{\boldsymbol{a}}} \varphi\left(\lambda_{m, \boldsymbol{a}}\right) \boldsymbol{P}_{m, \boldsymbol{a}}\right) \\
& =-\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\varphi\left(\lambda_{j, \boldsymbol{a}}\right)}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}} \text { from (2.16f) } \\
\varphi(\boldsymbol{a}) \boldsymbol{W}^{(t w i)} & =-\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\varphi\left(\lambda_{i, \boldsymbol{a}}\right)}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}
\end{aligned}
$$

and

$$
\boldsymbol{W}^{(t w i)} \varphi(\boldsymbol{a})-\varphi(\boldsymbol{a}) \boldsymbol{W}^{(t w i)}=\sum_{i=1}^{m_{\boldsymbol{a}}} \sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\varphi\left(\lambda_{i, \boldsymbol{a}}\right)-\varphi\left(\lambda_{j, \boldsymbol{a}}\right)}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}
$$

Finally

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\{\varphi(\boldsymbol{a})\}=\sum_{i=1}^{m_{\boldsymbol{a}}} \varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{i, \boldsymbol{a}}+\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\varphi\left(\lambda_{i, \boldsymbol{a}}\right)-\varphi\left(\lambda_{j, \boldsymbol{a}}\right)}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \dot{\boldsymbol{a}} \boldsymbol{P}_{j, \boldsymbol{a}}
$$

and the proof is complete.
Corollary 3.13 (derivative of a Sylvester's extension of a function).
Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be any differentiable function that extends as an isotropic function on symmetric matrices (see proposition 2.33). Then, the derivative of this extension is expressed, for all $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$, by:

$$
\begin{align*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a})= & \sum_{i=1}^{m_{\boldsymbol{a}}} \varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{i, \boldsymbol{a}} \\
& +\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\varphi\left(\lambda_{i, \boldsymbol{a}}\right)-\varphi\left(\lambda_{j, \boldsymbol{a}}\right)}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{a}} \tag{3.9}
\end{align*}
$$

where $\boxtimes$ denotes the tensor product of two second order tensors (see notations page 6).

Proof: By definition of the derivative, for any time-dependent symmetric second-order tensor $\tilde{\boldsymbol{a}}(t), t \in \mathbb{R}$, we have $\mathrm{d} / \operatorname{dt}(\varphi(\tilde{\boldsymbol{a}}(t)))=\varphi^{\prime}(\tilde{\boldsymbol{a}}(t)): \dot{\tilde{\boldsymbol{a}}}(t)$ and then the result follows from proposition 3.12 and from the definition of the notation $\boxtimes$ page 6 .

Remark 3.14 (derivative of a Sylvester's extension of a function).
Note the presence of the non-trivial second sum in the right-hand-side of (3.9), which is, in general, non-zero. Thus, the derivative of the Sylvester extension, denoted by $\mathrm{d} \varphi / \mathrm{d} \boldsymbol{a}(\boldsymbol{a})$, does not coincide with the Sylvester extension of the derivative, denoted by $\varphi^{\prime}(\boldsymbol{a})$, which corresponds to the first sum on the right-hand-side of (3.9). The following corollary furnishes an interpretation of $\varphi^{\prime}(\boldsymbol{a})$.

Corollary 3.15 (derivative of the trace of a matrix-valued function).
Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be any differentiable function that extends as an isotropic function on symmetric matrices (see proposition 2.33). Let $\widehat{\varphi}: \mathbb{R}_{s}^{N \times N} \rightarrow \mathbb{R}$ be defined by: $\widehat{\varphi}(\boldsymbol{a})=\operatorname{tr}(\varphi(\boldsymbol{a}))$ for all $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$. Then

$$
\frac{\mathrm{d} \widehat{\varphi}}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a})=\varphi^{\prime}(\boldsymbol{a}), \quad \forall \boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}
$$

where $\varphi^{\prime}$ denotes the extension as an isotropic function on symmetric matrices of the usual derivative function $\varphi^{\prime}: \mathbb{R} \rightarrow \mathbb{R}$.

Proof: For all $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}_{s}^{N \times N}$ and $\varepsilon>0$, we have the expansion:

$$
\begin{aligned}
\widehat{\varphi}(\boldsymbol{a}+\varepsilon \boldsymbol{b})-\widehat{\varphi}(\boldsymbol{a}) & =(\varphi(\boldsymbol{a}+\varepsilon \boldsymbol{b})-\varphi(\boldsymbol{a})): \boldsymbol{I} \\
& =\varepsilon\left(\frac{\mathrm{d} \varphi}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a}): \boldsymbol{b}\right): \boldsymbol{I}+\mathscr{O}\left(\varepsilon^{2}\right) \\
& =\varepsilon\left(\frac{\mathrm{d} \varphi}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a}): \boldsymbol{I}\right): \boldsymbol{b}+\mathscr{O}\left(\varepsilon^{2}\right)
\end{aligned}
$$

by symmetry of the fourth-order tensor $\mathrm{d} \varphi / \mathrm{d} \boldsymbol{a}$ from corollary 3.13, relation (3.9). Then

$$
\frac{\mathrm{d} \widehat{\varphi}}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a}): \boldsymbol{b}=\lim _{\varepsilon \rightarrow 0} \frac{\widehat{\varphi}(\boldsymbol{a}+\varepsilon \boldsymbol{b})-\widehat{\varphi}(\boldsymbol{a})}{\varepsilon}
$$

by definition of the usual Gâteau derivative, and then

$$
\begin{aligned}
\frac{\mathrm{d} \widehat{\varphi}}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a}) & =\frac{\mathrm{d} \varphi}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a}): \boldsymbol{I} \text { from the previous expansion } \\
& =\sum_{i=1}^{m_{\boldsymbol{a}}} \varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{I} \boldsymbol{P}_{i, \boldsymbol{a}}+\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\varphi\left(\lambda_{i, \boldsymbol{a}}\right)-\varphi\left(\lambda_{j, \boldsymbol{a}}\right)}{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{I} \boldsymbol{P}_{j, \boldsymbol{a}}
\end{aligned}
$$

after expanding (3.9)

$$
=\sum_{i=1}^{m_{\boldsymbol{a}}} \varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}}
$$

$$
\text { from lemma } 2.27 \text {, relations (2.16e) and (2.16f) }
$$

$$
=\varphi^{\prime}(\boldsymbol{a})
$$

by definition of the Sylvester's extension $\varphi^{\prime}$ of a scalar-valued to a matrixvalued function, proposition 2.28, relation (2.17).
Lemma 3.16 (inverse of a sum of eigenprojector-based fourth-order tensors).
For all $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$ and $b_{i, j} \in \mathbb{R} \backslash\{0\}, 1 \leqslant i, j \leqslant m_{\boldsymbol{a}}$, we have:

$$
\left(\sum_{i, j=1}^{m_{\boldsymbol{a}}} b_{i, j} \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{a}}\right)^{-1}=\sum_{i, j=1}^{m_{\boldsymbol{a}}} b_{i, j}^{-1} \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{a}}
$$

Proof: By expansion, we have:

$$
\begin{aligned}
& \left(\sum_{i, j=1}^{m_{\boldsymbol{a}}} b_{i, j} \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{a}}\right)^{-1}\left(\sum_{m, n=1}^{m_{\boldsymbol{a}}} b_{m, n}^{-1} \boldsymbol{P}_{m, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{n, \boldsymbol{a}}\right) \\
& =\sum_{i, j, m, n=1}^{m_{\boldsymbol{a}}} b_{i, j} b_{m, n}^{-1}\left(\boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{a}}\right)\left(\boldsymbol{P}_{m, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{n, \boldsymbol{a}}\right) \\
& =\sum_{i, j, m, n=1}^{m_{\boldsymbol{a}}} b_{i, j} b_{m, n}^{-1}\left(\boldsymbol{P}_{i, \boldsymbol{a}} \boldsymbol{P}_{m, \boldsymbol{a}}\right) \boxtimes\left(\boldsymbol{P}_{j, \boldsymbol{a}} \boldsymbol{P}_{n, \boldsymbol{a}}\right) \\
& \text { from }(0.5), \text { page 6 } \\
& =\sum_{i, j=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{a}}
\end{aligned}
$$

from lemma 2.27, relations (2.16e) and (2.16f)

$$
\begin{aligned}
& =\left(\sum_{i=1}^{m_{\boldsymbol{a}}} \boldsymbol{P}_{i, \boldsymbol{a}}\right) \boxtimes\left(\sum_{j=1}^{m_{a}} \boldsymbol{P}_{j, \boldsymbol{a}}\right) \\
& =\boldsymbol{I} \boxtimes \boldsymbol{I}
\end{aligned}
$$

$$
\text { from lemma } 2.27 \text {, relation }(2.16 \mathrm{~d})
$$

Since $\boldsymbol{I} \boxtimes \boldsymbol{I}$ represents the fourth-order identity, the proof is complete.

Corollary 3.17 (inverse of the derivative of a Sylvester's extension).
Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be any differentiable function that extends as an isotropic function on symmetric matrices. Then, for all $\boldsymbol{a} \in \mathbb{R}_{s}^{N \times N}$ such that $\varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right) \neq 0$, $1 \leqslant i \leqslant m_{\boldsymbol{a}}$, the inverse of the derivative of the Sylvester's extension of $\varphi$ admits the following explicit expression:

$$
\begin{align*}
\left(\frac{\mathrm{d} \varphi}{\mathrm{~d} \boldsymbol{a}}(\boldsymbol{a})\right)^{-1}= & \sum_{i=1}^{m_{\boldsymbol{a}}} \frac{1}{\varphi^{\prime}\left(\lambda_{i, \boldsymbol{a}}\right)} \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{i, \boldsymbol{a}} \\
& +\sum_{j=1, j \neq i}^{m_{\boldsymbol{a}}} \frac{\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}}{\varphi\left(\lambda_{i, \boldsymbol{a}}\right)-\varphi\left(\lambda_{j, \boldsymbol{a}}\right)} \boldsymbol{P}_{i, \boldsymbol{a}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{a}} \tag{3.10}
\end{align*}
$$

Proof: as a direct consequence of corollary 3.13 and lemma 3.16.

### 3.4 Strain rate

By investigating the time rate of general Hill's strains, this section states theorem 3.1, which is one of the two most important results of this chapter. This theorem is preceded by two lemmas, one for obtaining an expression for $\dot{\boldsymbol{V}}$ versus $\boldsymbol{D}$ and $\boldsymbol{W}$ and the other, for an expression of $\boldsymbol{D}$ versus $\dot{\boldsymbol{V}}$ and $\boldsymbol{W}$. This theorem introduces a new corotational rate, the logarithmic rate, that is found to be objective. The section closes with a corollary related to an eigenview of the stretching $\boldsymbol{D}$ as a Lagrangian rate of a strain.

Lemma 3.18 (rate of the left stretch tensor).
The rate of the left stretch tensor $\boldsymbol{V}$ is expressed in terms of the velocity gradient $\nabla \boldsymbol{v}=\boldsymbol{W}+\boldsymbol{D}$ as:

$$
\begin{equation*}
\dot{\boldsymbol{V}}=\sum_{i=1}^{m_{\boldsymbol{V}}} \sum_{j=1}^{m_{\boldsymbol{V}}}-\left(\lambda_{i, \boldsymbol{V}}-\lambda_{j, \boldsymbol{V}}\right) \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W} \boldsymbol{P}_{j, \boldsymbol{V}}+\frac{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}}{\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{V}} \tag{3.11}
\end{equation*}
$$

Proof: The prof is based on Xiao et al. [187, eqn (40)]. From $\boldsymbol{V}^{2}=\boldsymbol{B}=\boldsymbol{F} \boldsymbol{F}^{T}$ and by differentiation, we obtain successively:

$$
\begin{align*}
\dot{\boldsymbol{V}} \boldsymbol{V}+\boldsymbol{V} \dot{\boldsymbol{V}} & =\dot{\boldsymbol{F}} \boldsymbol{F}^{T}+\boldsymbol{F} \dot{\boldsymbol{F}}^{T} \\
& =\nabla \boldsymbol{v} \boldsymbol{F} \boldsymbol{F}^{T}+\boldsymbol{F} \boldsymbol{F}^{T} \nabla \boldsymbol{v}^{T} \text { from (2.2a) } \\
& =\nabla \boldsymbol{v} \boldsymbol{V}^{2}+\boldsymbol{V}^{2} \nabla \boldsymbol{v}^{T} \\
& =\boldsymbol{W} \boldsymbol{V}^{2}-\boldsymbol{V}^{2} \boldsymbol{W}+\boldsymbol{D} \boldsymbol{V}^{2}+\boldsymbol{V}^{2} \boldsymbol{D} \tag{3.12}
\end{align*}
$$

Consider the left-hand-side of the previous relation: left multiplying by $\boldsymbol{P}_{i, \boldsymbol{V}}$ and right multiplying by $\boldsymbol{P}_{j, \boldsymbol{V}}$ leads to:

$$
\begin{aligned}
& \boldsymbol{P}_{i, \boldsymbol{V}}(\dot{\boldsymbol{V}} \boldsymbol{V}+\boldsymbol{V} \dot{\boldsymbol{V}}) \boldsymbol{P}_{j, \boldsymbol{V}} \\
& =\boldsymbol{P}_{i, \boldsymbol{V}}\left(\dot{\boldsymbol{V}}\left(\sum_{m=1}^{m_{\boldsymbol{V}}} \lambda_{m, \boldsymbol{V}} \boldsymbol{P}_{m, \boldsymbol{V}}\right)+\left(\sum_{m=1}^{m_{\boldsymbol{V}}} \lambda_{m, \boldsymbol{V}} \boldsymbol{P}_{m, \boldsymbol{V}}\right) \dot{\boldsymbol{V}}\right) \boldsymbol{P}_{j, \boldsymbol{V}} \text { from (2.16a) } \\
& =\left(\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}\right) \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{j, \boldsymbol{V}} \text { from (2.16f)}
\end{aligned}
$$

This can be written equivalently as:

$$
\begin{aligned}
& \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{j, \boldsymbol{V}} \\
& =\left(\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}\right)^{-1} \boldsymbol{P}_{i, \boldsymbol{V}}(\dot{\boldsymbol{V}} \boldsymbol{V}+\boldsymbol{V} \dot{\boldsymbol{V}}) \boldsymbol{P}_{j, \boldsymbol{V}} \\
& =\left(\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}\right)^{-1} \boldsymbol{P}_{i, \boldsymbol{V}}\left(\boldsymbol{W} \boldsymbol{V}^{2}-\boldsymbol{V}^{2} \boldsymbol{W}+\boldsymbol{D} \boldsymbol{V}^{2}+\boldsymbol{V}^{2} \boldsymbol{D}\right) \boldsymbol{P}_{j, \boldsymbol{V}} \text { from } \\
& =\left(\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}\right)^{-1} \boldsymbol{P}_{i, \boldsymbol{V}}\left\{\boldsymbol{W}\left(\sum_{m=1}^{m_{\boldsymbol{V}}} \lambda_{m, \boldsymbol{V}}^{2} \boldsymbol{P}_{m, \boldsymbol{V}}\right)-\left(\sum_{m=1}^{m_{\boldsymbol{V}}} \lambda_{m, \boldsymbol{V}}^{2} \boldsymbol{P}_{m, \boldsymbol{V}}\right) \boldsymbol{W}\right. \\
& \\
& \left.\quad+\boldsymbol{D}\left(\sum_{m=1}^{m_{\boldsymbol{V}}} \lambda_{m, \boldsymbol{V}}^{2} \boldsymbol{P}_{m, \boldsymbol{V}}\right)+\left(\sum_{m=1}^{m_{\boldsymbol{V}}} \lambda_{m, \boldsymbol{V}}^{2} \boldsymbol{P}_{m, \boldsymbol{V}}\right) \boldsymbol{D}\right\} \boldsymbol{P}_{j, \boldsymbol{V}}
\end{aligned}
$$

from (2.16a)
$=\left(\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}\right)^{-1}\left\{-\left(\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}\right) \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W} \boldsymbol{P}_{j, \boldsymbol{V}}+\left(\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}\right) \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{V}}\right\}$ from (2.16f)

$$
=-\left(\lambda_{i, \boldsymbol{V}}-\lambda_{j, \boldsymbol{V}}\right) \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W} \boldsymbol{P}_{j, \boldsymbol{V}}+\frac{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}}{\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{V}}
$$

Then, the result follows from (2.16b).
Lemma 3.19 (stretching).
The stretching $\boldsymbol{D}$ is expressed in terms of the rate of the left stretch $\dot{\boldsymbol{V}}$ and the vorticity $\boldsymbol{W}$ as:

$$
\begin{equation*}
\boldsymbol{D}=\sum_{i=1}^{m_{\boldsymbol{V}}} \sum_{j=1}^{m_{\boldsymbol{V}}} \frac{\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}}{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W} \boldsymbol{P}_{j, \boldsymbol{V}}+\frac{\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}}{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{j, \boldsymbol{V}} \tag{3.13}
\end{equation*}
$$

Proof: Relation (2.14a) is written also as

$$
B D+D B=\dot{B}+B W-W B
$$

and we recognize a symmetric matrix equation as in lemma 3.8, equation (3.1a). As $\boldsymbol{B}=\boldsymbol{V}^{2}$ is symmetric definite positive, we have $\lambda_{i, \boldsymbol{B}}>0$ and then condition (3.1b) is satisfied. Then, its solution exists and is given by (3.1c), which is written here:

$$
\begin{aligned}
\boldsymbol{D}= & \sum_{i=1}^{m_{\boldsymbol{B}}} \sum_{j=1}^{m_{\boldsymbol{B}}}\left(\lambda_{i, \boldsymbol{B}}+\lambda_{j, \boldsymbol{B}}\right)^{-1} \boldsymbol{P}_{i, \boldsymbol{B}}(\dot{\boldsymbol{B}}+\boldsymbol{B} \boldsymbol{W}-\boldsymbol{W} \boldsymbol{B}) \boldsymbol{P}_{j, \boldsymbol{B}} \\
= & \sum_{i=1}^{m_{\boldsymbol{V}}} \sum_{j=1}^{m_{\boldsymbol{V}}}\left(\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}\right)^{-1} \boldsymbol{P}_{i, \boldsymbol{V}}\left(\dot{\boldsymbol{V}} \boldsymbol{V}+\boldsymbol{V} \dot{\boldsymbol{V}}+\boldsymbol{V}^{2} \boldsymbol{W}-\boldsymbol{W} \boldsymbol{V}^{2}\right) \boldsymbol{P}_{j, \boldsymbol{V}} \\
= & \sum_{i=1}^{m_{\boldsymbol{V}}} \sum_{j=1}^{m_{V}} \frac{\lambda_{i, \boldsymbol{V}}+\lambda_{j, \boldsymbol{V}}}{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{j, \boldsymbol{V}}+\frac{\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}}{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W} \boldsymbol{P}_{j, \boldsymbol{V}} \\
& \quad \text { from }(2.16 \mathrm{f}) \text { and (2.16a) }
\end{aligned}
$$

which is exactly (3.13) and then the proof is complete.
Definition 3.20 (corotational rate of a tensor).
Let $\boldsymbol{W}^{(*)}$ be any skew-symmetric tensor varying with the time, and called the spin tensor. It defines a rotating configuration relative to the reference one. For any tensor $\boldsymbol{a}$, the associated corotational rate of $\boldsymbol{a}$ is defined by:

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{a}}^{(*)}=\dot{\boldsymbol{a}}-\boldsymbol{W}^{(*)} \boldsymbol{a}+\boldsymbol{a} \boldsymbol{W}^{(*)} \tag{3.14}
\end{equation*}
$$

Note that the classical Zaremba-Jaumann corotational rate is obtained with $\boldsymbol{W}^{(*)}=\boldsymbol{W}$, which is the vorticity, see definition 2.9, page 44.

Remark 3.21 (interpretation of the corotational tensor rate).
Let $\boldsymbol{r}^{(*)}$ be the rotation function associated with the spin, i.e. such that $\boldsymbol{W}^{(*)}=\dot{\boldsymbol{r}}^{(*) T} \boldsymbol{r}^{(*)}$. The tensor $\boldsymbol{a}$ in the reference configuration is observed in the rotating configuration associated with the spin $\boldsymbol{W}^{(*)}$ as $\boldsymbol{r}^{(*)} \boldsymbol{a r} \boldsymbol{r}^{(*) T}$ and its rate is then

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\boldsymbol{r}^{(*)} \boldsymbol{a} \boldsymbol{r}^{(*) T}\right)=\boldsymbol{r}^{(*)} \stackrel{\circ}{\boldsymbol{a}}^{(*)} \boldsymbol{r}^{(*) T}
$$

Thus, the corotational rate is simply the rate as observed in the rotating configuration.

Remark 3.22 (objectivity of the corotational tensor rate).
The general corotational rate expressed by (3.14) is not necessarily objective: consider for instance $\boldsymbol{W}^{(*)}=\mathbf{0}$. See Xiao et al. [188] for a necessary and sufficient condition upon $\boldsymbol{W}^{(*)}$ for a corotational rate to be objective.

The following logarithmic corotational rate was introduced independently in 1991 by Lehmann et al. [113], in 1996 by Reinhardt and Dubey [154, 155] and in 1997 by Xiao et al. [187, p. 92].

Theorem 3.1 (stretching as a rate of the left Hencky strain).
There exists an unique left Hill strain (see definition 3.4) and an unique corotational rate (see definition 3.20) such that the symmetric part $\boldsymbol{D}$ of the velocity gradient $\nabla \boldsymbol{v}$ is expressed as a corotational rate of an Hill strain. This Hill strain is the Hencky strain $\boldsymbol{h}=\log \boldsymbol{V}$ and this corotational rate is the logarithmic rate, such that:

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{h}}^{(\log )}=\boldsymbol{D} \tag{3.15a}
\end{equation*}
$$

The logarithmic rate is defined for all symmetric tensor a by:

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{a}}^{(\log )}=\dot{\boldsymbol{a}}-\boldsymbol{W}_{\log }(\boldsymbol{a}, \nabla \boldsymbol{v}) \boldsymbol{a}+\boldsymbol{a} \boldsymbol{W}_{\log }(\boldsymbol{a}, \nabla \boldsymbol{v}) \tag{3.15b}
\end{equation*}
$$

and its associated spin $\boldsymbol{W}_{\text {log }}$ operator, called the logarithmic spin, is expressed for all $\boldsymbol{L} \in \mathbb{R}^{N \times N}$ by:

$$
\begin{equation*}
\boldsymbol{W}_{\log }(\boldsymbol{a}, \boldsymbol{L})=\operatorname{skw}(\boldsymbol{L})-\sum_{i, j=1}^{m_{\boldsymbol{a}}} \kappa_{\log }\left(\lambda_{i, \boldsymbol{a}}-\lambda_{j, \boldsymbol{a}}\right) \boldsymbol{P}_{i, \boldsymbol{a}} \operatorname{sym}(\boldsymbol{L}) \boldsymbol{P}_{j, \boldsymbol{a}} \tag{3.15c}
\end{equation*}
$$

where, for all $\xi \in \mathbb{R}$ :

$$
\kappa_{\log }(\xi)=\left\{\begin{array}{c}
\frac{1}{\tanh \xi}-\frac{1}{\xi} \text { when } \xi \neq 0  \tag{3.15~d}\\
0
\end{array}\right.
$$

Proof: The proof is based on Xiao et al. [187]. Let us consider an arbitrary Hill's strain $\boldsymbol{e}_{f}$ with its associated function denoted by $f$, see definition 3.4. We also consider an arbitrary corotational rate associated with the spin $\boldsymbol{W}^{(*)}$. We are looking for some conditions on $f$ and $\boldsymbol{W}^{(*)}$ such that the following relation occurs:

$$
\stackrel{\circ}{e}_{f}^{(*)}=D
$$

- From the definition (3.14) of the corotational rate, the previous equation is written equivalently as:

$$
\begin{equation*}
\boldsymbol{e}_{f} \boldsymbol{W}^{(*)}-\boldsymbol{W}^{(*)} \boldsymbol{e}_{f}=\boldsymbol{D}-\dot{\boldsymbol{e}}_{f} \tag{3.16}
\end{equation*}
$$

For a given $\boldsymbol{e}_{f}$ and an unknown $\boldsymbol{W}^{(*)}$, this corresponds to a matrix equation as in proposition 3.9. Its solution exists if and only if the condition (3.2b) is satisfied. This condition is written here as:

$$
\boldsymbol{P}_{i, \boldsymbol{V}}\left(\boldsymbol{D}-\dot{\boldsymbol{e}}_{f}\right) \boldsymbol{P}_{i, \boldsymbol{V}}=0, \quad 1 \leqslant i \leqslant m_{\boldsymbol{V}}
$$

Expanding $\dot{\boldsymbol{e}}_{f}$ from proposition 3.12, relation (3.7), and using (2.16f), this condition is written equivalently as:

$$
\boldsymbol{P}_{i, \boldsymbol{V}}\left(\boldsymbol{D}-f^{\prime}\left(\lambda_{i, \boldsymbol{V}}\right) \dot{\boldsymbol{V}}\right) \boldsymbol{P}_{i, \boldsymbol{V}}=0, \quad 1 \leqslant i \leqslant m_{\boldsymbol{V}}
$$

After left and right multiplying (3.11) by the eigenprojector, we get:

$$
\boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{i, \boldsymbol{V}}=\lambda_{i, \boldsymbol{V}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{i, \boldsymbol{V}}, \quad 1 \leqslant i \leqslant m_{\boldsymbol{V}}
$$

Replacing this expression of $\dot{\boldsymbol{V}}$ in the previous relation leads to:

$$
\left(1-\lambda_{i, \boldsymbol{V}} f^{\prime}\left(\lambda_{i, \boldsymbol{V}}\right)\right) \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{i, \boldsymbol{V}}=0, \quad 1 \leqslant i \leqslant m_{\boldsymbol{V}}
$$

Since this proposition should be true for any $\boldsymbol{D}$ and $\boldsymbol{V}$, the previous relation is equivalent to

$$
1-\lambda f^{\prime}(\lambda)=0, \quad \forall \lambda>0
$$

By definition 3.4 of the Hill's strain, $f(1)=0$ and then, an integration of the previous differential equation in $f$ yields $f(\lambda)=\log \lambda$. This solution $f$ is strictly increasing and satisfies $f^{\prime}(1)=1$. Thus, the unique left Hill strain $\boldsymbol{e}_{f}$ for which a solution exists is the left Hencky strain $\boldsymbol{h}=\log \boldsymbol{V}$.

- From lemma 3.9, the solution of (3.16) is then given by expanding (3.2c), which is written here as:

$$
\boldsymbol{W}^{(*)}=\sum_{i=1}^{m_{\boldsymbol{V}}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W}_{0} \boldsymbol{P}_{i, \boldsymbol{V}}+\sum_{\substack{j=1 \\ j \neq i}}^{m_{\boldsymbol{V}}} \frac{\boldsymbol{P}_{i, \boldsymbol{V}}(\boldsymbol{D}-\dot{\boldsymbol{h}}) \boldsymbol{P}_{j, \boldsymbol{V}}}{\log \lambda_{i, \boldsymbol{V}}-\log \lambda_{j, \boldsymbol{V}}}
$$

where $\boldsymbol{W}_{0}$ is an arbitrarily skew-symmetric tensor. From proposition 3.12, relation (3.7), the Lagrangian rate of $\boldsymbol{h}=\log \boldsymbol{V}$ is expressed as:

$$
\dot{\boldsymbol{h}}=\sum_{m=1}^{m_{\boldsymbol{V}}} \frac{\boldsymbol{P}_{m, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{m, \boldsymbol{V}}}{\lambda_{m, \boldsymbol{V}}}+\sum_{\substack{n=1 \\ n \neq m}}^{m_{\boldsymbol{V}}} \frac{\log \lambda_{m, \boldsymbol{V}}-\log \lambda_{n, \boldsymbol{V}}}{\lambda_{m, \boldsymbol{V}}-\lambda_{n, \boldsymbol{V}}} \boldsymbol{P}_{m, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{n, \boldsymbol{V}}
$$

Then, for all $i \neq j$ we have, with (2.16f):

$$
\boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{h}} \boldsymbol{P}_{j, \boldsymbol{V}}=\frac{\log \lambda_{i, \boldsymbol{V}}-\log \lambda_{j, \boldsymbol{V}}}{\lambda_{i, \boldsymbol{V}}-\lambda_{j, \boldsymbol{V}}} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{j, \boldsymbol{V}}
$$

and the previous expression of the solution $\boldsymbol{W}^{(*)}$ becomes:

$$
\begin{aligned}
& \boldsymbol{W}^{(*)}= \sum_{i=1}^{m_{\boldsymbol{V}}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W}_{0} \boldsymbol{P}_{i, \boldsymbol{V}}+\sum_{\substack{j=1 \\
j \neq i}}^{m_{\boldsymbol{V}}} \frac{\boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{V}}}{\log \lambda_{i, \boldsymbol{V}}-\log \lambda_{j, \boldsymbol{V}}}-\frac{\boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{j, \boldsymbol{V}}}{\lambda_{i, \boldsymbol{V}}-\lambda_{j, \boldsymbol{V}}} \\
&=\sum_{i=1}^{m_{\boldsymbol{V}}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W}_{0} \boldsymbol{P}_{i, \boldsymbol{V}}+\sum_{\substack{j=1 \\
j \neq i}}^{m_{V}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{W} \boldsymbol{P}_{j, \boldsymbol{V}} \\
& \quad+\sum_{\substack{j=1 \\
j \neq i}}^{m_{\boldsymbol{V}}}\left(\frac{1}{\log \lambda_{i, \boldsymbol{V}}-\log \lambda_{j, \boldsymbol{V}}}-\frac{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}}{\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}}\right) \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{V}}
\end{aligned}
$$

from (3.11). Following remark 3.10, in the case of distinct eigenvalues for $\boldsymbol{V}$, the first term involving $\boldsymbol{W}_{0}$, on the right-hand-side of the previous relation, vanishes. Thus, in that case, the solution $\boldsymbol{W}^{(*)}$ is uniquely determined by the previous relation. Otherwise, in the case of repeated eigenvalues for $\boldsymbol{V}$, we have to choose $\boldsymbol{W}_{0}=\boldsymbol{W}$, the vorticity tensor, in order for the solution to
be continuous versus $\boldsymbol{V}$. Finally, from (2.16b) we obtain:

$$
\boldsymbol{W}^{(*)}=\boldsymbol{W}+\sum_{i=1}^{m_{\boldsymbol{V}}} \sum_{\substack{j=1 \\ j \neq i}}^{m_{\boldsymbol{V}}}\left(\frac{1}{\log \lambda_{i, \boldsymbol{V}}-\log \lambda_{j, \boldsymbol{V}}}-\frac{\lambda_{i, \boldsymbol{V}}^{2}+\lambda_{j, \boldsymbol{V}}^{2}}{\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}}\right) \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{V}}
$$

As $\boldsymbol{V}$ and $\boldsymbol{h}$ share the same eigenbasis $\boldsymbol{P}_{i, \boldsymbol{V}}=\boldsymbol{P}_{i, \boldsymbol{h}}$ and $\lambda_{i, \boldsymbol{V}}=\exp \lambda_{i, \boldsymbol{h}}$ and then, we obtain:

$$
\boldsymbol{W}^{(*)}=\boldsymbol{W}-\sum_{i=1}^{m_{\boldsymbol{h}}} \sum_{\substack{j=1 \\ j \neq i}}^{m_{\boldsymbol{h}}}\left(\frac{1}{\tanh \left(\lambda_{i, \boldsymbol{h}}-\lambda_{j, \boldsymbol{h}}\right)}-\frac{1}{\lambda_{i, \boldsymbol{h}}-\lambda_{j, \boldsymbol{h}}}\right) \boldsymbol{P}_{i, \boldsymbol{h}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{h}}
$$

Observe that the function $\kappa_{\log }(\xi)=1 / \tanh (\xi)-1 / \xi$ can be extended by continuity as $\kappa_{\log }(0)=0$. This function is odd, strictly increasing on $[0, \infty[$ and $\lim _{\xi \rightarrow \infty} \kappa_{\log }(\xi)=1$. With these notations we obtain (3.15c) and the proof is complete.


Fig. 3.3 Commutation diagram between the displacement vector $\boldsymbol{u}$, the left Hencky strain tensor $\boldsymbol{h}$, the velocity vector $\boldsymbol{v}$ and the stretching tensor $\boldsymbol{D}$.

Remark 3.23 (practical evaluation of the logarithmic spin).
For the numerical evaluation of the logarithmic rate, the logarithmic spin $\boldsymbol{W}_{\log }(\boldsymbol{a}, \nabla \boldsymbol{v})$ has to be evaluated. From its definition (3.15c), the logarithmic spin depends only upon $\boldsymbol{a}$ and $\nabla \boldsymbol{v}$. Observe first that it depends linearly upon $\nabla \boldsymbol{v}$ : it requires only to split it into symmetric $\boldsymbol{D}$ and skew-symmetric $\boldsymbol{W}$ parts. In contrast, its dependence upon $\boldsymbol{a}$ is strongly
nonlinear. Nevertheless, it requires only the computations of eigenvalues $\boldsymbol{\operatorname { e i g }}(\boldsymbol{a})=\left(\lambda_{i, \boldsymbol{a}}\right)_{1 \leqslant i \leqslant m_{\boldsymbol{a}}}$ and not eigenvectors, since the eigenprojector $\boldsymbol{P}_{j, \boldsymbol{a}}$ then is expressed explicitly, thanks to lemma 2.29.

Remark 3.24 (commutation diagram).
Fig. 3.3 proposes a commutation diagram between the displacement vector $\boldsymbol{u}$, the left Hencky strain tensor $\boldsymbol{v}$, the velocity vector $\boldsymbol{v}$ and the stretching tensor $\boldsymbol{D}$ : this diagram is elegantly closed by relation (3.15a). Moreover, from the Clausius-Duhem inequality (1.24), the term $\boldsymbol{\sigma}: \boldsymbol{D}=\boldsymbol{\sigma}: \stackrel{\circ}{\boldsymbol{h}}^{(\mathrm{log})}$ is interpreted now as a duality product between the Cauchy stress $\boldsymbol{\sigma}$ and the logarithmic corotational rate of the left Hencky strain $\boldsymbol{h}$. This interpretation in terms of duality is the cornerstone of the thermodynamic framework proposed in the forthcoming chapter 4.

Remark 3.25 (explicit check vs Xiao et al. [187]).
In Xiao et al. [187, p. 97], eqn (41), the logarithmic spin was expressed as:

$$
\begin{aligned}
\boldsymbol{W}_{\log } & =\boldsymbol{W}+\sum_{\substack{i, j=1 \\
i \neq j}}^{m_{\boldsymbol{B}}}\left[\left(\frac{1+\left(\lambda_{i, \boldsymbol{B}} / \lambda_{j, \boldsymbol{B}}\right)}{1-\left(\lambda_{i, \boldsymbol{B}} / \lambda_{j, \boldsymbol{B}}\right)}+\frac{2}{\log \left(\lambda_{i, \boldsymbol{B}} / \lambda_{j, \boldsymbol{B}}\right)}\right) \boldsymbol{P}_{i, \boldsymbol{B}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{B}}\right] \\
& =\boldsymbol{W}-\sum_{\substack{i, j=1 \\
i \neq j}}^{m_{\boldsymbol{B}}} \kappa_{\text {xiao }}\left(\frac{\log \left(\lambda_{i, \boldsymbol{B}} / \lambda_{j, \boldsymbol{B}}\right)}{2}\right) \boldsymbol{P}_{i, \boldsymbol{B}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{B}}
\end{aligned}
$$

with

$$
\begin{aligned}
\kappa_{\text {xiao }}(\xi) & =\frac{1+\exp (-2 \xi)}{1-\exp (-2 \xi)}-\frac{1}{\xi}=\frac{1}{\tanh \xi}-\frac{1}{\xi}=\kappa_{\log }(\xi) \\
\text { and } \frac{\log \left(\lambda_{i, \boldsymbol{B}} / \lambda_{j, \boldsymbol{B}}\right)}{2} & =\lambda_{i, \boldsymbol{h}}-\lambda_{j, \boldsymbol{h}}
\end{aligned}
$$

and thus these two formula for $\boldsymbol{W}_{\text {log }}$ coincide.
Proposition 3.26 (objectivity of the logarithmic rate).
For any objective tensor $\boldsymbol{a}$, its logarithmic rate $\stackrel{\circ}{\boldsymbol{a}}^{(\log )}$ is objective.
Proof: The proof is similar to those of proposition 2.21 for the objectivity of the Gordon-Schowalter rate. From propositions 2.8 and 2.11 , both the Zaremba-Jaumann corotational rate and the stretching tensor $\boldsymbol{D}$ are objective. Then, the logarithmic rate, obtained by (3.15b)-(3.15c) from the Zaremba-Jaumann corotational rate with an additional term involving $\boldsymbol{D}$, is also objective.

This last corollary of the section will be useful when building the thermodynamic framework during the next chapter 4.

Corollary $\mathbf{3 . 2 7}$ (eigenview of the stretching).
The left Hencky strain $\boldsymbol{h}$ and the stretching $\boldsymbol{D}$ satisfy:

$$
(\boldsymbol{D}-\dot{\boldsymbol{h}}): \boldsymbol{a}=0, \quad \text { for all } \boldsymbol{a} \in \operatorname{eigsp}(\boldsymbol{h})
$$

It means that the stretching $\boldsymbol{D}$, appears, from the eigenspace of $\boldsymbol{h}$, as a $L a$ grangian rate of $\boldsymbol{h}$, i.e. for all symmetric test-tensor $\boldsymbol{a}$ that share the same eigenbasis as $\boldsymbol{h}$.

Proof: Applying lemma 3.19, the stretching $\boldsymbol{D}$ is expressed by (3.13). Then, left and right multiplying (3.13) by $\boldsymbol{P}_{i, \boldsymbol{V}}$ we obtain

$$
\begin{equation*}
\boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{i, \boldsymbol{V}}=\lambda_{i, \boldsymbol{V}}^{-1} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{i, \boldsymbol{V}} \tag{3.17}
\end{equation*}
$$

Note that $\operatorname{eigsp}(\boldsymbol{h})=\boldsymbol{\operatorname { e i g s p }}(\boldsymbol{V})$ since $\boldsymbol{h}=\log \boldsymbol{V}$ shares the same eigenbasis. Let any $\boldsymbol{a}=\sum_{m=1}^{m_{V}} a_{m} \boldsymbol{P}_{m, \boldsymbol{V}} \in \operatorname{eigsp}(\boldsymbol{V})$. Next, expanding, we get:

$$
\begin{aligned}
\boldsymbol{D}: \boldsymbol{a} & =\operatorname{tr}(\boldsymbol{D a} \boldsymbol{a} \\
& =\operatorname{tr}\left(\left(\sum_{i=1}^{m_{\boldsymbol{V}}} \sum_{j=1}^{m_{\boldsymbol{V}}} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{j, \boldsymbol{V}}\right)\left(\sum_{m=1}^{m_{\boldsymbol{V}}} a_{m} \boldsymbol{P}_{m, \boldsymbol{V}}\right)\right) \text { from (2.16b) } \\
& =\operatorname{tr}\left(\sum_{i=1}^{m_{V}} a_{i} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{D} \boldsymbol{P}_{i, \boldsymbol{V}}\right) \text { from (2.16f) } \\
& =\operatorname{tr}\left(\sum_{i=1}^{m_{V}} a_{i} \lambda_{i, \boldsymbol{V}}^{-1} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{i, \boldsymbol{V}}\right) \text { from (3.17) }
\end{aligned}
$$

On the other hand, applying (3.7) with $\varphi(\xi)=\log \xi, \xi \in \mathbb{R}$, and using (2.16f), we get:

$$
\boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{h}} \boldsymbol{P}_{i, \boldsymbol{V}}=\lambda_{i, \boldsymbol{V}}^{-1} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{i, \boldsymbol{V}}
$$

Then, expanding, we obtain:

$$
\begin{aligned}
\dot{\boldsymbol{h}}: \boldsymbol{a} & =\operatorname{tr}(\dot{\boldsymbol{h}} \boldsymbol{a}) \\
& =\sum_{i=1}^{m_{\boldsymbol{V}}} a_{i} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{h}} \boldsymbol{P}_{i, \boldsymbol{V}} \text { from (2.16b) and (2.16f) } \\
& =\sum_{i=1}^{m_{V}} a_{i} \lambda_{i, \boldsymbol{V}}^{-1} \boldsymbol{P}_{i, \boldsymbol{V}} \dot{\boldsymbol{V}} \boldsymbol{P}_{i, \boldsymbol{V}}
\end{aligned}
$$

Grouping, we get $\boldsymbol{D}: \boldsymbol{a}=\dot{\boldsymbol{h}}: \boldsymbol{a}$ and then the proof is complete.
Remark 3.28 (spherical and deviatoric Hencky strains).
Recall that, from kinematics, section 2.1, page 31, we have $\rho(t, \boldsymbol{X})=\rho_{0}(X)(\operatorname{det} \boldsymbol{F}(t, \boldsymbol{X}))^{-1}$ for any $t \geqslant 0$ and $\boldsymbol{X} \in \Omega_{0}$ and where $\rho_{0}$ is the mass density in the reference configuration. This relation is written equivalently as

$$
\begin{align*}
& \log \left(\rho / \rho_{0}\right)=-\log \operatorname{det} \boldsymbol{F}=-\frac{1}{2} \log \operatorname{det} \boldsymbol{B}=-\operatorname{tr} \boldsymbol{h} \\
\Longleftrightarrow & \rho=\rho_{0} \exp (-\operatorname{tr} \boldsymbol{h}) \tag{3.18}
\end{align*}
$$

Next, on the one hand, by a simple time derivation $\dot{\log \rho}=-\operatorname{tr} \dot{\boldsymbol{h}}$. On the other hand, by using the mass conservation (0.1), observe that $\dot{\log \rho}=\dot{\rho} / \rho=-\operatorname{div} \boldsymbol{v}=-\operatorname{tr} \boldsymbol{D}$. Then, let us introduce the splitting $\boldsymbol{h}=\boldsymbol{h}_{s}+\boldsymbol{h}_{d}$ in spherical and deviatoric parts, with $\boldsymbol{h}_{s}=-\frac{\log \left(\rho / \rho_{0}\right)}{N} \boldsymbol{I}$ and $\boldsymbol{h}_{d}=\operatorname{dev} \boldsymbol{h}$. From, theorem 3.1, we get the corresponding splitting $\boldsymbol{D}=\boldsymbol{D}_{s}+\boldsymbol{D}_{d} \quad$ of their rates $\quad \boldsymbol{D}_{s} \stackrel{\text { def }}{=} \stackrel{\boldsymbol{h}}{s}_{(\log )}=\dot{\boldsymbol{h}}_{s}=\frac{\operatorname{tr} \boldsymbol{D}}{N} \boldsymbol{I}$ and $\boldsymbol{D}_{d} \stackrel{\text { def }}{=} \stackrel{\boldsymbol{h}}{d}_{(\log )}=\stackrel{\circ}{\boldsymbol{h}}^{(\log )}-\stackrel{\circ}{\boldsymbol{h}}_{s}^{(\log )}=\operatorname{dev} \boldsymbol{D}$.

### 3.5 Stress

This section is dedicated to the Helmholtz energy $\psi$, considered as a potential for obtaining the reversible part $\sigma_{e}$ of the Cauchy stress, as shown in theorem 2.1, page 36. In 1997, Xiao et al. [187, 189, p. 95] showed that $\boldsymbol{\sigma}_{e}$ is the conjugate of the left Hencky strain $\boldsymbol{h}$ via the Helmholtz energy $\psi$. This important result is presented in the next theorem 3.2, accompanied by a new and more direct proof. The proof starts with a technical lemma which explores all the Hill's stress-strain conjugacy pairs and fully expands an expression for the Hill's conjugate stress.

Definition 3.29 (left Hill's stress and strain conjugacy).
Let $f:] 0, \infty[\rightarrow \mathbb{R}$ be any strictly increasing, continuous and differentiable function satisfying $f(1)=0$ and $f^{\prime}(1)=1$. It extends to an isotropic function of a symmetric tensor, thanks to the Sylvester formula, see proposition 2.33, Let $\psi: \mathrm{GL}_{+}(N) \rightarrow \mathbb{R}$ be an objective-isotropic Helmholtz energy. From corollary 2.36, there exists a function $\widetilde{\psi}: \mathbb{R}_{s}^{N \times N} \rightarrow \mathbb{R}$ defined by

$$
\widetilde{\psi}\left(\boldsymbol{e}_{f}\right)=\psi(\boldsymbol{F}), \quad \forall \boldsymbol{F} \in \mathrm{GL}_{+}(N) \text { where } \boldsymbol{e}_{f}=f\left(\left(\boldsymbol{F} \boldsymbol{F}^{T}\right)^{\frac{1}{2}}\right)
$$

denotes the left Hill's strain introduced in definition 3.4.
Then, the left Hill [86] stress associated to the left Hill's strain $\boldsymbol{e}_{f}$ is defined by:

$$
\begin{equation*}
\boldsymbol{\sigma}_{f}=\rho \frac{\partial \widetilde{\psi}}{\partial \boldsymbol{e}_{f}}\left(\boldsymbol{e}_{f}\right) \tag{3.19}
\end{equation*}
$$

Lemma 3.30 (explicit expression for left Hill's stress).
With the notations of definition 3.29, the left Hill stress is given by:

$$
\begin{equation*}
\boldsymbol{\sigma}_{f}=\sum_{i=1}^{m_{\boldsymbol{V}}} \frac{1}{\lambda_{i, \boldsymbol{V}} f^{\prime}\left(\lambda_{i, \boldsymbol{V}}\right)} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{\sigma}_{e} \boldsymbol{P}_{i, \boldsymbol{V}} \tag{3.20}
\end{equation*}
$$

where $\sigma_{e}$ denotes the reversible part of the Cauchy stress tensor, defined from $\psi$ by (2.7a).

Proof: Let any $\boldsymbol{F} \in \mathrm{GL}_{+}(N)$, and $\boldsymbol{G} \in \mathbb{R}^{N \times N}$. Since $\operatorname{det}(\boldsymbol{F})>0$ and the function $\varepsilon \mapsto \operatorname{det}(\boldsymbol{F}+\varepsilon \boldsymbol{G})$ is continuous, there exists $\varepsilon_{0}>0$ such that, for all $\varepsilon \in\left[0, \varepsilon_{0}\left[\right.\right.$, we have $\operatorname{det}(\boldsymbol{F}+\varepsilon \boldsymbol{G})>0$. Let $\boldsymbol{B}=\boldsymbol{F} \boldsymbol{F}^{T}=\boldsymbol{V}^{2}$. For convenience, let $g$ be a real function defined for all $\xi \in] 0, \infty[$ by $g(\xi)=f(\sqrt{\xi})$. Then $g$ extends to an isotropic function of symmetric tensors, thanks to the Sylvester formula, see proposition 2.33 and $\boldsymbol{e}_{f}=g(\boldsymbol{B})$. From corollary 3.13, the notation $\mathrm{d} g / \mathrm{d} \boldsymbol{B}(\boldsymbol{B})$ represents the fourth-order-tensor valued function which is the derivative of this extension. Then, with these notations and from the definition of $\widetilde{\psi}$, we have,

$$
\begin{aligned}
\psi(\boldsymbol{F})= & \widetilde{\psi}(g(\boldsymbol{B})) \\
\psi(\boldsymbol{F}+\varepsilon \boldsymbol{G})-\psi(\boldsymbol{F})= & \widetilde{\psi}\left(g\left((\boldsymbol{F}+\varepsilon \boldsymbol{G})(\boldsymbol{F}+\varepsilon \boldsymbol{G})^{T}\right)\right)-\widetilde{\psi}(g(\boldsymbol{B})) \\
= & \widetilde{\psi}\left(g(\boldsymbol{B})+\varepsilon \frac{\mathrm{d} g}{\mathrm{~d} \boldsymbol{B}}(\boldsymbol{B}):\left(\boldsymbol{F} \boldsymbol{G}^{T}+\boldsymbol{G} \boldsymbol{F}^{T}\right)+\mathscr{O}\left(\varepsilon^{2}\right)\right) \\
& -\widetilde{\psi}(g(\boldsymbol{B})) \\
= & \varepsilon \frac{\partial \widetilde{\psi}}{\partial \boldsymbol{e}_{f}}\left(\boldsymbol{e}_{f}\right):\left(\frac{\mathrm{d} g}{\mathrm{~d} \boldsymbol{B}}(\boldsymbol{B}):\left(\boldsymbol{F} \boldsymbol{G}^{T}+\boldsymbol{G} \boldsymbol{F}^{T}\right)\right)+\mathscr{O}\left(\varepsilon^{2}\right) \\
\frac{\partial \psi}{\partial \boldsymbol{F}}(\boldsymbol{F}): \boldsymbol{G}= & \lim _{\varepsilon \rightarrow 0} \frac{\psi(\boldsymbol{F}+\varepsilon \boldsymbol{G})-\psi(\boldsymbol{F})}{\varepsilon} \\
= & \frac{\partial \widetilde{\psi}}{\partial \boldsymbol{e}_{f}}\left(\boldsymbol{e}_{f}\right):\left(\frac{\mathrm{d} g}{\mathrm{~d} \boldsymbol{B}}(\boldsymbol{B}):\left(\boldsymbol{F} \boldsymbol{G}^{T}+\boldsymbol{G} \boldsymbol{F}^{T}\right)\right)
\end{aligned}
$$

For convenience, let us denote by $\mathbb{A}=2 \frac{\mathrm{~d} g}{\mathrm{~d} \boldsymbol{B}}(\boldsymbol{B})$ the fourth-order tensor. From corollary 3.13 , it expands as

$$
\begin{align*}
& \mathbb{A}=\sum_{i=1}^{m_{\boldsymbol{B}}} 2 g^{\prime}\left(\lambda_{i, \boldsymbol{B}}\right) \boldsymbol{P}_{i, \boldsymbol{B}} \boxtimes \boldsymbol{P}_{i, \boldsymbol{B}} \\
&+2 \sum_{\substack{j=1 \\
j \neq i}}^{m_{\boldsymbol{B}}} \frac{g\left(\lambda_{i, \boldsymbol{B}}\right)-g\left(\lambda_{j, \boldsymbol{B}}\right)}{\lambda_{i, \boldsymbol{B}}-\lambda_{j, \boldsymbol{B}}} \boldsymbol{P}_{i, \boldsymbol{B}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{B}} \tag{3.21a}
\end{align*}
$$

This tensor presents several symmetries: denoting $A_{\alpha \beta \gamma \delta}$ its components in any orthonormal basis, we have $A_{\alpha \beta \gamma \delta}=A_{\gamma \delta \alpha \beta}=A_{\beta \alpha \gamma \delta}=A_{\alpha \beta \delta \gamma}$. Note also that both $\frac{\partial \widetilde{\psi}}{\partial \boldsymbol{e}_{f}}\left(\boldsymbol{e}_{f}\right)$ and $\boldsymbol{F} \boldsymbol{G}^{T}+\boldsymbol{G} \boldsymbol{F}^{T}$ are symmetric. Exploiting these symmetries leads to

$$
\begin{align*}
& \frac{\partial \psi}{\partial \boldsymbol{F}}(\boldsymbol{F}): \boldsymbol{G}=\left(\left(\mathbb{A}: \frac{\partial \widetilde{\psi}}{\partial \boldsymbol{e}_{f}}\left(\boldsymbol{e}_{f}\right)\right) \boldsymbol{F}\right): \boldsymbol{G}, \quad \forall \boldsymbol{G} \in \mathbb{R}^{N \times N} \\
\Longleftrightarrow & \frac{\partial \psi}{\partial \boldsymbol{F}}(\boldsymbol{F})=\left(\mathbb{A}: \frac{\partial \widetilde{\psi}}{\partial \boldsymbol{e}_{f}}\left(\boldsymbol{e}_{f}\right)\right) \boldsymbol{F} \\
\Longleftrightarrow & \mathbb{A}: \frac{\partial \widetilde{\psi}}{\partial \boldsymbol{e}_{f}}\left(\boldsymbol{e}_{f}\right)=\frac{\partial \psi}{\partial \boldsymbol{F}}(\boldsymbol{F}) \boldsymbol{F}^{-1} \\
\Longleftrightarrow & \mathbb{A}: \boldsymbol{\sigma}_{f}=\boldsymbol{\sigma}_{e} \boldsymbol{B}^{-1} \tag{3.21b}
\end{align*}
$$

after multiplication by $\rho$ and from the definition (3.19) of $\boldsymbol{\sigma}_{f}$ and that (2.7a) of $\boldsymbol{\sigma}_{e}$ while using $\boldsymbol{B}^{-1}=\boldsymbol{F}^{-T} \boldsymbol{F}^{-1}$. Next, observe the expansion (3.21a) of $\mathbb{A}$. This fourth-order tensor is diagonal in the $\boldsymbol{n}_{\alpha, \boldsymbol{B}} \otimes \boldsymbol{n}_{\beta, \boldsymbol{B}} \otimes \boldsymbol{n}_{\gamma, \boldsymbol{B}} \otimes \boldsymbol{n}_{\delta, \boldsymbol{B}}$ basis, $1 \leqslant \alpha, \beta, \gamma, \delta \leqslant N$. Moreover, since the function $f$ is strictly increasing, so is $g$ in $] 0, \infty\left[\right.$ and then both $g^{\prime}\left(\lambda_{i, \boldsymbol{B}}\right) \neq 0$ and $g\left(\lambda_{i, \boldsymbol{B}}\right) \neq g\left(\lambda_{j, \boldsymbol{B}}\right)$ when $i \neq j$. Thus, the diagonal coefficients of $\mathbb{A}$ are non-zero and $\mathbb{A}$ is invertible. Finally, its inverse is written explicitly as:

$$
\mathbb{A}^{-1}=\sum_{i=1}^{m_{\boldsymbol{B}}} \frac{1}{2 g^{\prime}\left(\lambda_{i, \boldsymbol{B}}\right)} \boldsymbol{P}_{i, \boldsymbol{B}} \boxtimes \boldsymbol{P}_{i, \boldsymbol{B}}+\sum_{\substack{j=1 \\ j \neq i}}^{m_{\boldsymbol{B}}} \frac{\lambda_{i, \boldsymbol{B}}-\lambda_{j, \boldsymbol{B}}}{2\left(g\left(\lambda_{i, \boldsymbol{B}}\right)-g\left(\lambda_{j, \boldsymbol{B}}\right)\right)} \boldsymbol{P}_{i, \boldsymbol{B}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{B}}
$$

Both $\boldsymbol{B}$ and $\boldsymbol{V}$ share the same eigenbasis i.e. $m_{\boldsymbol{B}}=m_{\boldsymbol{V}}$ and $\boldsymbol{P}_{i, \boldsymbol{B}}=\boldsymbol{P}_{i, \boldsymbol{V}}$, $1 \leqslant i \leqslant m_{\boldsymbol{V}}$ while $\lambda_{i, \boldsymbol{B}}=\lambda_{i, \boldsymbol{V}}^{2}$. Then

$$
\mathbb{A}^{-1}=\sum_{i=1}^{m_{\boldsymbol{V}}} \frac{\lambda_{i, \boldsymbol{V}}}{f^{\prime}\left(\lambda_{i, \boldsymbol{V}}\right)} \boldsymbol{P}_{i, \boldsymbol{V}} \boxtimes \boldsymbol{P}_{i, \boldsymbol{V}}+\sum_{\substack{j=1 \\ j \neq i}}^{m_{\boldsymbol{V}}} \frac{\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}}{2\left(f\left(\lambda_{i, \boldsymbol{V}}\right)-f\left(\lambda_{j, \boldsymbol{V}}\right)\right)} \boldsymbol{P}_{i, \boldsymbol{V}} \boxtimes \boldsymbol{P}_{j, \boldsymbol{V}}
$$

where we have expressed $g$ in terms of $f$. Then, from (3.21b), we get successively, after expanding $\mathbb{A}^{-1}$ :

$$
\begin{aligned}
\boldsymbol{\sigma}_{f} & =\mathbb{A}^{-1}:\left(\boldsymbol{\sigma}_{e} \boldsymbol{B}^{-1}\right) \\
& =\sum_{i=1}^{m_{\boldsymbol{V}}} \frac{\lambda_{i, \boldsymbol{V}}}{f^{\prime}\left(\lambda_{i, \boldsymbol{V}}\right)} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{\sigma}_{e} \boldsymbol{B}^{-1} \boldsymbol{P}_{i, \boldsymbol{V}} \\
& +\sum_{\substack{j=1 \\
j \neq i}}^{m_{\boldsymbol{V}}} \frac{\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}}{2\left(f\left(\lambda_{i, \boldsymbol{V}}\right)-f\left(\lambda_{j, \boldsymbol{V}}\right)\right)} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{\sigma}_{e} \boldsymbol{B}^{-1} \boldsymbol{P}_{j, \boldsymbol{V}}
\end{aligned}
$$

Replacing $\boldsymbol{B}^{-1}$ by its expansion (2.16a) on the eigenprojectors

$$
\boldsymbol{B}^{-1}=\boldsymbol{V}^{-2}=\sum_{m=1}^{m_{\boldsymbol{V}}} \lambda_{m, \boldsymbol{V}}^{-2} \boldsymbol{P}_{m, \boldsymbol{V}}
$$

in the previous expression of $\boldsymbol{\sigma}_{f}$ and using (2.16e)-(2.16f), we get:

$$
\begin{aligned}
\boldsymbol{\sigma}_{f} & =\sum_{i=1}^{m_{\boldsymbol{V}}} \frac{1}{\lambda_{i, \boldsymbol{V}} f^{\prime}\left(\lambda_{i, \boldsymbol{V}}\right)} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{\sigma}_{e} \boldsymbol{P}_{i, \boldsymbol{V}} \\
& +\sum_{\substack{j=1 \\
j \neq i}}^{m_{\boldsymbol{V}}} \frac{\lambda_{i, \boldsymbol{V}}^{2}-\lambda_{j, \boldsymbol{V}}^{2}}{2 \lambda_{j, \boldsymbol{V}}^{2}\left(f\left(\lambda_{i, \boldsymbol{V}}\right)-f\left(\lambda_{j, \boldsymbol{V}}\right)\right)} \boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{\sigma}_{e} \boldsymbol{P}_{j, \boldsymbol{V}}
\end{aligned}
$$

Since $\psi$ is objective-isotropic, then from corollary 2.40 , both $\boldsymbol{\sigma}_{e}$ and $\boldsymbol{V}$ share the same eigensystem, see also remark 2.41. As a consequence, $\boldsymbol{P}_{i, \boldsymbol{V}} \boldsymbol{\sigma}_{e} \boldsymbol{P}_{j, \boldsymbol{V}}=0$ when $i \neq j$ and the second sum in the previous expression is zero. Thus, (3.20) is directly obtained.

Theorem 3.2 (reversible stress $\boldsymbol{\sigma}_{e}$ and left Hencky strain $\boldsymbol{h}$ ).
Assume that the Helmholtz energy $\psi$ is objective-isotropic. Then, there exists a unique left Hill's strain such that its conjugacy stress is the reversible stress $\boldsymbol{\sigma}_{e}$ : this strain is the left Hencky strain $\boldsymbol{h}$. The Helmholtz energy $\psi$ can be expressed equivalently in terms of $\boldsymbol{h}$ and the reversible stress is expressed as:

$$
\begin{equation*}
\boldsymbol{\sigma}_{e}=\rho \frac{\partial \psi}{\partial \boldsymbol{h}}(\boldsymbol{h}) \tag{3.22}
\end{equation*}
$$

Moreover, the reversible stress $\boldsymbol{\sigma}_{e}$ and the left Hencky strain $\boldsymbol{h}$ share the same eigenbasis i.e. $\boldsymbol{\sigma}_{e} \in \operatorname{eigsp}(\boldsymbol{h})$.

Proof: From (3.20), the relation $\boldsymbol{\sigma}_{f}=\boldsymbol{\sigma}_{e}$ holds if and only if the fourthorder operator involved in (3.20) is the identity. Then, necessarily, we have $\lambda f^{\prime}(\lambda)=1$ for all $\lambda>0$ i.e. $f(\lambda)=\log \lambda$, since $f$ should satisfy $f(1)=0$. This condition is also sufficient, and then, from definition 3.4 of the left Hill's strain, the left Hencky strain is the unique solution.

Remark 3.31 (change of variable).
The left Hencky strain $\boldsymbol{h}$ could be used as a pivot for changing to various strain measures. For instance, many authors directly use the left Cauchy-Green tensor $\boldsymbol{B}=\exp (2 \boldsymbol{h})$. Note that $\partial_{\boldsymbol{h}} \boldsymbol{B}=2 \exp (2 \boldsymbol{h})=2 \boldsymbol{B}$ and then, from (3.22), we get

$$
\boldsymbol{\sigma}_{e}=\rho \frac{\partial \boldsymbol{B}}{\partial \boldsymbol{h}} \frac{\partial \psi}{\partial \boldsymbol{B}}(\boldsymbol{B})=2 \rho \boldsymbol{B} \frac{\partial \psi}{\partial \boldsymbol{B}}(\boldsymbol{B})
$$

Others variables, such as the left stretch $\boldsymbol{V}=\boldsymbol{B}^{1 / 2}$ or any left Hill $\operatorname{strain} \boldsymbol{e}_{f}=f(\boldsymbol{V})$ could be considered equivalently, see definition 3.4.

### 3.6 Intermediate configuration

It is convenient to decompose the transformation $\chi$ in several steps when building mathematical models for complex materials. A two step decomposi-


Fig. 3.4 The decomposition of the transformation $\chi=\chi_{e}{ }^{\circ} \chi_{p}$ based on the intermediate configuration.
tion is written as $\boldsymbol{\chi}=\boldsymbol{\chi}_{e}{ }^{\circ} \boldsymbol{\chi}_{p}$ and is represented on Fig. 3.4. This decompo-


Fig. 3.5 (left) Bruce A. Bilby (1922-2013), in 1992, photographed by his daughter, from [74]. (right) Ekkehart Kröner (1919-2000), near 1960, photographed by his daughter, from Friedrich W. Hehl.
sition was proposed independently in 1955 by Bilby et al. [7], and in 1959 by Kröner [108, p. 286, eqn (4)] in the context of crystal plasticity, see Fig. 3.5. These authors postulated the existence of such a decomposition into elastic and plastic parts. The very conventional subscripts "e" and "p" are conserved here but they are interpreted here in the more general sense of reversible and irreversible parts. By taking the spatial gradient of the previous trans-
formation decomposition, we obtain the multiplicative decomposition of the gradients $\boldsymbol{F}=\boldsymbol{F}_{e} \boldsymbol{F}_{p}$ where $\boldsymbol{F}_{e}=\nabla \boldsymbol{\chi}_{e}$ and $\boldsymbol{F}_{p}=\nabla \boldsymbol{\chi}_{p}$. By differentiation, we get $\dot{\boldsymbol{F}}=\dot{\boldsymbol{F}}_{e} \boldsymbol{F}_{p}+\boldsymbol{F}_{e} \dot{\boldsymbol{F}}_{p}$ which is injected into the expression of the velocity gradient as:

$$
\begin{aligned}
\boldsymbol{L} & \stackrel{\text { def }}{=} \nabla \boldsymbol{v}=\dot{\boldsymbol{F}} \boldsymbol{F}^{-1} \text { from }(2.2 \mathrm{a}) \\
& =\left(\dot{\boldsymbol{F}}_{e} \boldsymbol{F}_{p}+\boldsymbol{F}_{e} \dot{\boldsymbol{F}}_{p}\right) \boldsymbol{F}_{p}^{-1} \boldsymbol{F}_{e}^{-1} \\
& =\dot{\boldsymbol{F}}_{e} \boldsymbol{F}_{e}^{-1}+\dot{\boldsymbol{F}}_{e}\left(\dot{\boldsymbol{F}}_{p} \boldsymbol{F}_{p}^{-1}\right) \boldsymbol{F}_{e}^{-1} \\
& =\nabla \boldsymbol{v}_{e}+\dot{\boldsymbol{F}}_{e} \nabla \boldsymbol{v}_{p} \boldsymbol{F}_{e}^{-1} \text { with } \boldsymbol{v}_{e}=\dot{\chi}_{e} \text { and } \boldsymbol{v}_{p}=\dot{\boldsymbol{\chi}}_{p} \\
& =\boldsymbol{L}_{e}+\boldsymbol{L}_{p}
\end{aligned}
$$

with $\boldsymbol{L}_{e}=\nabla \boldsymbol{v}_{e}$ and $\boldsymbol{L}_{p}=\dot{\boldsymbol{F}}_{e} \nabla \boldsymbol{v}_{p} \boldsymbol{F}_{e}^{-1}$. The symmetric and skew-symmetric parts are also introduced as $\boldsymbol{D}_{e}=\operatorname{sym}\left(\boldsymbol{L}_{e}\right), \boldsymbol{D}_{p}=\operatorname{sym}\left(\boldsymbol{L}_{p}\right), \boldsymbol{W}_{e}=\operatorname{skew}\left(\boldsymbol{L}_{e}\right)$ and $\boldsymbol{W}_{p}=\operatorname{skew}\left(\boldsymbol{L}_{p}\right)$. Following Gurtin et al. [78, p. 567], it is assumed that it is possible to choose the couple $\left(\chi_{e}, \boldsymbol{\chi}_{p}\right)$ for the decomposition of $\chi$ such that $\boldsymbol{W}_{p}=0$.
Note that the results of chapters 2 and 3 apply to each transformation $\boldsymbol{\chi}_{e}$ and $\chi_{p}$ separately. For instance, the reversible left Cauchy-Green tensor, defined by $\boldsymbol{B}_{e}=\boldsymbol{F}_{e} \boldsymbol{F}_{e}^{T}$, is symmetric definite positive and objective, from proposition 2.15, page 48. By differentiation:

$$
\begin{align*}
\dot{\boldsymbol{B}}_{e} & =\dot{\boldsymbol{F}}_{e} \boldsymbol{F}_{e}^{T}+\boldsymbol{F}_{e} \dot{\boldsymbol{F}}_{e}^{T}=\boldsymbol{L}_{e} \boldsymbol{F}_{e} \boldsymbol{F}_{e}^{T}+\boldsymbol{F}_{e} \boldsymbol{F}_{e}^{T} \boldsymbol{L}_{e}^{T} \\
& =\boldsymbol{L}_{e} \boldsymbol{B}_{e}+\boldsymbol{B}_{e} \boldsymbol{L}_{e}^{T} \\
& =\left(\boldsymbol{L}-\boldsymbol{L}_{p}\right) \boldsymbol{B}_{e}+\boldsymbol{B}_{e}\left(\boldsymbol{L}-\boldsymbol{L}_{p}\right)^{T} \\
\Longleftrightarrow \quad \stackrel{\nabla}{\boldsymbol{B}}_{e} & =-\boldsymbol{D}_{p} \boldsymbol{B}_{e}-\boldsymbol{B}_{e} \boldsymbol{D}_{p} \tag{3.23}
\end{align*}
$$

since $\boldsymbol{W}_{p}=0$. Note that the upper-convected rate of $\boldsymbol{B}_{e}$ on the left-hand-side of (3.23) involves the vorticity $\boldsymbol{W}$ and the stretching $\boldsymbol{D}$ associated with the complete transformation $\boldsymbol{\chi}$. Finally, the reversible left Hencky strain is defined by $\boldsymbol{h}_{e}=(1 / 2) \log \boldsymbol{B}_{e}$ and its complement, called the irreversible part $\boldsymbol{h}_{p}$, is such that the following additive decomposition of the left Hencky strain is satisfied:

$$
\begin{equation*}
\boldsymbol{h}=\boldsymbol{h}_{e}+\boldsymbol{h}_{p} \tag{3.24}
\end{equation*}
$$

Remark 3.32 (rheological schemes).
Based on the additive decomposition (3.24) of the left Hencky strain, the models could be represented by simple rheological schemes, see Fig. 3.6.

Remark 3.33 (relation with small displacements).
Relation (3.24) is interpreted as an extension of the large strain case of the usual small displacement additive decomposition $\varepsilon=\varepsilon_{e}+\varepsilon_{p}$, see e.g.


Fig. 3.6 The intermediate configuration is used for the representation of models. (left) Maxwell [126] viscoelatic model. (right) Isayev and Fan [95] elastoviscoplastic model, using two embedded intermediate configurations (adapted from [159], Fig. 2c).

Maugin [125, p. 8]. Thus, the methodology of model design used in the small displacement case with the standard generalized models extends here with simplicity to the large strain case.

Remark 3.34 (recursive intermediate decomposition).
The previous decomposition naturally extends to an arbitrary number of intermediate configurations and this extension could be useful for complex materials. For instance, Fig. 3.6.right represents the Isayev and Fan [95] elastoviscoplastic model (see also [159], Fig. 2c) which corresponds to the additive decomposition $\boldsymbol{h}=\boldsymbol{h}_{e}+\boldsymbol{h}_{p}$ together with $\boldsymbol{h}_{p}=\boldsymbol{h}_{p e}+\boldsymbol{h}_{p p}$ and thus, finally $\boldsymbol{h}=\boldsymbol{h}_{e}+\boldsymbol{h}_{p e}+\boldsymbol{h}_{p p}$. This is associated with the decomposition of the transformation $\boldsymbol{\chi}=\boldsymbol{\chi}_{e} \circ \boldsymbol{\chi}_{p e} \circ \boldsymbol{\chi}_{p p}$ and the corresponding multiplicative decomposition of its gradient $\boldsymbol{F}=\boldsymbol{F}_{e} \boldsymbol{F}_{p e} \boldsymbol{F}_{p p}$

Remark 3.35 (non-smooth deformations and controversies).
The present intermediate configuration concept, with its multiplicative decomposition of the gradient of deformation $\boldsymbol{F}=\boldsymbol{F}_{e} \boldsymbol{F}_{p}$, was obtained after a very long controversy. Indeed, when the transformation $\chi$ is non-smooth, e.g. when plasticity is involved, the initial lack of foundational justification of the present theory has led to numerous debates in the literature regarding the micromechanical definition of the individual tensors. In 1965, Green and Naghdi $[67,68,69]$ proposed, independently of Bilby et al. [7] and Kröner [108], an alternative approach, considering the additive decomposition of the stretching $\boldsymbol{D}=\boldsymbol{D}_{e}+\boldsymbol{D}_{p}$ as the starting point of their theory. These two kinematic approaches for defining the intermediate configuration rapidly appeared to be incompatible and led to lively discussions for almost 60 years, with Casey and Naghdi [18] or Naghdi [130, p. 327] defending the additive
approach and [119, p. 98] defending the multiplicative one. Recently, in 2017, Reina and Conti [153] provided a contribution to the missing foundational justifications for the multiplicative decomposition approach when plasticity is involved, i.e. when the transformation $\chi$ is non-smooth. See also its historical review in the introduction of the paper.

Recall that the results of the previous sections could be applied to any transformation, e.g. to the reversible one $\chi_{e}$ instead. Grouping results of theorems 3.1, and 3.2 and corollary 3.27 , we obtain for the reversible transformation:

Proposition 3.36 (reversible left Hencky strain).

1) The reversible stretching $\boldsymbol{D}_{e}$ is expressed as a corotational rate of the reversible Hencky strain $\boldsymbol{h}_{e}$ :

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{h}}_{e}^{(e \log )}=\boldsymbol{D}_{e} \tag{3.25a}
\end{equation*}
$$

where ${ }^{(\text {elog })}$ denotes the reversible logarithmic rate, is defined for all symmetric tensor a by:

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{a}}^{(\mathrm{elog})}=\dot{\boldsymbol{a}}-\boldsymbol{W}_{\log }\left(\boldsymbol{a}, \boldsymbol{L}_{e}\right) \boldsymbol{a}+\boldsymbol{a} \boldsymbol{W}_{\log }\left(\boldsymbol{a}, \boldsymbol{L}_{e}\right) \tag{3.25b}
\end{equation*}
$$

and where the logarithmic spin function $\boldsymbol{W}_{\log }(.,$.$) is given by (3.15c). Note$ that, when compared to (3.15b), the second argument to $\boldsymbol{W}_{\log }(.,$.$) has been$ replaced here by $\boldsymbol{L}_{e}=\nabla \boldsymbol{v}_{e}$, associated with the reversible transformation.
2) Assume that the Helmholtz energy $\psi\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right)$ is objective-isotropic with respect to all variables separately. Then, the conjugacy stress of $\boldsymbol{h}_{e}$ is called the elastic stress, denoted by $\boldsymbol{\sigma}_{e}$ :

$$
\boldsymbol{\sigma}_{e}=\rho \frac{\partial \psi}{\partial \boldsymbol{h}_{e}}\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right)
$$

Moreover, the elastic stress $\boldsymbol{\sigma}_{e} \in \operatorname{eigsp}\left(\boldsymbol{h}_{e}\right)$.
3) The stretching $\boldsymbol{D}_{e}$ satisfies:

$$
\left(\boldsymbol{D}_{e}-\dot{\boldsymbol{h}}_{e}\right): \boldsymbol{a}=0, \quad \text { for all } \boldsymbol{a} \in \operatorname{eigsp}\left(\boldsymbol{h}_{e}\right)
$$

It means that the reversible stretching $\boldsymbol{D}_{e}$, appears, from the eigenspace of $\boldsymbol{h}_{e}$, as a Lagrangian rate of $\boldsymbol{h}_{e}$.

Nevertheless, (3.25b)-(3.25a) is not fully convenient: it has the drawback of involving $\boldsymbol{L}_{e}=\nabla \boldsymbol{v}_{e}$, while $\boldsymbol{v}_{e}$, in practice, will not be evaluated. Hopefully, relation (3.25b) can be rearranged in order to involve only $\boldsymbol{L}=\nabla \boldsymbol{v}$ and $\boldsymbol{D}_{p}$. Here $\boldsymbol{D}_{p}$ is not an obstacle in practice, as it will be expressed by constitutive equations in terms of computable quantities.
Theorem 3.3 (reversible left Hencky strain).
The kinematic relation (3.23) is written equivalently as

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{h}}_{e}^{(\log )}+\boldsymbol{D}_{p}+\boldsymbol{W}_{\log }\left(\boldsymbol{h}_{e}, \boldsymbol{D}_{p}\right) \boldsymbol{h}_{e}-\boldsymbol{h}_{e} \boldsymbol{W}_{\log }\left(\boldsymbol{h}_{e}, \boldsymbol{D}_{p}\right)=\boldsymbol{D} \tag{3.26a}
\end{equation*}
$$

where $\boldsymbol{W}_{\log }$ is given by (3.15c). Moreover, when $\boldsymbol{D}_{p} \in \operatorname{eigsp}\left(\boldsymbol{h}_{e}\right)$ then the previous relation reduces to

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{h}}_{e}^{(\log )}+\boldsymbol{D}_{p}=\boldsymbol{D} \tag{3.26b}
\end{equation*}
$$

Proof: By expanding (3.25b)-(3.25a) together with $\boldsymbol{L}_{e}=\boldsymbol{L}-\boldsymbol{L}_{p}$, we get:

$$
\dot{\boldsymbol{h}}_{e}-\boldsymbol{W}_{\log }\left(\boldsymbol{h}_{e}, \boldsymbol{L}-\boldsymbol{L}_{p}\right) \boldsymbol{h}_{e}+\boldsymbol{h}_{e} \boldsymbol{W}_{\log }\left(\boldsymbol{h}_{e}, \boldsymbol{L}-\boldsymbol{L}_{p}\right)=\boldsymbol{D}-\boldsymbol{D}_{p}
$$

Next, using the linearity of the logarithmic spin function $\boldsymbol{W}_{\text {log }}$, expressed by (3.15c), with respect to its second argument, and then, using $\boldsymbol{W}_{p}=0$ i.e. $\boldsymbol{L}_{p}=\boldsymbol{D}_{p}$, we directly obtain (3.26a). Let us now assume $\boldsymbol{D}_{p} \in \operatorname{eigsp}\left(\boldsymbol{h}_{e}\right)$ i.e. $\boldsymbol{D}_{p}=\sum_{m=1}^{m_{\boldsymbol{h}}} \lambda_{m, \boldsymbol{D}_{p}} \boldsymbol{P}_{m, \boldsymbol{h}_{e}}$ from lemma 2.27, relation (2.16a). Then, from definition (3.15c) of the logarithmic spin:

$$
\begin{aligned}
\boldsymbol{W}_{\log }\left(\boldsymbol{h}_{e}, \boldsymbol{D}_{p}\right) & =\sum_{i, j=1}^{m_{\boldsymbol{h}_{e}}} \kappa_{\log }\left(\lambda_{i, \boldsymbol{h}_{e}}-\lambda_{j, \boldsymbol{h}_{e}}\right) \boldsymbol{P}_{i, \boldsymbol{h}_{e}} \boldsymbol{D}_{p} \boldsymbol{P}_{j, \boldsymbol{h}_{e}} \\
& =\sum_{i, j, m=1}^{m_{\boldsymbol{h}_{e}}} \kappa_{\log }\left(\lambda_{i, \boldsymbol{h}_{e}}-\lambda_{j, \boldsymbol{h}_{e}}\right) \lambda_{m, \boldsymbol{D}_{p}} \boldsymbol{P}_{i, \boldsymbol{h}_{e}} \boldsymbol{P}_{m, \boldsymbol{h}_{e}} \boldsymbol{P}_{j, \boldsymbol{h}_{e}} \\
& =\sum_{i=1}^{m_{\boldsymbol{h}_{e}}} \kappa_{\log }(0) \lambda_{i, \boldsymbol{D}_{p}} \boldsymbol{P}_{i, \boldsymbol{h}_{e}} \text { from lemma 2.27, relation (2.16f) } \\
& =0
\end{aligned}
$$

since $\kappa_{\log }(0)=0$ from definition (3.15d) of the function $\kappa_{\text {log }}$. Thus (3.26a) reduces to (3.26b) and the proof is complete.

### 3.7 Thermal strain

Observe the two last terms $\boldsymbol{\sigma}: \boldsymbol{D}$ and $-\boldsymbol{q} \cdot \nabla \theta / \theta$ on the right-hand-side of the Clausius-Duhem inequality (1.24). In the previous section 3.5, we studied the conjugacy between the Cauchy stress $\boldsymbol{\sigma}$, or at least its reversible part $\boldsymbol{\sigma}_{e}$, and the stretching $\boldsymbol{D}$, which was itself interpreted in section 3.4 as $\boldsymbol{D}=\stackrel{\circ}{\boldsymbol{h}}^{(\mathrm{log})}$ i.e. as a corotational rate of some other quantity. In this section, we are looking for something similar for the second term $-\boldsymbol{q} \cdot \nabla \theta / \theta$. The main idea of this section is to obtain a similar mathematical structure in both the dynamical and thermal sides of thermodynamics.
Indeed, $-\boldsymbol{q} \cdot \nabla \theta / \theta$ is interpreted as a duality product between the heat flux $-\boldsymbol{q}$ and $\nabla \theta / \theta=\nabla \log \theta$, or alternatively, as a product between $-\boldsymbol{q} / \theta$ and $\nabla \theta$. Following remark 3.24 and Fig. 3.3, we would like to interpret this duality in
terms of a product between a flux and something that is expressed as a corotational rate: this is the cornerstone of the thermodynamic framework proposed in the forthcoming chapter 4.
An interpretation of $\nabla \theta$ or $\nabla \log \theta$ in terms of a corotational rate of a quantity like a thermal strain is still missing in thermodynamics. The concept of thermal displacement was introduced in 1991 by Green and Naghdi [70, p. 180]: this scalar field is denoted here $\varpi$ and defined from the temperature $\theta$ such that $\dot{\varpi}=\theta$ together with an initial condition at the initial time. Green and Naghdi [70] then defined the thermal strain as $\boldsymbol{\beta}=\nabla \varpi$ and then $\boldsymbol{\beta}$ was linked to the gradient of temperature as $\dot{\boldsymbol{\beta}}=\nabla \theta$. This idea is very appealing as it closes a commutation diagram between $\varpi, \nabla \varpi, \theta$ and $\nabla \theta$ similar to Fig. 3.3 for the strain. The only weakness of the Green and Naghdi [70] proposition is that the vector-valued relation $\dot{\boldsymbol{\beta}}=\nabla \theta$ is not objective, as it involves the Lagrangian rate of the vector $\boldsymbol{\beta}$, see Table 2.1. Recall that objectivity is mandatory for constitutive equations, see 2.3 , page 39 .
The present contribution is first to replace the Lagrangian rate by an objective and corotational one. The second contribution is to introduce some flexibility, in order to balance the $1 / \theta$ factor in the duality product, having the choice between several interpretations such as $(-\boldsymbol{q}) \cdot \nabla \log \theta$ or $(-\boldsymbol{q} / \theta) \cdot \nabla \theta$ or something else between both. Indeed, many interpretations of the term $-\boldsymbol{q} \cdot \nabla \theta / \theta$ as a duality product are possible. By analogy with the Seth [167] strain in kinematics, we could consider a product between $-\boldsymbol{q} / \theta^{m}$ and $\theta^{m-1} \nabla \theta=(1 / m) \nabla \theta^{m}$, for any $m \in \mathbb{R} \backslash\{0\}$. An even more general concept of thermal strain is obtained by analogy with the Hill [86] strains in kinematics, see definition 3.4.


Fig. 3.7 Commutation diagram between the thermal displacement $\varpi$, the thermal strain vector $\boldsymbol{\beta}$, the function of the temperature $f(\theta)$ and its gradient $\nabla f(\theta)$.

Definition 3.37 (thermal displacement and thermal strain).
Let $f:] 0, \infty[\rightarrow \mathbb{R}$ be any strictly increasing, continuous and differentiable function satisfying $f(1)=0$ and $f^{\prime}(1)=1$. Then, the associated thermal displacement $\varpi_{f}$ is defined from the temperature $\theta$ by

$$
\dot{\varpi}_{f}=f(\theta) \text { and } \varpi_{f}(t=0)=0
$$

while the associated thermal strain $\boldsymbol{\beta}_{f}$ is defined from the temperature $\theta$ by

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{\beta}}_{f}=\nabla f(\theta) \text { and } \boldsymbol{\beta}_{f}(t=0)=0 \tag{3.27a}
\end{equation*}
$$

where ${ }^{\circ}$ denotes the Zaremba-Jaumann corotational rate, see definition 2.9. With this definition, the last term of the Clausius-Duhem inequality (1.24) now is interpreted as

$$
\begin{equation*}
-\frac{\boldsymbol{q} \cdot \nabla \theta}{\theta}=\left(-\frac{\boldsymbol{q}}{\theta f^{\prime}(\theta)}\right) \cdot \stackrel{\circ}{\boldsymbol{\beta}}_{f} \tag{3.27b}
\end{equation*}
$$

i.e. the product between a flux and the corotational rate of a quantity. When $f(\theta)=\theta$ (resp. $f(\theta)=\log \theta$ ), then $\varpi_{f}$ and $\boldsymbol{\beta}_{f}$ are referred to as linear (resp. logarithmic) thermal displacement and strain, by analogy with the GreenLagrange and Hencky strain in kinematics. When $f$ has been chosen and there is no ambiguity, the subscript $f$ can be be omitted and the thermal displacement and strain are simply denoted as $\varpi$ and $\boldsymbol{\beta}$.

The situation is summarized on the thermal commutation diagram Fig. 3.7 which shares some similarities with its kinematic counterpart on Fig. 3.3.

Remark 3.38 (explicit expression for the thermal strain).
The linear differential equation (3.27a) admits an unique and explicit solution, obtained by expanding the definition (2.12a) of the Zaremba-Jaumann corotational rate and using the flow map $\boldsymbol{\Upsilon}$ defined by (2.4a)-(2.4b), page 33, for the integration along the trajectories:

$$
\begin{aligned}
\boldsymbol{\beta}_{f}(t, \boldsymbol{x})= & \left\{\int_{0}^{t} \nabla \dot{\varpi}_{f}\left(t_{1}, \boldsymbol{\Upsilon}\left(t_{1}, \boldsymbol{x} ; t\right)\right) \exp \left(-\int_{0}^{t_{1}} \boldsymbol{W}\left(t_{2}, \boldsymbol{\Upsilon}\left(t_{2}, \boldsymbol{x} ; t_{1}\right)\right) \mathrm{d} t_{2}\right) \mathrm{d} t_{1}\right\} \\
& \times \exp \left(\int_{0}^{t} \boldsymbol{W}\left(t_{3}, \boldsymbol{\Upsilon}\left(t_{3}, \boldsymbol{x} ; t\right)\right) \mathrm{d} t_{3}\right)
\end{aligned}
$$

Note that when replacing $\boldsymbol{W}$ by zero in the previous relation, it leads to $\boldsymbol{\beta}_{f}=\nabla \varpi_{f}$ which coincides, when also choosing $f(\theta)=\theta$, with the original non-objective proposition by Green and Naghdi [71, p. 291].

By analogy with the intermediate configuration introduced in section 3.6 for splitting the left Hencky strain as $\boldsymbol{h}=\boldsymbol{h}_{e}+\boldsymbol{h}_{p}$, we assume here an additive decomposition of the thermal displacement as $\varpi=\varpi_{e}+\varpi_{p}$ i.e. in reversible and irreversible parts. Since the previous explicit expression for the thermal strain $\boldsymbol{\beta}$ is linear versus $\varpi$, it induces a corresponding additive decomposition as $\boldsymbol{\beta}=\boldsymbol{\beta}_{e}+\boldsymbol{\beta}_{p}$. Then, applying the Zaremba-Jaumann corotational rate, we obtain an additive decomposition of the rate of thermal strain as $\nabla f(\theta)=\stackrel{\circ}{\boldsymbol{\beta}}_{e}+\stackrel{\circ}{\boldsymbol{\beta}}_{p}$.
These concepts of thermal displacement and strain will be essential in the next chapter 4 for building the thermodynamic framework and will be used by several examples in chapter 5 namely the Fourier and Cattaneo heat models.

## Chapter 4

## Framework

This chapter is dedicated to a new thermodynamic framework, which is the main result of this book. This framework offers a robust and secure environment for the design of new models or the combination of some existing models. The design of mathematical models based on thermodynamic principles structurally avoids common errors that are otherwise difficult to identify and could have disastrous consequences. For instance, the use of inappropriate dissipation potential could result in an unexpected divergence of simulation codes: instead of spending years looking for a hypothetical programming bug, a direct design of models from such a thermodynamic framework appears to be a good alternative.
After a technical lemma, in section 4.1, three main theorems are presented. Section 4.2 introduces the new framework itself as a necessary and sufficient condition for the second principle to be satisfied (theorem 4.1). Section 4.3 deals with a nonlinear generalization of Onsager reciprocal relations: it is expressed as a restriction upon the proposed framework (theorem 4.2). Finally, section 4.4 presents the heat equation, i.e. an evolution equation for the temperature obtained from the conservation of energy (theorem 4.3).

### 4.1 Edelen's decomposition

The original proof of this decomposition of vector-valued functions was given in 1973 by Edelen [51, p. 218], see Fig. 4.1.right. An alternative proof was then provided in 2014 by Goddard [64]. The original proof introduced two rate variables for the potential $\phi$ and the gyroscopic term $\boldsymbol{\omega}$ and then Edelen [51, p. 218] stated a corollary where these two variables are equal. A slight modification of the original proof is presented here: the present proof is more direct, with only one variable and, for simplicity, we omit the possible dependence upon the state variables.

Lemma 4.1 (vector decomposition, Edelen [51, p. 218]).
Let $n \geqslant 1$ be an integer. Let $\boldsymbol{\delta}=\left(\boldsymbol{\delta}_{i}\right)_{1 \leqslant i \leqslant n} \in E$ denote the $n$ variables, where $\boldsymbol{\delta}_{i} \in E_{i}$ with $E_{i}=\mathbb{R}, \mathbb{R}^{N}$ or $\mathbb{R}_{s}^{N \times N}$ when $\boldsymbol{\delta}_{i}$ is scalar, vector or symmetric-tensor valued, respectively, $1 \leqslant i \leqslant n$, and $E=\prod_{i=1}^{n} E_{i}$. For simplicity, for any $\boldsymbol{\delta}, \boldsymbol{\mu} \in E$, the scalar product in each $E_{i}$ is simply denoted by $\boldsymbol{\delta}_{i}: \boldsymbol{\mu}_{i}$, independently of the scalar, vector or symmetric tensor values, $1 \leqslant i \leqslant n$, while the scalar product in $E$ is denoted by $\boldsymbol{\delta} \cdot \boldsymbol{\mu}=\sum_{i=1}^{n} \boldsymbol{\delta}_{i}: \boldsymbol{\mu}_{i}$.
Let $\boldsymbol{\tau}: E \rightarrow E$ be a $C^{1}$ mapping.
Then, there exist two unique mappings $\phi: E \rightarrow \mathbb{R}$ and $\boldsymbol{\omega}: E \rightarrow E$ such that

$$
\begin{align*}
& \boldsymbol{\tau}(\boldsymbol{\delta})=\frac{\partial \phi}{\partial \boldsymbol{\delta}}(\boldsymbol{\delta})+\boldsymbol{\omega}(\boldsymbol{\delta})  \tag{4.1a}\\
& \phi(0)=0  \tag{4.1b}\\
& \boldsymbol{\delta} \cdot \boldsymbol{\omega}(\boldsymbol{\delta})=0 \tag{4.1c}
\end{align*}
$$

and $\boldsymbol{\omega}$ is unique while $\phi$ is unique up to a constant.
Moreover, these two functions are expressed explicitly as:

$$
\begin{align*}
\phi(\boldsymbol{\delta}) & =\int_{0}^{1} \boldsymbol{\delta}: \boldsymbol{\tau}(\xi \boldsymbol{\delta}) \mathrm{d} \xi  \tag{4.1d}\\
\boldsymbol{\omega}(\boldsymbol{\delta}) & =\left(\sum_{j=1}^{n} \int_{0}^{1} \xi \boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}-\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}\right)(\xi \boldsymbol{\delta}) \mathrm{d} \xi\right)_{1 \leqslant i \leqslant n} \tag{4.1e}
\end{align*}
$$

Proof: Since $\boldsymbol{\tau}$ is $C^{1}$ versus $\boldsymbol{\delta}$, then $\phi$ defined by (4.1d) is also $C^{1}$ versus $\boldsymbol{\delta}$. For all $i, 1 \leqslant i \leqslant n$, observe the splitting

$$
\begin{equation*}
\frac{\partial \phi}{\partial \boldsymbol{\delta}_{i}}(\boldsymbol{\delta})=\int_{0}^{1} \boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta}) \mathrm{d} \xi+\sum_{j=1}^{n} \int_{0}^{1} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}(\xi \boldsymbol{\delta}) \xi \mathrm{d} \xi=A+B \tag{4.2a}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\sum_{j=1}^{n} \int_{0}^{1} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}(\xi \boldsymbol{\delta}) \mathrm{d} \xi \\
& B=\int_{0}^{1} \boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta}) \mathrm{d} \xi+\sum_{j=1}^{n} \int_{0}^{1} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}(\xi \boldsymbol{\delta})(\xi-1) \mathrm{d} \xi
\end{aligned}
$$

Next, the two terms $A$ and $B$ are rearranged separately. The first one is written equivalently as:

$$
\begin{equation*}
A=\int_{0}^{1} \sum_{j=1}^{n} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}(\xi \boldsymbol{\delta}) \mathrm{d} \xi+\sum_{j=1}^{n} \int_{0}^{1} \boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}-\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}\right)(\xi \boldsymbol{\delta}) \mathrm{d} \xi \tag{4.2~b}
\end{equation*}
$$

by simply adding and subtracting $\partial \boldsymbol{\tau}_{i} / \partial \boldsymbol{\delta}_{j}$. Next, observe that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \xi}\left\{\boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta})\right\}=\sum_{j=1}^{n} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}(\xi \boldsymbol{\delta}) \tag{4.2c}
\end{equation*}
$$

Then, the first term of the right-hand-side in (4.2b) becomes:

$$
\int_{0}^{1} \sum_{j=1}^{n} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}(\xi \boldsymbol{\delta}) \mathrm{d} \xi=\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} \xi}\left\{\boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta})\right\} \mathrm{d} \xi=\left[\boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta})\right]_{0}^{1}=\boldsymbol{\tau}_{i}(\boldsymbol{\delta})-\boldsymbol{\tau}_{i}(0)
$$

and, finally, the first term in (4.2a) develops as:

$$
\begin{equation*}
A=\boldsymbol{\tau}_{i}(\boldsymbol{\delta})-\boldsymbol{\tau}_{i}(0)+\sum_{j=1}^{n} \int_{0}^{1} \boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}-\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}\right)(\xi \boldsymbol{\delta}) \mathrm{d} \xi \tag{4.2d}
\end{equation*}
$$

Conversely, the second term in (4.2a) is written as:

$$
\begin{align*}
B= & \int_{0}^{1}\left\{\boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta})+(\xi-1) \sum_{j=1}^{n} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}(\xi \boldsymbol{\delta})\right\} \mathrm{d} \xi \\
= & \int_{0}^{1}\left\{\boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta})+(\xi-1) \sum_{j=1}^{n} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}(\xi \boldsymbol{\delta})\right\} \mathrm{d} \xi \\
& +\sum_{j=1}^{n} \int_{0}^{1}(\xi-1) \boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}-\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}\right)(\xi \boldsymbol{\delta}) \mathrm{d} \xi \tag{4.2e}
\end{align*}
$$

by simply adding and subtracting $\partial \boldsymbol{\tau}_{i} / \partial \boldsymbol{\delta}_{j}$. Using again (4.2c), the second term of the first integral in (4.2e) becomes

$$
\begin{aligned}
& \int_{0}^{1}(\xi-1) \sum_{j=1}^{n} \boldsymbol{\delta}_{j}: \frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}(\xi \boldsymbol{\delta}) \mathrm{d} \xi=\int_{0}^{1}(\xi-1) \frac{\mathrm{d}}{\mathrm{~d} \xi}\left\{\boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta})\right\} \mathrm{d} \xi \\
&=\left[(\xi-1) \frac{\mathrm{d}}{\boldsymbol{\tau}_{i}}(\xi \boldsymbol{\delta})\right]_{0}^{1}-\int_{0}^{1} \boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta}) \mathrm{d} \xi \\
& \text { after integration by parts } \\
&=\boldsymbol{\tau}_{i}(0)-\int_{0}^{1} \boldsymbol{\tau}_{i}(\xi \boldsymbol{\delta}) \mathrm{d} \xi
\end{aligned}
$$

Then (4.2e) is written as

$$
\begin{equation*}
B=\boldsymbol{\tau}_{i}(0)+\sum_{j=1}^{n} \int_{0}^{1}(\xi-1) \boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}-\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}\right)(\xi \boldsymbol{\delta}) \mathrm{d} \xi \tag{4.2f}
\end{equation*}
$$

From (4.2a), adding (4.2d) and (4.2f) leads to

$$
\begin{aligned}
\frac{\partial \phi}{\partial \boldsymbol{\delta}_{i}}(\boldsymbol{\delta}) & =\boldsymbol{\tau}_{i}(\boldsymbol{\delta})+\sum_{j=1}^{n} \int_{0}^{1} \xi \boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}-\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}\right)(\xi \boldsymbol{\delta}) \mathrm{d} \xi \\
& =\boldsymbol{\tau}_{i}(\boldsymbol{\delta})-\boldsymbol{\omega}_{i}(\boldsymbol{\delta})
\end{aligned}
$$

by definition (4.1e) of $\boldsymbol{\omega}$ and then the decomposition (4.1a) is obtained. Then, again from the definition (4.1e) of $\boldsymbol{\omega}$ and exploiting its skew-symmetry, we have

$$
\begin{aligned}
\boldsymbol{\delta} \cdot \boldsymbol{\omega}(\boldsymbol{\delta}) & =\sum_{i, j=1}^{n} \int_{0}^{1} \xi \boldsymbol{\delta}_{i}:\left\{\boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}-\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}\right)(\xi \boldsymbol{\delta})\right\} \mathrm{d} \xi \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} \int_{0}^{1} \xi \boldsymbol{\delta}_{i}:\left\{\boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}-\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}\right)(\xi \boldsymbol{\delta})\right\} \mathrm{d} \xi \\
& +\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j>i}}^{n} \int_{0}^{1} \xi \boldsymbol{\delta}_{i}:\left\{\boldsymbol{\delta}_{j}:\left(\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}-\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}\right)(\xi \boldsymbol{\delta})\right\} \mathrm{d} \xi \\
& =0
\end{aligned}
$$

after swapping $i$ and $j$ in the second sum. Then, (4.1c) is also obtained. Finally, the pair $(\phi, \boldsymbol{\omega})$ defined by (4.1d)-(4.1e) satisfies (4.1a)-(4.1c).
Let us turn to unicity: assume that there are two pairs of mappings $\left(\phi_{1}, \boldsymbol{\omega}_{1}\right)$ and ( $\phi_{2}, \boldsymbol{\omega}_{2}$ ) both satisfying (4.1a)-(4.1c) i.e.

$$
\begin{align*}
& \frac{\partial \phi_{1}}{\partial \boldsymbol{\delta}}+\boldsymbol{\omega}_{1}=\frac{\partial \phi_{2}}{\partial \boldsymbol{\delta}}+\boldsymbol{\omega}_{2}=\boldsymbol{\tau}  \tag{4.2~g}\\
& \boldsymbol{\delta} \cdot \boldsymbol{\omega}_{1}=\boldsymbol{\delta} \cdot \boldsymbol{\omega}_{2}=0 \tag{4.2h}
\end{align*}
$$

Then (4.2g) implies

$$
\begin{equation*}
\boldsymbol{\omega}_{1}-\boldsymbol{\omega}_{2}=\frac{\partial}{\partial \boldsymbol{\delta}}\left(\phi_{2}-\phi_{1}\right) \tag{4.2i}
\end{equation*}
$$

and (4.2h) leads to

$$
\begin{equation*}
\boldsymbol{\delta} \cdot\left(\boldsymbol{\omega}_{1}-\boldsymbol{\omega}_{2}\right)=0 \Longleftrightarrow \boldsymbol{\delta} \cdot \frac{\partial}{\partial \boldsymbol{\delta}}\left(\phi_{2}-\phi_{1}\right)=0 \tag{4.2j}
\end{equation*}
$$

Since both $\phi_{1}$ and $\phi_{2}$ are $C^{1}$, the difference $\phi_{2}-\phi_{1}$ is also $C^{1}$ and the solution $C^{1}$ of $(4.2 \mathrm{j})$ is necessarily as $\left(\phi_{2}-\phi_{1}\right)(\boldsymbol{\delta})=\phi_{0}$ which is a constant and this constant is zero since both $-\phi_{1}(\boldsymbol{\delta})=\phi_{2}(\boldsymbol{\delta})=0$. Replacing in (4.2i) gives $\boldsymbol{\omega}_{1}=\boldsymbol{\omega}_{2}$ which completes the proof.
Lemma 4.2 (solution of inequality, Edelen [52, p. 124]).
Consider the notation of lemma 4.1. Let $\boldsymbol{\tau}: E \rightarrow E$ be a $C^{1}$ mapping.
The function $\boldsymbol{\tau}$ satisfies

$$
\begin{equation*}
\boldsymbol{\delta} . \boldsymbol{\tau}(\boldsymbol{\delta}) \geqslant 0 \tag{4.3a}
\end{equation*}
$$

if and only if there exists a function $\boldsymbol{\omega}: E \rightarrow E$ such that

$$
\begin{align*}
& \boldsymbol{\tau}(\boldsymbol{\delta})=\frac{\partial \phi}{\partial \boldsymbol{\delta}}(\boldsymbol{\delta})+\boldsymbol{\omega}(\boldsymbol{\delta})  \tag{4.3b}\\
& \phi \geqslant 0 \quad \text { and } \phi(0)=0  \tag{4.3c}\\
& \boldsymbol{\delta} \cdot \boldsymbol{\omega}(\boldsymbol{\delta})=0 \quad \text { and } \boldsymbol{\omega}(0)=0 \tag{4.3d}
\end{align*}
$$

Moreover, $\phi$ and $\boldsymbol{\omega}$ are explicitely expressed by (4.1d)-(4.1e).
Proof: Since $\boldsymbol{\tau}$ is $C^{1}$, then lemma 4.1 applies and there exists $\phi$ and $\boldsymbol{\omega}$ such that (4.3b) and (4.3d) are satisfied. Replacing (4.3d) in (4.3a) leads to

$$
\boldsymbol{\delta} . \boldsymbol{\tau}(\boldsymbol{\delta})=\boldsymbol{\delta} \cdot \frac{\partial \phi}{\partial \boldsymbol{\delta}}(\boldsymbol{\delta}) \geqslant 0
$$

Since $\boldsymbol{\tau}$ is $C^{1}$, so is $\boldsymbol{\delta} \cdot \boldsymbol{\tau}(\boldsymbol{\delta})$. Integrating leads to

$$
\phi(\boldsymbol{\delta})=\phi_{0}+\int_{0}^{1} \boldsymbol{\vartheta}(\xi \boldsymbol{\delta}) \frac{\mathrm{d} \xi}{\xi}
$$

where $\phi_{0}$ is a constant. From its construction in lemma 4.1, relation (4.1b) gives $\phi(0)=\phi_{0}=0$. Thus, from the previous inequality, we also obtain $\phi \geqslant 0$ i.e. (4.3c) is also satisfied. Finally, $\boldsymbol{\delta} \cdot \boldsymbol{\omega}(\boldsymbol{\delta})=0$ is obtained from lemma 4.1 by (4.1c) and $\boldsymbol{\omega}(0)=0$ follows from (4.1e).

### 4.2 Main theorem

This section introduces the main new result of this book. The proposed thermodynamic framework is clearly inspired by those of the standard generalized materials, as proposed in 1975 by Halphen and Nguyen [81]: it tries to conserve as much as possible its clarity, efficiency and possibly non-smooth dissipation potential. As a major improvement, it extends standard generalized materials to large deformations and introduces objectivity. Moreover, while the existence of the dissipation potential was previously postulated, here, thanks to the previous Edelen's lemma 4.2, the forthcoming theorem 4.1 expresses a necessary and sufficient condition for the second principle (0.4) to be satisfied. Nevertheless, it strongly differs from the thermodynamic framework proposed in 1974 by Edelen [52, p. 123]: both the mathematical structure and the thermodynamic variables here are different.
Let $f:] 0, \infty[\rightarrow \mathbb{R}$ be a strictly increasing, continuous and differentiable function satisfying $f(1)=0$ and $f^{\prime}(1)=1$.
Let $n \geqslant 3$ and $\boldsymbol{\alpha}=\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{n}\right)$ be the set of thermodynamic state variables with $\alpha_{1}=\theta$, the temperature, $\boldsymbol{\alpha}_{2}=\boldsymbol{\beta}_{f}$, the thermal strain vector defined by (3.27a) and $\boldsymbol{\alpha}_{3}=\boldsymbol{h}$, the left Hencky strain tensor while the optional $\boldsymbol{\alpha}_{i}$, $4 \leqslant i \leqslant n$ are referred to as internal states.

|  | state | description | rate | description |
| :---: | :---: | :--- | :---: | :--- |
| 1 | $\alpha_{1}=\theta$ | temperature | $\delta_{1}=\dot{\theta}$ | temperature rate |
| 2 | $\boldsymbol{\alpha}_{2}=\boldsymbol{\beta}_{f}$ | thermal strain | $\boldsymbol{\delta}_{2}=\stackrel{\boldsymbol{\beta}}{f}=\nabla f(\theta)$ | temperature gradient |
| 3 | $\boldsymbol{\alpha}_{3}=\boldsymbol{h}$ | left Hencky strain | $\boldsymbol{\delta}_{3}=\stackrel{\boldsymbol{h}}{ }_{(\log )}=\boldsymbol{D}$ | stretching |
| $i$ | $\boldsymbol{\alpha}_{i}$ | internal state | $\boldsymbol{\delta}_{i}$ | internal rate |

Table 4.1 Notations used by the thermodynamic framework.

We also consider the associated set of rate variables, denoted by $\boldsymbol{\delta}=\left(\boldsymbol{\delta}_{1}, \ldots, \boldsymbol{\delta}_{n}\right)$ with $\delta_{1}=\dot{\theta}, \boldsymbol{\delta}_{2}=\nabla f(\theta)$, and $\boldsymbol{\delta}_{3}=\boldsymbol{D}$. For simplicity, by default, all generic state $\boldsymbol{\alpha}_{i}$ and rate $\boldsymbol{\delta}_{i}$ variables, $1 \leqslant i \leqslant n$, are denoted in bold face, as vectors or second-order symmetric tensors. In the vector or tensor cases, $\boldsymbol{\alpha}_{i}$ should be objective and $\boldsymbol{\delta}_{i}$ should be a corotational rate of $\boldsymbol{\alpha}_{i}$. When the $i$-th variable is a scalar, the boldface notation could be omitted and then $\delta_{i}=\dot{\alpha}_{i}$ is simply the Lagrangian rate. All these notations are summarized in Table 4.1.
Let $\psi(\boldsymbol{\alpha}, \boldsymbol{\delta})$ be the Helmholtz energy. It describes the reversible effects involved in the model. Assume that $\psi$ is strictly concave versus $\alpha_{1}=\theta>0$, and objective-isotropic separately with respect to all its vector and secondorder symmetric tensor arguments $\boldsymbol{\alpha}_{i}$ (see definition 2.30).

Theorem 4.1 (thermodynamic framework).
A mathematical model satisfying the mass (0.1), momentum (0.2), and energy (0.3) conservations and involving the Helmholtz energy $\psi$, also satisfies the second principle of thermodynamics (0.4) if and only if (i) the Helmholtz energy $\psi$ depends only upon the state variables $\boldsymbol{\alpha}$ and is independent upon the rates variables $\boldsymbol{\delta}$ and (ii) there exists two functions $\phi$ and $\boldsymbol{\omega}$ such that:

- $\phi$, called the dissipation potential, describes the irreversible and dissipative effects. It is an objective scalar-valued function that depends upon the rate variables $\boldsymbol{\delta}$ and optionally upon $\boldsymbol{\alpha}$ as parameters and its invocation is denoted as $\phi([\boldsymbol{\alpha}] ; \boldsymbol{\delta})$ in order to maintain this distinction. Moreover, $\phi \geqslant 0$ and $\phi([\boldsymbol{\alpha}] ; 0)=0$ for any state $\boldsymbol{\alpha}$ and it satisfies:

$$
\begin{align*}
\mathscr{D}=\sum_{i=0}^{n} \boldsymbol{\delta}_{i}: \frac{\partial \phi}{\partial \boldsymbol{\delta}_{i}}([\boldsymbol{\alpha}] ; \boldsymbol{\delta}) & \geqslant 0  \tag{4.4a}\\
\frac{\partial \phi}{\partial \dot{\theta}}([\boldsymbol{\alpha}] ; \boldsymbol{\delta}) & =0 \tag{4.4b}
\end{align*}
$$

Note that the dissipation involved by the Clausius-Duhem inequality (1.24) coincides with the expression introduced in (4.4a).

- $\boldsymbol{\omega}$, called the gyroscopic function, describes the irreversible and nondissipative effects. It is an objective vector-valued function with $n$ components, and each component $\boldsymbol{\omega}_{i}$ belongs to the same space as $\boldsymbol{\delta}_{i}, 1 \leqslant i \leqslant n$. It depends upon the rate variables $\boldsymbol{\delta}$ and optionally upon $\boldsymbol{\alpha}$ as parameters and
its invocation is denoted as $\boldsymbol{\omega}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})$ in order to maintain this distinction. Moreover, $\boldsymbol{\omega}([\boldsymbol{\alpha}] ; 0)=0$ for any state $\boldsymbol{\alpha}$ and it satisfies:

$$
\begin{array}{r}
\sum_{i=1}^{n} \boldsymbol{\delta}_{i}: \boldsymbol{\omega}_{i}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})=0 \\
\boldsymbol{\omega}_{1}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})=0 \tag{4.4d}
\end{array}
$$

Then, the constitutive equations of the mathematical model are given by:

$$
\begin{align*}
-\rho s & =\rho \frac{\partial \psi}{\partial \theta}(\boldsymbol{\alpha})  \tag{4.5a}\\
-\frac{\boldsymbol{q}}{\theta f^{\prime}(\theta)} & \in \rho \frac{\partial \psi}{\partial \boldsymbol{\beta}}(\boldsymbol{\alpha})+\frac{\partial \phi}{\partial \nabla f(\theta)}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})+\boldsymbol{\omega}_{2}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})  \tag{4.5b}\\
\boldsymbol{\sigma} & \in \rho \frac{\partial \psi}{\partial \boldsymbol{h}}(\boldsymbol{\alpha})+\frac{\partial \phi}{\partial \boldsymbol{D}}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})+\boldsymbol{\omega}_{3}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})  \tag{4.5c}\\
0 & \in \rho \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha})+\frac{\partial \phi}{\partial \boldsymbol{\delta}_{i}}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})+\boldsymbol{\omega}_{i}([\boldsymbol{\alpha}] ; \boldsymbol{\delta}), \quad 4 \leqslant i \leqslant n \tag{4.5d}
\end{align*}
$$

where the $\epsilon$ symbol could be replaced by an equality $=$ symbol when the dissipation potential $\phi$ is smooth enough.

Proof: Let us start to prove the necessary conditions. Assume first that the Helmholtz energy $\psi$ depends upon the state $\boldsymbol{\alpha}$ and rate $\boldsymbol{\delta}$ variables, and let us prove that $\psi$ does not depend upon $\boldsymbol{\delta}$. By expanding the time rate $\dot{\psi}$ of the Helmholtz energy:

$$
\begin{equation*}
\dot{\psi}(\boldsymbol{\alpha}, \boldsymbol{\delta})=\frac{\mathrm{d}}{\mathrm{~d} t}(\psi(\boldsymbol{\alpha}, \boldsymbol{\delta}))=\sum_{i=1}^{n} \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}, \boldsymbol{\delta}): \dot{\boldsymbol{\alpha}}_{i}+\frac{\partial \psi}{\partial \boldsymbol{\delta}_{i}}(\boldsymbol{\alpha}, \boldsymbol{\delta}): \dot{\boldsymbol{\delta}}_{i} \tag{4.6a}
\end{equation*}
$$

Observe that when a state variable $\boldsymbol{\alpha}_{i}$ is scalar-valued, e.g. $\alpha_{1}=\theta$ then its associated rate variable $\boldsymbol{\delta}_{i}$ is its Lagrangian rate, e.g. $\delta_{1}=\dot{\theta}$. Conversely, when a state variable $\boldsymbol{\alpha}_{i}$ is vector-valued, on one hand, by hypothesis of the theorem, $\psi$ is objective-isotropic separately with respect to all its arguments. Then, from corollary $2.36, \psi$ depends only upon the invariant of $\boldsymbol{\alpha}_{i}$, i.e. its squared norm $\left|\boldsymbol{\alpha}_{i}\right|^{2}$ and $\partial \psi / \partial \boldsymbol{\alpha}_{i}$ is colinear to $\boldsymbol{\alpha}_{i}$. On the other hand, also by hypothesis, its associated rate variable $\boldsymbol{\delta}_{i}$ is a corotational rate, e.g. $\boldsymbol{\alpha}_{2}=\boldsymbol{\beta}_{f}$ and, from (3.27a), we have $\boldsymbol{\delta}_{2}=\stackrel{\circ}{\boldsymbol{\beta}}_{f}=\nabla f(\theta)$. Then, from the skew-symmetry of the rotation involved in the corotational rate, $\partial \psi / \partial \boldsymbol{\alpha}_{i}:\left(\boldsymbol{\delta}_{i}-\dot{\boldsymbol{\alpha}}_{i}\right)=0$ and $\dot{\boldsymbol{\alpha}}_{i}$ could also be replaced by $\boldsymbol{\delta}_{i}$ in (4.6a). Finally, when a state variable $\boldsymbol{\alpha}_{i}$ is symmetric tensor-valued, on one hand, since by hypothesis, $\psi$ is objective-isotropic separately with respect to all its state variable arguments, then, from corollary 2.36 again, $\psi$ depends only upon invariants of $\boldsymbol{\alpha}_{i}$ and $\partial \psi / \partial \boldsymbol{\alpha}_{i} \in \operatorname{eigsp}\left(\boldsymbol{\alpha}_{i}\right)$. On the other hand, since $\boldsymbol{\delta}_{i}$ is also a corotational rate of $\boldsymbol{\alpha}_{i}$, observe that, also due to the skew symmetry of the rotation involved, we have: $\left(\boldsymbol{\delta}_{i}-\dot{\boldsymbol{\alpha}}_{i}\right): \boldsymbol{a}=0$ for all $\boldsymbol{a} \in \operatorname{eigsp}\left(\boldsymbol{\alpha}_{i}\right)$. For in-
stance we have $\boldsymbol{\alpha}_{3}=\boldsymbol{h}$ and, from corollary $3.27, \boldsymbol{\delta}_{3}=\stackrel{\circ}{\boldsymbol{h}}^{(\log )}=\boldsymbol{D}$. In all cases, $\dot{\boldsymbol{\alpha}}_{i}$ could be replaced by $\boldsymbol{\delta}_{i}$ in (4.6a) and we obtain:

$$
\begin{equation*}
\dot{\psi}(\boldsymbol{\alpha}, \boldsymbol{\delta})=\sum_{i=1}^{n} \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}, \boldsymbol{\delta}): \boldsymbol{\delta}_{i}+\frac{\partial \psi}{\partial \boldsymbol{\delta}_{i}}(\boldsymbol{\alpha}, \boldsymbol{\delta}): \dot{\boldsymbol{\delta}}_{i} \tag{4.6b}
\end{equation*}
$$

Replacing this expression of $\dot{\psi}$ in those of the dissipation $\mathscr{D}$ from the Clausius-Duhem inequality (1.24) and using $\left(\delta_{1}, \boldsymbol{\delta}_{2}, \boldsymbol{\delta}_{3}\right)=(\dot{\theta}, \nabla f(\theta), \boldsymbol{D})$ together with $(3.27 \mathrm{~b})$ for the thermal term $-(\boldsymbol{q} \cdot \nabla \theta) / \theta$, we get

$$
\begin{aligned}
\mathscr{D}= & -\left(\rho \frac{\partial \psi}{\partial \theta}(\boldsymbol{\alpha}, \boldsymbol{\delta})+\rho s\right) \dot{\theta}-\left(\rho \frac{\partial \psi}{\partial \boldsymbol{\beta}_{f}}(\boldsymbol{\alpha}, \boldsymbol{\delta})+\frac{\boldsymbol{q}}{\theta f^{\prime}(\theta)}\right) \cdot \stackrel{\circ}{\boldsymbol{\beta}}_{f} \\
& -\left(\rho \frac{\partial \psi}{\partial \boldsymbol{h}}(\boldsymbol{\alpha}, \boldsymbol{\delta})-\boldsymbol{\sigma}\right): \boldsymbol{D}-\rho \sum_{i=4}^{n} \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}, \boldsymbol{\delta}): \boldsymbol{\delta}_{i}-\rho \sum_{i=1}^{n} \frac{\partial \psi}{\partial \boldsymbol{\delta}_{i}}(\boldsymbol{\alpha}, \boldsymbol{\delta}): \dot{\boldsymbol{\delta}}_{i}
\end{aligned}
$$

where the constitutive functions $s, \boldsymbol{q}$ and $\boldsymbol{\sigma}$ depend upon $\boldsymbol{\alpha}$ and $\boldsymbol{\delta}$. Observe that the dependence upon $\dot{\boldsymbol{\delta}}_{i}$ occurs only inside the last term and is linear. Thus, for the dissipation $\mathscr{D}$ to remain positive while the quantity $\dot{\boldsymbol{\delta}}_{i}$ are chosen arbitrarily, the coefficient in front of these variables must vanish, i.e. $\partial \psi / \partial \boldsymbol{\delta}_{i}=0$. This means that when the Clausius-Duhem inequality (1.24) is satisfied, then the Helmholtz energy $\psi$ depends only upon the state variables $\boldsymbol{\alpha}$ and is independent of the rate variables $\boldsymbol{\delta}$. This is also true for the internal energy $e$, which is linked to $\psi$ via the partial Legendre transformation (1.23a) and to the entropy $s$ from (1.23b). So, the first part (i) of the theorem is obtained.

The previous expression of the dissipation simplies as

$$
\begin{aligned}
\mathscr{D}= & -\left(\rho \frac{\partial \psi}{\partial \theta}+\rho s\right) \dot{\theta}-\left(\rho \frac{\partial \psi}{\partial \boldsymbol{\beta}_{f}}(\boldsymbol{\alpha})+\frac{\boldsymbol{q}}{\theta f^{\prime}(\theta)}\right) \cdot \stackrel{\circ}{\boldsymbol{\beta}}_{f} \\
& -\left(\rho \frac{\partial \psi}{\partial \boldsymbol{h}}(\boldsymbol{\alpha})-\boldsymbol{\sigma}\right): \boldsymbol{D}-\rho \sum_{i=4}^{n} \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}): \boldsymbol{\delta}_{i}
\end{aligned}
$$

Note that the dissipation is written in a more compact form as

$$
\mathscr{D}=\boldsymbol{\tau} . \boldsymbol{\delta}
$$

where $\boldsymbol{\tau}$ denotes the generalized force vector, given by

$$
\boldsymbol{\tau}=\left(\begin{array}{l}
-\rho s-\rho \frac{\partial \psi}{\partial \theta} \\
-\frac{\boldsymbol{q}}{\theta f^{\prime}(\theta)}-\rho \frac{\partial \psi}{\partial \boldsymbol{\beta}_{f}} \\
\boldsymbol{\sigma}-\rho \frac{\partial \psi}{\partial \boldsymbol{h}} \\
\left(-\rho \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}\right)_{4 \leqslant i \leqslant n}
\end{array}\right)
$$

Applying Edelen's lemma 4.2, the dissipation $\mathscr{D}=\boldsymbol{\tau} . \boldsymbol{\delta}$ is positive, i.e. the Clausius-Duhem inequality (1.24) is satisfied, if and only if there exist $\phi \geqslant 0$ and $\boldsymbol{\omega}$, explicitly expressed from $\boldsymbol{\tau}$ by (4.1d)-(4.1e), such that $\boldsymbol{\tau}=\partial \phi+\boldsymbol{\omega}$ with $\phi([], 0)=$.0 and $\tau([], 0)=$.0 . Then, expanding the previous notation for $\boldsymbol{\tau}$, we directly obtain the constitutive equations (4.5a)-(4.5d). The orthogonality relation (4.4c) is written as $\boldsymbol{\delta} . \boldsymbol{\omega}=0$, which is exactly (4.3d), also provided by Edelen's lemma 4.2. The two conditions (4.4b) and (4.4d) are also necessary for compatibility with the entropy definition, as pointed out in remark 4.5. Finally, the dissipation is written as $\mathscr{D}=\boldsymbol{\delta} . \boldsymbol{\tau}=\boldsymbol{\delta} . \partial \phi+\boldsymbol{\delta} . \boldsymbol{\omega}$ and since $\boldsymbol{\delta} . \boldsymbol{\omega}=0$, we obtain expression (4.4a) of the dissipation. Then, the second part (ii) of the theorem is obtained, so, the proof of the necessary condition is complete. The reciprocal sufficient condition is then immediate.

Remark 4.3 (the framework: instructions for use).
The design of a new material based on this framework consists of three steps:

1. Define your set of thermodynamic variables $\boldsymbol{\alpha}$ and rates $\boldsymbol{\delta}$. Check that each vector or tensor-valued state $\boldsymbol{\alpha}_{i}$ and rate variable $\boldsymbol{\delta}_{i}$ are objective and that each rate $\boldsymbol{\delta}_{i}$ is expressed as a corotational rate of $\boldsymbol{\alpha}_{i}$.
2. Define your Helmholtz energy $\psi$ versus $\boldsymbol{\alpha}$ only. Check that it is strictly concave versus $\theta$. Check also that it is objective-isotropic separately versus each vector or tensor-valued state variable $\boldsymbol{\alpha}_{i}$. For a tensor-valued variable, from corollary 2.36 , it is equivalent to check that $\psi$ depends only upon $\operatorname{eig}\left(\boldsymbol{\alpha}_{i}\right)$ or any equivalent set of invariants. For a vector-valued variable, it is equivalent to check that $\psi$ depends only upon $\left|\boldsymbol{\alpha}_{i}\right|$.
3. Define your dissipation potential $\phi$. Check that it satisfies (4.4a) and vanishes when $\boldsymbol{\delta}=0$. Note that convexity of $\phi$ is sufficient for (4.4a) but not necessary, see remark 4.4 below.

Then, theorem 4.1 applies.
Remark 4.4 (convexity of $\phi$ is sufficient but not necessary).
Most thermodynamic theories involving a dissipation potential $\phi$ impose its convexity instead of (4.4a). Let us show that this condition is sufficient for (4.4a) but not necessary. Let $\phi: E \rightarrow \mathbb{R}$ such that $\phi \geqslant 0$ and $\phi(0)=0$. Then, when $\phi$ is convex, $\boldsymbol{\delta} . \partial \phi(\boldsymbol{\delta}) \geqslant 0$ but the reciprocal is false. Indeed, from the definition of the subdifferential, see e.g. [162, p. 94], for all $\hat{\boldsymbol{\tau}} \in \partial \phi(\boldsymbol{\delta})$ we have $\phi(\tilde{\boldsymbol{\delta}}) \geqslant \phi(\boldsymbol{\delta})+\hat{\boldsymbol{\tau}} .(\tilde{\boldsymbol{\delta}}-\boldsymbol{\delta})$ for all $\tilde{\boldsymbol{\delta}} \in E$. Then, choosing $\tilde{\boldsymbol{\delta}}=0$ and using
$\phi(0)=0$ leads to $\boldsymbol{\delta} . \hat{\boldsymbol{\tau}} \geqslant \phi(\boldsymbol{\delta}) \geqslant 0$. Since this is true for all $\hat{\boldsymbol{\tau}} \in \partial \phi(\boldsymbol{\delta})$ it also is written as $\boldsymbol{\delta} \cdot \partial \phi(\boldsymbol{\delta}) \geqslant 0$ which is exactly (4.4a). Let us show that the reciprocal is false by a counter example. Consider $\phi(\xi)=\xi+\sqrt{1+\xi}-1$ which is $C^{1}$ for all $\xi \geqslant 0$. We have $\phi \geqslant 0, \phi(0)=0$ and $\xi \phi^{\prime}(\xi)=\xi+1 /(2 \sqrt{1+\xi}) \geqslant 0$ but $\phi$ is strictly concave since $\phi^{\prime \prime}<0$. In consequence, from lemma 4.2 , the convexity of the dissipation potential $\phi$ is not necessary for a mathematical model to satisfy the second principle. Finally, let us quote Goddard [64, p. 15], who wrote about the possible loss of convexity of the dissipation potential: "Such variational principles are not only relevant to the homogenization of heterogeneous media, but they also may find applications to problems involving loss of convexity, leading to material instability and viscoplastic bifurcations (or thermo-viscoplastic phenomena such as adiabatic shear bands)".
Remark 4.5 (compatibilities with the entropy definition).
Note that there are two empty slots in the constitutive equation (4.5a): they are due to conditions (4.4b) and (4.4d). Let us observe what would happen without assuming these two conditions, i.e. while replacing (4.5a) with $-\rho s=\rho \partial \psi / \partial \theta+\partial \phi / \partial \dot{\theta}+\boldsymbol{\omega}_{1}$.
Recall that the Helmholtz energy $\psi$ has been introduced from the internal energy $e$ by the Legendre transformation (1.23a), associated with the duality relation $(1.23 \mathrm{~b})$ that is expressed as the entropy as $s=-\partial \psi / \partial \theta$. Conversely, in theorem $4.1, \psi$ is directly postulated but there are some minimal requirements for an internal energy $e$ to exist such that the Legendre transformation (1.23a) is satisfied. The compatibility relations (4.4b) and (4.4d), together with the concavity of $\psi$ versus $\theta$, are both necessary and sufficient. Indeed, e could then always be defined from $\psi$ by another Legendre transformation:

$$
e(s)=\inf _{\theta>0} \psi(\theta)+s \theta
$$

Note that, from this construction, $e$ is strictly convex versus $s$, see proposition 1.19. An alternative is to postulate $e$ first, strictly convex versus $s$, and then deduce $\psi$ from (1.23a).

Remark 4.6 (equilibrium state).
An equilibrium state $\boldsymbol{\alpha}$ is associated with the corresponding rate $\boldsymbol{\delta}=0$. It leads to $\dot{\theta}=0$ and $\nabla \theta=0$ i.e. the temperature $\theta$ is constant in space and time. Since both $\phi([\boldsymbol{\alpha}] ; 0)=0$ and $\boldsymbol{\omega}([\boldsymbol{\alpha}] ; 0)=0$, by hypothesis of theorem 4.1, the heat flux is given by (4.5b), i.e. $\boldsymbol{q}=\rho \theta f^{\prime}(\theta)(\partial \psi / \partial \boldsymbol{\beta})(\boldsymbol{\alpha})$. For the equilibrium heat flux to be zero, it would require in addition that $\partial \psi / \partial \boldsymbol{\beta}=0$.

Remark 4.7 (anisotropy).
Remarks 2.44, 2.45 and 2.46 , page 63 , explored the possibility of describing anisotropy via the Helmholtz energy $\psi$ by using a secondary microstructural tensor $\boldsymbol{a}$, corresponding here to an internal state variable, e.g. $\psi(\boldsymbol{h}, \boldsymbol{a})$. The present thermodynamic framework assumes that the Helmholtz energy $\psi$ is objective-isotropic with respect to each variable separately, and thus, will not directly handle such a description of anisotropy via $\psi$, see remark 2.46. Thus,
you will have (i) first to develop a prototype of your model without crossvariable invariants such as $I_{c}=\operatorname{tr}\left(\boldsymbol{a} \boldsymbol{h}^{2}\right)$ and check that this prototype satisfies the requirements of the thermodynamic framework (see remark 4.3) and next (ii) introduce the cross-variables invariants and directly check that the second principle is still satisfied. Technics used during the proof of theorem 2.1, page 36 , could be used as templates for this check. Note that a different kind of anisotropy could also be inserted via the dissipation potential $\phi$, as shown in the forthcoming section 5.13, page 133, with the Giesekus viscoelastic fluid example. Indeed, the dissipation potential bears fewer restrictions than the Helmholtz energy $\psi$.

Remark 4.8 (afterwords).

- When $\phi$ is differentiable, the symbol $\epsilon$ in the constitutive equations can be replaced by a simple equality. Otherwise, when $\psi$ is convex, for instance when a constraint or some plasticity is involved, $\partial \phi / \partial \boldsymbol{\delta}_{i}$ denotes the subdifferential of $\phi$ with respect to $\boldsymbol{\delta}_{i}$, see e.g. [162, p. 94]. Otherwise, when $\psi$ is neither differentiable nor convex, assuming only Lipschitzian regularity, then, it admits a Clarke [29, p. 10] derivative and the notation $\partial \phi / \partial \boldsymbol{\delta}_{i}$ is interpreted as the convex hull of all directional derivatives.
- The system combining the conservation (0.2)-(0.3) and constitutive (4.5a)(4.5d) equations involves $n+3$ relations and $n+3$ corresponding unknowns: ( $\rho, \boldsymbol{v}, e$ ) and the $n$ state variables $\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{n}\right)$. Of course, such a model derivation is only formal and it would remain to show that the solution of this system of equations, closed by appropriate initial and boundary conditions, can be well-defined.
- From its mathematical structure, the constitutive equations (4.5a)-(4.5d) suggest a symmetry between $\psi$ and $\phi$. Nevertheless, these two functions are really different: (i) $\psi$ and $\phi$ do not have the same physical dimension and (ii) while $\phi$ is often convex versus all variables, $\psi$ is strictly concave versus $\theta$.
- For simplicity, when a state variable is not used, it is not represented. For instance, for an isothermal elastic solid, we could use $n=1$ and $\boldsymbol{\alpha}_{1}=\boldsymbol{h}$.
- In 1973, Edelen [51], while investigating for a nonlinear extension of the Onsager reciprocal relations, exhibited for the first time the additional term denoted here $\boldsymbol{\omega}$, see also section 4.1. In his original paper, Edelen [51] referred to $\boldsymbol{\omega}$ as the powerless vector, since it satisfies (4.4c) and thus, does not contribute to the dissipation $\mathscr{D}$. Similar powerless forces and stresses was also termed gyroscopic by Ziegler [192] and, more recently, also by Goddard [64]. Here, we retain this term gyroscopic, which is more expressive and specific. Indeed, powerless could induce confusion with the reversible stress $\sigma_{e}$ that does also not contribute to the dissipation $\mathscr{D}$ while $\boldsymbol{\omega}$ produces irreversible but non-dissipative stresses.


### 4.3 Onsager-Edelen symmetry

Definition 4.9 (generalized Onsager-Edelen [147, 51] symmetry).
As shown during the proof of the previous theorem 4.1, expression (1.24) of the dissipation $\mathscr{D}$ in the Clausius-Duhem inequality is interpreted as a duality product $\mathscr{D}=\boldsymbol{\delta} . \boldsymbol{\tau}$ between a set of rate variables $\boldsymbol{\delta}$, called in the context of the Onsager theory the generalized flux, and the following vector $\boldsymbol{\tau}$, called the generalized force:

$$
\boldsymbol{\tau}=\left(\begin{array}{ll}
-\rho s-\rho \frac{\partial \psi}{\partial \theta} &  \tag{4.7a}\\
-\frac{\boldsymbol{q}}{\partial f^{\prime}(\theta)} & -\rho \frac{\partial \psi}{\partial \boldsymbol{\beta}_{f}} \\
\boldsymbol{\sigma}-\rho \frac{\partial \psi}{\partial \boldsymbol{h}} \\
\left(-\rho \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}\right)_{4 \leqslant i \leqslant n}
\end{array}\right)
$$

A mathematical model for a material expresses this generalized force as a function of the rate variables $\boldsymbol{\delta}$ and, optionally, the state variables $\boldsymbol{\alpha}$ as parameters, and this function is denoted by $\boldsymbol{\tau}([\boldsymbol{\alpha}] ; \boldsymbol{\delta})$.
The model is said to satisfy the generalized Onsager-Edelen symmetry if and only if:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\tau}_{i}}{\partial \boldsymbol{\delta}_{j}}=\frac{\partial \boldsymbol{\tau}_{j}}{\partial \boldsymbol{\delta}_{i}}, \quad 1 \leqslant i<j \leqslant n \tag{4.7b}
\end{equation*}
$$

together with secondary symmetries for vector- or tensor-valued variables $\boldsymbol{\delta}_{i}$.
This theory was developed in 1931 by Onsager $[146,147]$ when $\boldsymbol{\tau}$ is linear versus $\boldsymbol{\delta}$, see Fig. 4.1, and referred to as the reciprocal relations. From there, it has been generalized to the nonlinear case in 1973 by Edelen [51, 52] and referred to as symmetry relations. In 1975, Halphen and Nguyen [81] proposed the framework of standard generalized materials that postulates the existence of a dissipation potential. These authors showed that, within their framework, the generalized Onsager-Edelen symmetry relations are necessarily satisfied.

Theorem 4.2 (generalized Onsager-Edelen symmetry).
Assume that the hypotheses of theorem 4.1 hold and, moreover, that $\phi$ is $C^{2}$ and $\boldsymbol{\omega}$ is $C^{1}$. Then, the model defined by $(\psi, \phi, \boldsymbol{\omega})$ satisfies the generalized Onsager-Edelen symmetry if and only if $\boldsymbol{\omega}=0$.

Proof: from Edelen [52, p. 127]. Let us denote $\nabla_{\boldsymbol{\delta}}=\left(\partial / \partial \boldsymbol{\delta}_{i}\right)_{1 \leqslant i \leqslant n}$ for simplicity. From (4.5a)-(4.5d) and the definition (4.7a) of $\boldsymbol{\tau}$, we have $\boldsymbol{\tau}=\nabla_{\boldsymbol{\delta}} \phi+\boldsymbol{\omega}$ i.e. $\nabla_{\boldsymbol{\delta}} \phi=\boldsymbol{\tau}-\boldsymbol{\omega}$. Since $\phi$ is $C^{2}$, the second partial derivatives of $\phi$ commute:


Fig. 4.1 (left) Lars Onsager (1903-1976), photo in 1968 at the occasion of his Nobel prize in chemistry for his work on reciprocal relations [146, 147], published in 1931 (public domain reproduction). (right) Dominic G. B. Edelen (1933-2010), photo in 1994 at the the society of engineering science conference, Texas. Communicated by Lagoudas [109].

$$
\frac{\partial}{\partial \boldsymbol{\delta}_{j}}\left(\boldsymbol{\tau}_{i}-\boldsymbol{\omega}_{i}\right)=\frac{\partial}{\partial \boldsymbol{\delta}_{i}}\left(\boldsymbol{\tau}_{j}-\boldsymbol{\omega}_{j}\right), \quad 1 \leqslant i<j \leqslant n
$$

Since this relation reduces to (4.7b) when $\boldsymbol{\omega}=0$, this is clearly a sufficient condition. Let us show that this is also necessary: assume that a model defined by $(\psi, \phi, \boldsymbol{\omega})$ satisfies (4.7b). On one hand, the condition (4.7b) is the necessary and sufficient condition for a potential $\tilde{\phi}$ to exist such that $\boldsymbol{\tau}=\nabla_{\boldsymbol{\delta}} \tilde{\phi}$. On the other hand, from lemma 4.1, the decomposition of $\boldsymbol{\tau}$ as $\boldsymbol{\tau}=\nabla_{\boldsymbol{\delta}} \phi+\boldsymbol{\omega}$ is unique and then $\phi=\tilde{\phi}$ and $\boldsymbol{\omega}=0$.

Remark 4.10 (link with the original Onsager reciprocal relations). The original Onsager [147] theory assumes a linear force-flux relation e.g.

$$
\boldsymbol{\tau}_{i}=\sum_{i, j=1}^{n} \mathbb{A}_{i, j}: \boldsymbol{\delta}_{j} \Longleftrightarrow \boldsymbol{\tau}=\mathscr{A} \boldsymbol{\delta}
$$

where $\mathscr{A}=\left(\mathbb{A}_{i, j}\right)_{i, j}$ and the sub-matrix $\mathbb{A}_{i, j}$ could optionally depend upon the state variables $\boldsymbol{\alpha}$ as parameters: such a possible dependence is omitted here for simplifying the notations.
This linear case could be recast into the more general nonlinear theory of the present chapter. Indeed, from the results of the previous sections, this generalized force $\boldsymbol{\tau}$ admits an unique decomposition as $\boldsymbol{\tau}=\nabla_{\boldsymbol{\delta}} \phi+\boldsymbol{\omega}$ where $\phi=\boldsymbol{\delta} .(\operatorname{sym}(\mathscr{A}) \boldsymbol{\delta}) / 2$ is the quadratic dissipation potential and $\boldsymbol{\omega}=\operatorname{skew}(\mathscr{A}) \boldsymbol{\delta}$ is the linear gyroscopic vector. From theorem 4.2, we get $\boldsymbol{\omega}=0$ which imposes the symmetry of the whole $\mathscr{A}$ matrix. Thus, theorem 4.2 is a natural generalization of the original Onsager reciprocal linear relations to the nonlinear case.

Finally, note that the dissipation involved by the Clausius-Duhem inequality (1.24) is written as $\mathscr{D}=\boldsymbol{\tau} . \boldsymbol{\delta}=\boldsymbol{\delta} \cdot(\operatorname{sym}(\mathscr{A}) \boldsymbol{\delta})=2 \phi$. From theorem 4.1, a necessary and sufficient condition for the second principle to be satisfied is for $\phi$ to satisfiy (4.4a), i.e. $\phi$ should be convex, or equivalently $\operatorname{sym}(\mathscr{A})$ should be a positive matrix.

Remark 4.11 (breaking symmetry with a non-zero gyroscopic term).
The generalized Onsager-Edelen symmetry in theorem 4.2 removes the gyroscopic term and reduces the irreversible part of the constitutive equations to a gradient of the dissipation potential. This principle thus excludes de facto several recent models of major interest. The first concerned are all non-associate models for plasticity and damage, widely used for cements, steels and in geoscience, such as the celebrated Coulomb [38] friction model and the popular non-associate Drucker and Prager [46] elastoplastic model, see e.e. de Saxcé and Feng [42], de Saxcé and Bousshine [41] and Lemaitre and Chaboche [114] for damage models. Also, the study of the original Cattaneo [19] heat model requires a non-zero gyroscopic term, see section 5.18 below.
In 1999, Eringen [55, p. 52] wrote: " Onsager reciprocal relations represent a special assumption based on microscopic time reversal. For large values of thermodynamic forces, there appears to be no sound physical principle to set $\boldsymbol{\omega}=0$ ".
In 2014, Goddard [64, p. 15] wrote: " $/ .$. ] there remain interesting and open questions as to the failure of such symmetry and the emergence of Edelen's non-dissipative forces and fluxes, questions that may perhaps be clarified by statistical micromechanics".
In conclusion, within the present framework, the Onsager-Edelen symmetry from theorem 4.2 is proposed as an option, but not as a principle that should be satisfied. A possible non-zero gyroscopic term, associated with a break of symmetry, will be possible here: it allows us to both study some existing recent mathematical models of practical interest and also to design some new ones.

Remark 4.12 (second principle while breaking symmetry).
Let us explore in a tiny example what happens when satisfying the second principle while breaking the symmetry principle. For simplicity, we consider $n \geqslant 1$ scalar internal state variables $\boldsymbol{\alpha}=\left(\alpha_{i}\right)_{1 \leqslant i \leqslant n}$. Choosing $\rho=1$ and $\psi(\boldsymbol{\alpha})=(A \boldsymbol{\alpha}) \cdot \boldsymbol{\alpha} / 2$ together with $\phi(\dot{\boldsymbol{\alpha}})=(\operatorname{sym}(M) \dot{\boldsymbol{\alpha}}) \cdot \dot{\boldsymbol{\alpha}} / 2$ and $\boldsymbol{\omega}(\dot{\boldsymbol{\alpha}})=(\operatorname{skew}(M) \dot{\boldsymbol{\alpha}}) \cdot \dot{\boldsymbol{\alpha}}$, then the constitutive equations lead to a system of $n$ differential equations:

$$
M \dot{\boldsymbol{\alpha}}+\operatorname{sym}(A) \boldsymbol{\alpha}=0
$$

where $A$ and $M$ are two real matrices. Observe that skew $(A)$ is not involved, so we can assume without loss of generality that $A$ is symmetric. Closing with initial conditions for $\boldsymbol{\alpha}$, the stability analysis, i.e. showing that the solution
decays to a steady state, reduces here to the study of the generalized eigenvalue problem $A \boldsymbol{\alpha}=\lambda M \boldsymbol{\alpha}$, looking for $\operatorname{re}(\lambda)>0$. Otherwise, an exponential growth occurs. It is natural to assume for the Helmholtz energy $\psi$ an extreme state variable behavior such as $\lim _{\xi \rightarrow \infty} \psi(\xi \boldsymbol{\alpha})=\infty$ for any non-zero $\boldsymbol{\alpha}$ and then $A$ is symmetric definite positive. Thus, the stability condition reduces to $M>0$. On one hand, from theorem 4.1, the second principle is equivalent to the condition (4.4a) upon $\phi$ and we get here $\operatorname{sym}(M) \geqslant 0$ i.e. $\phi$ is convex while there are still no constraints upon skew $(M)$. On the other hand, from theorem 4.2 , the symmetry imposes $\boldsymbol{\omega}=0$, its mean here is skew $(M)=0$ i.e. $M$ is symmetric positive. In conclusion, we observed in this example that the Onsager reciprocal relations have no influence upon stability while the second principle is directly related to it.

Remark 4.13 (force, state and rate variables).
In most thermodynamic theories based on the Onsager [147] reciprocal relations, each rate variable $\boldsymbol{\delta}_{i}$ which is called a generalized flux, is in duality with the corresponding generalized force $\boldsymbol{\tau}_{i}$ : they play a similar role and could be interchanged. Also, in these theories, thermodynamic state variable $\boldsymbol{\alpha}_{i}$ are considered independently: their numbers do not match a priori those of the flux and there is no correspondence between them.
Here, and this is a major difference, each variable $\boldsymbol{\delta}_{i}$ is interpreted as a rate of its corresponding state variable $\boldsymbol{\alpha}_{i}$, and this is the reason for which we prefer to call them rate variables rather than flux. As a consequence, the number of state and rate variables match. Also, rate variables can no longer be swapped with forces, which can not be interpreted as a rate in general. This could appear as more restrictive than within the Onsager [147] theory, but there is no loss of generality since the three fundamental flux $\delta_{1}=\dot{\theta}$, $\boldsymbol{\delta}_{2}=\nabla f(\theta)$ and $\boldsymbol{\delta}_{3}=\boldsymbol{D}$ are interpreted here as rates of a corresponding state, namely $\alpha_{1}=\theta, \boldsymbol{\alpha}_{2}=\boldsymbol{\beta}_{f}$ and $\boldsymbol{\alpha}_{3}=\boldsymbol{h}$. Finally, thanks to this correspondence, the mathematical structure of this thermodynamic framework gains clarity without losing generality.

### 4.4 Heat equation

Theorem 4.3 (heat equation).
Assume that the hypothesis of theorem 4.1 holds and, moreover, that $\psi$ is $C^{2}$. Then, the conservation of energy (0.3) is expressed as an evolution equation for the temperature $\theta$ :

$$
\begin{equation*}
\rho C_{p}(\boldsymbol{\alpha}) \dot{\theta}+\operatorname{div} \boldsymbol{q}=r+\boldsymbol{\sigma}: \boldsymbol{D}+\sum_{i=2}^{n} \rho\left(\theta \frac{\partial^{2} \psi}{\partial \theta \partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha})-\frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha})\right): \boldsymbol{\delta}_{i} \tag{4.8}
\end{equation*}
$$

where $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\delta}_{i}$ are numbered as in Table 4.1 and $C_{p}(\boldsymbol{\alpha})=-\theta \frac{\partial^{2} \psi}{\partial \theta^{2}}(\boldsymbol{\alpha})>0$ denotes the heat capacity.

Proof: Following Gurtin et al. [78, p. 341], let us introduce the heat capacity:

$$
\begin{align*}
C_{p}(\boldsymbol{\alpha}) & \stackrel{\text { def }}{=} \frac{\partial e}{\partial \theta}(\boldsymbol{\alpha})=\frac{\partial}{\partial \theta}(\psi(\boldsymbol{\alpha})+\theta s(\boldsymbol{\alpha})) \text { from (1.23a) } \\
& =\frac{\partial \psi}{\partial \theta}(\boldsymbol{\alpha})+s(\boldsymbol{\alpha})+\theta \frac{\partial s}{\partial \theta}(\boldsymbol{\alpha})=\theta \frac{\partial s}{\partial \theta}(\boldsymbol{\alpha}) \text { from (4.5a) } \\
& =-\theta \frac{\partial^{2} \psi}{\partial \theta^{2}}(\boldsymbol{\alpha}) \text { from (4.5a) again } \tag{4.9a}
\end{align*}
$$

This last expression for $C_{p}$ coincides with those used in theorem 4.3. Next, let us expand $\theta \dot{s}$ as:

$$
\begin{align*}
\theta \dot{s}(\boldsymbol{\alpha}) & =\theta\left(\sum_{i=1}^{n} \frac{\partial s}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}): \dot{\boldsymbol{\alpha}}_{i}\right) \\
& =-\sum_{i=1}^{n} \theta \frac{\partial^{2} \psi}{\partial \theta \partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}): \dot{\boldsymbol{\alpha}}_{i} \text { from (4.5a) again } \\
& =C_{p}(\boldsymbol{\alpha}) \dot{\theta}-\sum_{i=2}^{n} \theta \frac{\partial^{2} \psi}{\partial \theta \partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}): \dot{\boldsymbol{\alpha}}_{i} \text { from (4.9a) } \tag{4.9b}
\end{align*}
$$

By time derivation of the Legendre relation (1.23a) and then expanding $\dot{\psi}$ :

$$
\begin{aligned}
\dot{e}(\boldsymbol{\alpha}) & =\theta \dot{s}(\boldsymbol{\alpha})+\dot{\theta} s(\boldsymbol{\alpha})+\dot{\psi}(\boldsymbol{\alpha}) \\
& =\theta \dot{s}(\boldsymbol{\alpha})+\dot{\theta} s(\boldsymbol{\alpha})+\sum_{i=1}^{n} \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}): \dot{\boldsymbol{\alpha}}_{i} \\
& =\theta \dot{s}(\boldsymbol{\alpha})+\sum_{i=2}^{n} \frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha}): \dot{\boldsymbol{\alpha}}_{i} \text { from (4.5a) again } \\
& =C_{p}(\boldsymbol{\alpha}) \dot{\theta}-\sum_{i=2}^{n}\left(\theta \frac{\partial^{2} \psi}{\partial \theta \partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha})-\frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha})\right): \dot{\boldsymbol{\alpha}}_{i} \text { from (4.9b) }
\end{aligned}
$$

According to the hypothesis of theorem 4.1, $\psi$ is an objective-isotropic function. Then, from corollary $2.36, \psi$ depends upon $\boldsymbol{\alpha}_{i}$ only via its invariants, e.g. $\operatorname{eig}\left(\boldsymbol{\alpha}_{i}\right)$ when $\boldsymbol{\alpha}_{i}$ is a symmetric second-order tensor. Then $\partial \psi / \partial \theta$ also depends only upon invariants of $\boldsymbol{\alpha}_{i}$, and, from corollary 2.36 again, $\partial \psi / \partial \theta$ is also objective-isotropic versus $\boldsymbol{\alpha}_{i}$. Thus, both $\partial \psi / \partial \boldsymbol{\alpha}_{i}$ and $\partial^{2} \psi / \partial \theta \partial \boldsymbol{\alpha}_{i}$ belong to $\operatorname{eigsp}\left(\boldsymbol{\alpha}_{i}\right)$. Thus, $\dot{\boldsymbol{\alpha}}_{i}$ could be replaced by $\boldsymbol{\delta}_{i}$ in the previous expression of $\dot{e}$ :

$$
\dot{e}(\boldsymbol{\alpha})=C_{p}(\boldsymbol{\alpha}) \dot{\theta}-\sum_{i=2}^{n}\left(\theta \frac{\partial^{2} \psi}{\partial \theta \partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha})-\frac{\partial \psi}{\partial \boldsymbol{\alpha}_{i}}(\boldsymbol{\alpha})\right): \boldsymbol{\delta}_{i}
$$

Finally, replacing this expression of $\dot{e}$ in the conservation of energy (0.3) gives exactly (4.8) and the proof is complete.

Remark 4.14 (heat capacity).

- The heat equation (4.8) is a source of frequent confusion, especially when the last term of the right-hand side is missing.
- Note that the heat capacity $C_{p}$ is always strictly positive since $\theta>0$ and the Helmholtz energy $\psi$ is strictly concave versus $\theta$, by the hypothesis in theorem 4.1, see also proposition 1.19, page 28.
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The example series starts with classic elastic solid and Newtonian fluid models (sections 5.2 to 5.8). Then, complex viscoplastic, viscoelastic and elastoviscoplastic models are introduced (sections 5.9 to 5.16 ). This series closes with non-isothermal models (sections 5.17 to 5.20 ).
The Cattaneo heat equation is an emblematic final illustration for the framework of chapter 4. Indeed, we are able to:

- clearly understand in section 5.18 why this model does not satisfy the second principle
- propose in section 5.19 a variant that fully satisfies all thermodynamic requirements,
- combine in section 5.20 this variant with a viscoelastic fluid model.

The aim of this example series is to illustrate the clarity and power of the proposed thermodynamic framework. These examples could be reused as templates for the design of new variants. In addition, the framework of chapter 4 offers a robust and secure environment for the design of new models or the combination of some existing models. The design of mathematical models based on thermodynamic principles structurally avoids common errors that are otherwise difficult to identify and could have disastrous consequences. For instance, the use of inappropriate dissipation potential could result in an unexpected divergence of simulation codes: instead of spending years looking for a hypothetical programming bug, a direct design of models from such a thermodynamic framework appears to be a good alternative.

### 5.1 Hyperelastic solid

Many solids, such as rubbers, deform in a reversible way and could be considered as elastic materials in usual conditions. As pointed out in remark 2.2, page 38 , from thermodynamic requirements, elastic material are necessarily obtained by derivation of the Helmholtz energy $\psi$, acting as an elastic potential, and are also called hyperelastic models. For an hyperelastic model, the Cauchy stress $\boldsymbol{\sigma}$ is expressed as

$$
\boldsymbol{\sigma}=\rho \frac{\partial \psi}{\partial \boldsymbol{F}}(\boldsymbol{F}) \boldsymbol{F}^{T}
$$

where $\boldsymbol{F} \in \mathrm{GL}_{+}(N)$ is the gradient of a deformation tensor and $\psi: \mathrm{GL}_{+}(N) \rightarrow \mathbb{R}$ is the Helmholtz energy, which is assumed to be continuously differentiable upon its argument $\boldsymbol{F}$.
The conservation of momentum (0.2) is used to close the mathematical problem and hyperelastic solids are usually solved numerically by a minimization method in a Lagrangian frame. Indeed, the problem associated to the sta-
tionary version of the momentum conservation (0.2) writes simply on the reference configuration $\Omega_{0}$ as a minimization problem (see e.g. Ciarlet [27, ch. 4]):

$$
\min _{\boldsymbol{\chi} \in \mathscr{X}} \int_{\boldsymbol{X} \in \Omega_{0}} \rho_{0}\{\psi(\nabla \boldsymbol{\chi}(\boldsymbol{X}))-\boldsymbol{g} \cdot \boldsymbol{\chi}(\boldsymbol{X})\} \mathrm{d} \boldsymbol{X}
$$

in terms of the deformation vector $\boldsymbol{\chi}$ only (see section 2.1), where $\rho_{0}=\rho \operatorname{det} \boldsymbol{F}$ is the density of the reference configuration and $\mathscr{X}=\left\{\boldsymbol{\chi}: \Omega_{0} \rightarrow \mathbb{R}^{N} ; \boldsymbol{\chi}(\boldsymbol{X})=\boldsymbol{X}\right.$ on $\left.\partial \Omega_{0}\right\}$ denotes the set of admissible deformation when considering Dirichlet boundary conditions. This minimization problem is the starting point of both theoretical results and efficient numerical methods. It is then possible to prove the existence of solutions under additional assumptions about the Helmholtz energy $\psi$. The first existence result of this minimization problem was obtained in 1976 by Ball [3], see his equation (1), assuming coercivity and polyconvexity for $\psi$ versus $\boldsymbol{F}$. Polyconvexity is a weak version of convexity: indeed, $\psi$ could not be both objective and convex versus $\boldsymbol{F}$, as pointed out in 1959 by Coleman and Noll [36, p. 110], since it leads to unacceptable restrictions upon mathematical models, see also Ciarlet [27, p. 170]. See also Marsden and Hughes [122], Ciarlet [27] and Silhavy [169] for more recent theoretical results and a still weaker quasiconvexity assumption for $\psi$. Let us study now some practical choices for the Helmholtz energy.

### 5.2 Hencky elastic solid

Assuming that the Helmholtz energy $\psi$ is also objective-isotropic, it is expressed equivalently in terms of the left Hencky strain $\boldsymbol{h}$ only. Then, an isothermal hyperelastic solid could be expressed in the present framework with $n=1$ with $\boldsymbol{\alpha}_{1}=\boldsymbol{h}$ as the only state variable.
In 1928, Hencky [84] proposed a simple quadratic expression of the Helmholtz energy $\psi$ versus the Hencky strain. See also the English translation of this German original paper by Neff et al. [132]). It is written as:

$$
\psi(\boldsymbol{h})=\frac{\lambda}{2 \rho_{0}}(\operatorname{tr} \boldsymbol{h})^{2}+\frac{G}{\rho_{0}}|\boldsymbol{h}|^{2}
$$

where $\lambda$ and $G$ are the Lamé coefficients and $\rho_{0}$ denotes the mass density in the reference configuration, see section 2.1, page 31. Both the dissipation potential $\phi$ and the gyroscopic term $\boldsymbol{\omega}$ are zero. This model is represented by a spring on the rheological scheme of Fig. 5.1.left. Observe that this Helmholtz energy $\psi$ is objective-isotropic, see corollary 2.40. Following remark 4.3 , theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. Note


Fig. 5.1 (left) Solid elastic model. (center) Robert Hooke (1635-1703), in 1680. Oil painting by Mary Beale, private collection (public domain reproduction). (right) Heinrich Hencky (1885-1951), photo from MIT Museum.
that the dissipation $\mathscr{D}$ involved by the Clausius-Duhem inequality (1.24) is zero. This model has been shown to be in good agreement with experiments for a wide class of materials for moderately large deformations, see e.g. Anand [2] and also Neff et al. [133, p. 5] for a recent review. Splitting the left Hencky strain $\boldsymbol{h}=(\operatorname{tr} \boldsymbol{h} / N) \boldsymbol{I}+\operatorname{dev} \boldsymbol{h}$ into its spherical and deviatoric parts, the Helmholtz energy $\psi$ is expressed equivalently as

$$
\psi(\boldsymbol{h})=\frac{N \lambda+2 G}{2 N \rho_{0}}(\operatorname{tr} \boldsymbol{h})^{2}+\frac{G}{\rho_{0}}|\operatorname{dev} \boldsymbol{h}|^{2}
$$

where $\lambda+2 G / N$ is referred to as the bulk elastic modulus. Then $\psi$ is strictly convex versus $h$ if and only if $G>0$ and $\lambda>-2 G / N$, as the sum of two strictly convex functions. From (4.5c), the Cauchy stress tensor is written as $\boldsymbol{\sigma}=\rho \psi^{\prime}(\boldsymbol{h})$. Expanding, we get

$$
\begin{gather*}
\frac{\rho_{0}}{\rho} \boldsymbol{\sigma}=\lambda(\operatorname{tr} \boldsymbol{h}) \boldsymbol{I}+2 G \boldsymbol{h} \\
\Longleftrightarrow \boldsymbol{\sigma}=\exp (-\operatorname{tr} \boldsymbol{h})\{\lambda(\operatorname{tr} \boldsymbol{h}) \boldsymbol{I}+2 G \boldsymbol{h}\} \tag{5.1}
\end{gather*}
$$

from expression (3.18) of $\rho$ versus $\operatorname{tr} \boldsymbol{h}$, see remark 3.28, page 83. Note that the final expression (5.1) of $\boldsymbol{\sigma}$ is nonlinear versus $\boldsymbol{h}$, due to compression or dilatation effects, i.e. the variation of the mass density $\rho$. Indeed, in the incompressible case $\rho=\rho_{0}$, then $\operatorname{tr} \boldsymbol{h}=0$ and $\boldsymbol{\sigma}=2 G \boldsymbol{h}$ becomes linear. Note that this is the most general expression of an isotropic linear function, as shown in proposition 2.34. In the small displacement limit, recall that $\boldsymbol{h} \approx \varepsilon$, see remark 3.7, page 68 , and then $\boldsymbol{\sigma} \approx \lambda(\operatorname{tr} \boldsymbol{\varepsilon}) \boldsymbol{I}+2 G \varepsilon$ i.e. this model is a direct extension of the kinematics of large deformations of the usual tensor version of the linear Hooke's model [90] from 1678.

Nevertheless, this model has some serious drawbacks, as pointed out by Neff et al. [133, p. 10]: the Helmholtz energy is not coercive, neither versus $\boldsymbol{F}$ nor $\boldsymbol{B}=\exp (2 \boldsymbol{h})$, and then it is not possible to prove that the associated minimization problem is well-posed, see the previous section 5.1. Finally, despite its many attractive features, it is clear that there cannot exist a general mathematical well-posedness result for the Hencky elastic model. This situation changed very recently: in 2019, Martin et al. [123] proposed a promising polyconvex and coercive extension of this Hencky energy $\psi$ that fully satisfies all these mathematical requirements.

### 5.3 Neo-Hookean elastic solid

The isothermal neo-Hookean elastic model was introduced in 1948 by Rivlin [157], see his eqn (9.3), p. 475, for incompressible materials and then extended to the compressible case in 1971 by Blatz [10], see his eqn (48), p. 36. Its Helmholtz energy for any left Hencky strain $\boldsymbol{h}$ is expressed as:

$$
\begin{align*}
\psi(\boldsymbol{h}) & =\frac{\gamma(\operatorname{tr} \boldsymbol{h})}{\rho_{0}}+\frac{G}{2 \rho_{0}}(\operatorname{tr} \exp (2 \boldsymbol{h})-N)  \tag{5.2}\\
\text { with } \gamma(\xi) & =\lambda(\exp \xi-1)-(\lambda+G) \xi, \quad \forall \xi \in \mathbb{R}
\end{align*}
$$

where $G>0$ and $\lambda>-G$ are the Lamé coefficients while $\rho_{0}$ denotes the mass density in the reference configuration. Both the dissipation potential $\phi$ and the gyroscopic term $\boldsymbol{\omega}$ are zero. Observe that the neo-Hookean energy $\psi$ is objective-isotropic, see corollary 2.40 . Following remark 4.3 , theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. Note that the dissipation $\mathscr{D}=0$. From (4.5c), the Cauchy stress tensor is written as $\boldsymbol{\sigma}=\rho \psi^{\prime}(\boldsymbol{h})$ and, together with (3.18), we get

$$
\begin{aligned}
\frac{\rho_{0}}{\rho} \boldsymbol{\sigma} & =\gamma^{\prime}(\operatorname{tr} \boldsymbol{h}) \boldsymbol{I}+G \exp (2 \boldsymbol{h}) \\
\Longleftrightarrow \quad \boldsymbol{\sigma} & =\exp (-\operatorname{tr} \boldsymbol{h})\left\{\gamma^{\prime}(\operatorname{tr} \boldsymbol{h}) \boldsymbol{I}+G \exp (2 \boldsymbol{h})\right\}
\end{aligned}
$$

where $\gamma^{\prime}(\xi)=\lambda \exp \xi-(\lambda+G)$ for all $\xi \in \mathbb{R}$. For the derivation of the trace in the expression of $\psi$, we used corollary 3.15 . The Cauchy stress also is expressed equivalently in terms of the left Cauchy-Green tensor $\boldsymbol{B}=\exp (2 \boldsymbol{h})$ as

$$
\boldsymbol{\sigma}=(\operatorname{det} \boldsymbol{B})^{-\frac{1}{2}}\left\{\gamma^{\prime}\left(\frac{1}{2} \log \operatorname{det} \boldsymbol{B}\right) \boldsymbol{I}+G \boldsymbol{B}\right\}
$$

Note that, in the incompressible case $\rho=\rho_{0}$, from (3.18), it reduces to $\boldsymbol{\sigma}=G \boldsymbol{e}$ where $\boldsymbol{e}=(\boldsymbol{B}-\boldsymbol{I}) / 2$ is the left Green-Lagrange strain. Observe that $\boldsymbol{\sigma}=\lambda(\operatorname{tr} \boldsymbol{h}) \boldsymbol{I}+2 G \boldsymbol{h}+\mathscr{O}\left(|\boldsymbol{h}|^{2}\right)$. Then, the neo-Hookean model appears
as a first order approximation of the Hencky elastic model (5.1). Moreover, in the limit of small displacements $\boldsymbol{h} \approx \boldsymbol{\varepsilon}$, the linear Hooke's model [90] is recovered, as in the previous section.
This model has been widely used for years, despite it also having some mathematical drawbacks. In Ball [3, p. 390]: " The incompressible neo-Hookean model [...] is not covered by the theorems. [...] Note, however, that we do get existence theorems for the [incompressible] neo-Hookean model in two dimensions". Indeed, there is no warranty in two dimensions with the compressible neo-Hookean model for the minimization problem to be wellposed. There is also no warranty when $N \geqslant 3$ for both the compressible and incompressible neo-Hookean models. Today there are many variants of hyperelastic models that fully satisfy theoretical requirements. In 1972, Ogden [140, 141] proposed a general elastic energy for the compresible case and Ball [3, p. 367] showed that the corresponding problem is well-posed. In 1982, Ciarlet and Geymonat [28, p. 424], eqns (13) and (22), presented one of the most simple expressions of the Ogden energy: it extends the incompressible Mooney [127] model to the compressible case in a simple way, while satisfying theoretical requirements.

### 5.4 FENE-P elastic solid

The FENE-P model was introduced in 1980 by Bird et al. [9], eqns (5) and (9), see also Wedgewood and Bird [185]. It was developed in the context of viscoelastic fluid applications and will be discussed again in the forthcoming section 5.12. The acronym FENE means finitely extensible nonlinear elastic and the last "P" stands for the Peterlin closure. Indeed, this model is a macroscopic closure of the micro-macro model FENE introduced in 1972 by Warner [184] as a suspension of an assembly of elastic dumbbells with bounded elongation, see Fig. 5.2. This idea was independently re-proposed in 1996 by Gent [61] as a pure elastic solid in the context of rubber applications.

One of the major interests of this model, when compared to the neo-Hookean one, is its ability to predict finite elongational properties, in agreement with experimental observations.

$$
\begin{aligned}
\psi(\boldsymbol{h})= & \frac{G}{\rho_{0}}\left(\frac{N}{2 \alpha} \log \left(\frac{1-\alpha}{1-\frac{\alpha}{N} \operatorname{tr} \exp (2 \boldsymbol{h})}\right)-\frac{\operatorname{tr} \boldsymbol{h}}{1-\alpha}\right) \\
& +\mathcal{I}_{[0, N / \alpha[ }(\operatorname{tr} \exp (2 \boldsymbol{h}))
\end{aligned}
$$

Both the dissipation potential $\phi$ and the gyroscopic term $\boldsymbol{\omega}$ are zero. Note that the indicator of a convex set is a convex function, so $\mathcal{I}_{[0, N / \alpha[ }$ is convex:


Fig. 5.2 (left) Finitely extensible nonlinear elastic dumbbell (FENE). (right) Robert B. Bird (1924-2020), photo from Wisconsin-Madison university with permission.
it applies a bound to the strain. The parameter $\alpha$ is assumed to satisfy $\alpha<1$ in order to be sure that $\boldsymbol{h}=0$ satisfies the bound: thus $\psi(0)$ is finite and moreover $\psi(0)=0$ here. Finally, $\psi$ is well-defined by continuity at the limit when $\alpha \rightarrow 0$ : it coincides with the previous neo-Hookean energy. Following remark 4.3 , theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. Note that the dissipation $\mathscr{D}=0$.
By usual derivations, the constitutive equation (4.5c) is written as:

$$
\boldsymbol{\sigma}=G(\operatorname{det} \boldsymbol{B})^{-\frac{1}{2}}\left(\frac{\boldsymbol{B}}{1-\frac{\alpha}{N} \operatorname{tr} \boldsymbol{B}}-\frac{\boldsymbol{I}}{1-\alpha}\right)
$$

Observe that when $\alpha=0$, the Cauchy stress of the FENE-P solid elastic model nicely reduces to those of the neo-Hookean one with $\lambda=0$, as expected. A rapid inspection shows that $\psi$ is both polyconvex and coercive, as defined by Ball [3]. Then, this model fully satisfies all theoretical requirements and the Ball [3, p. 367] theorem applies: the associated minimization problem is well-posed. This is a major advantage, when compared with the two previous elastic models. In conclusion, this model is very attractive, both from a physical and mathematical point of view: it will be discussed again in the forthcoming section 5.12 for viscoelastic fluid applications. While until now, all previous models of elastic solids only involved the Helmholtz energy $\psi$, let us turn to fluid applications, which involve the dissipation potential $\phi$.

### 5.5 Compressible Newtonian fluid

In 1823, Navier [131] introduced the concept of friction at the molecular level, corresponding, at the continuous level, to the viscous term. This model is represented by a dashpot on the rheological scheme of Fig. 5.3.left: this dashpot should be understood as a possibly unbounded strain $\boldsymbol{h}$, since it acts on its associated rate variable $\boldsymbol{D}$. Navier was inspired by the heat equation and by its second order diffusion term for incorporating the friction effect into the Euler equations. A recent historical presentation of the elaboration of these equations can be found in the nice book by Darrigol [39], who mentions on page 101: "Navier's theory received little contemporary attention. The NavierStokes equation was rediscovered or rederived at least four times, by Cauchy in 1823, by Poisson in 1829, by Saint-Venant in 1837, and by Stokes [171] in 1845. Each new discoverer either ignored or denigrated his predecessors' contribution. Each had his own way to justify the equation, although they all exploited the analogy between elasticity and viscous flow". The fluid considered in 1823 by Navier [131] and in 1845 by Stokes [171] was incompressible: in this paragraph, we first present the compressible case while incompressible fluids are introduced in the next section.


Fig. 5.3 (left) Solid elastic model. (center) Henri Navier (1785-1836), bust at the école nationale des ponts et chaussées, Paris (public domain reproduction). (right) George Stokes (1819-1903), photo in 1860 (public domain reproduction).

An isothermal compressible Newtonian fluid is obtained with $n=1$ and $\boldsymbol{\alpha}_{1}=\boldsymbol{h}$ while

$$
\phi(\boldsymbol{D})=\frac{\eta_{b}}{2}(\operatorname{tr} \boldsymbol{D})^{2}+\eta_{s}|\boldsymbol{D}|^{2}
$$

together with $\psi=0$ and $\boldsymbol{\omega}=0$ where $\eta_{s}$ and $\eta_{b}$ are respectively the shear and second viscosities. Splitting the strain rate $\boldsymbol{D}=(\operatorname{tr} \boldsymbol{D} / N) \boldsymbol{I}+\operatorname{dev} \boldsymbol{D}$ into its
spherical and deviatoric parts, the dissipation potential $\phi$ expresses equivalently as

$$
\phi(\boldsymbol{D})=\frac{N \eta_{b}+2 \eta_{s}}{2 N}(\operatorname{tr} \boldsymbol{D})^{2}+\eta_{s}|\operatorname{dev} \boldsymbol{D}|^{2}
$$

where $\eta_{b}+2 \eta_{s} / N$ is referred to as the bulk viscosity. Then $\phi$ is convex if and only if $\eta_{s} \geqslant 0$ and $\eta_{b} \geqslant-2 \eta_{s} / N$. Following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. The constitutive equation (4.5c) is written as:

$$
\boldsymbol{\sigma}=\eta_{b}(\operatorname{tr} \boldsymbol{D}) \boldsymbol{I}+2 \eta_{s} \boldsymbol{D}
$$

Note the similarity with the Hookean elasticity (5.1): the strain $\boldsymbol{h}$ has just been replaced by the stretching $\boldsymbol{D}$, which is its rate. Indeed, this is the most general expression of an isotropic linear function, as shown in proposition 2.34. Following (4.4a), the dissipation involved in the Clausius-Duhem inequality (1.24) is written as:

$$
\mathscr{D}=\eta_{b}(\operatorname{tr} \boldsymbol{D})^{2}+2 \eta_{s}|\boldsymbol{D}|^{2} \geqslant 0
$$

Replacing the previous expression of $\boldsymbol{\sigma}$ in the mass and momentum conservations (0.1)-(0.2) together with the kinematic relation $\boldsymbol{D}=\boldsymbol{\operatorname { s y m }}(\nabla \boldsymbol{v})$, we obtain a problem involving two unknowns ( $\rho, \boldsymbol{v}$ ) and satisfying two equations:

$$
\left\{\begin{array}{l}
\dot{\rho}+\rho \operatorname{div} \boldsymbol{v}=0 \\
\rho \dot{\boldsymbol{v}}-\operatorname{div}\left(\eta_{b}(\operatorname{div} \boldsymbol{v}) \boldsymbol{I}+\eta_{s}\left(\nabla \boldsymbol{v}+\nabla \boldsymbol{v}^{T}\right)\right)=\rho \boldsymbol{g}
\end{array}\right.
$$

Note that the pressure is defined by $p=-\operatorname{tr} \boldsymbol{\sigma} / N=-\frac{N \eta_{b}+2 \eta_{s}}{N} \operatorname{tr} \boldsymbol{D}$. The limit case $\eta_{b} \rightarrow \infty$ corresponds to an incompressible fluid: this is the subject of the forthcoming example 5.6.

### 5.6 Liquids as incompressible Newtonian fluid

Many liquids, such as water, could be considered as incompressible in usual conditions and thus, the incompressible limit is of major interest. An isothermal incompressible Newtonian fluid is obtained with $n=1$ and $\boldsymbol{\alpha}_{1}=\boldsymbol{h}$ :

$$
\begin{equation*}
\phi(\boldsymbol{D})=\mathcal{I}_{\text {ker }(\operatorname{tr})}(\boldsymbol{D})+\eta|\boldsymbol{D}|^{2} \tag{5.3}
\end{equation*}
$$

together with $\psi=0$ and $\boldsymbol{\omega}=0$. The first term in (5.3) imposes the incompressibility constraint: the indicator is zero when $\operatorname{tr} \boldsymbol{D}=0$ and infinity otherwise. The second term involves the shear viscosity $\eta>0$. Note that the indicator of a convex set is a convex function, so $\mathcal{I}_{\text {ker(tr) }}$ is convex and, fol-
lowing remark 4.3 , theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. Following (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as $\mathscr{D}=2 \eta|\boldsymbol{D}|^{2} \geqslant 0$. This provides an alternative direct proof that the Newtonian fluid model satisfies the second principle of thermodynamics. From the constitutive equation (4.5c) and using [164, prop. 17, p. 13] for computing the subdifferential of the indicator function, we get the Cauchy stress $\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta \boldsymbol{D}$. Remark that the Lagrange multiplier $p$, associated with the incompressibility constraint, coincides with the physical pressure, i.e. $-\operatorname{tr} \boldsymbol{\sigma} / N=p$ since $\operatorname{tr} \boldsymbol{D}=0$. The mass conservation (0.1) together with the incompressibility constraint $\operatorname{tr} \boldsymbol{D}=0$ leads to $\dot{\rho}=0$ i.e. the density $\rho$ is constant. The conservation of momentum (0.2) then leads to the usual NavierStokes equations i.e. a system of two unknowns $(\rho, \boldsymbol{v})$ and two equations:

$$
\left\{\begin{array}{l}
\operatorname{div} \boldsymbol{v}=0 \\
\rho \dot{\boldsymbol{v}}-\operatorname{div}\left(-p \boldsymbol{I}+\eta\left(\nabla \boldsymbol{v}+\nabla \boldsymbol{v}^{T}\right)\right)=\rho \boldsymbol{g}
\end{array}\right.
$$

The main mathematical existence and uniqueness result for the solution of the Navier-Stokes equations was obtained in 1934 by Leray [117] for the bidimensional case $(N=2)$. For a precise statement of this theorem and a more recent presentation of the proof, see Lions [118], Temam [172, p. 22] or Boyer and Fabrie [13, p. 352]. When $N \geqslant 3$, and especially for a threedimensional case, the theory is still incomplete: its proof, or the proof of its impossibility, is the subject of one of the seven millennium prize problems that were stated by the Clay Mathematics Institute in 2000. A correct solution to this problem will be awarded a million US dollars.

### 5.7 Gas as reversible compressible fluid

Many gases, such as air, could be considered as compressible in an almost reversible way in usual conditions. Remember what happens with a soccer or tennis ball: it bounces and is partially damped, see Fig. 5.4.right. It loses energy: where has this energy gone ? Energy losses due to inelastic deformation and air resistance cause each successive bounce to be lower than the last. In that case, the compression is neither fully recoverable nor fully dissipative. While all models until now only involved either the Helmholtz energy $\psi$, or the dissipation potential $\phi$ alone, the present model simultaneously involves both.

Consider the following example:


Fig. 5.4 (left) Reversible compressible gas model. (right) A bouncing ball captured with a stroboscopic flash at 25 images per second. Michael Maggs, 2007 (license: CC-BY-SA-3.0).

$$
\left\{\begin{array}{l}
\psi(\boldsymbol{h})=\frac{c_{0} \rho_{0}^{\gamma-1}}{(\gamma-1)} \exp (-(\gamma-1) \operatorname{tr} \boldsymbol{h}) \\
\phi(\boldsymbol{D})=\frac{\eta_{b}}{2}|\operatorname{tr} \boldsymbol{D}|^{2}+\eta_{s}|\boldsymbol{D}|^{2}
\end{array}\right.
$$

together with a gyroscopic term $\boldsymbol{\omega}=0$, where $\gamma>1$ is a parameter referred to as the adiabatic exponent, $c_{0} \geqslant 0, \rho_{0}$ is the mass density in the reference configuration, and $\eta_{s} \geqslant 0$ and $\eta_{b} \geqslant-2 \eta_{s} / N$ are the shear and bulk viscosities, respectively. This model is represented on Fig. 5.4: the spring is associated with the reversible part, which lives in $\psi$ and the dashpot, with the irreversible dissipative part, which moves to $\phi$. Note that the spring acts only on the spherical part of the strain $\boldsymbol{h}$ while the dashpot acts on both parts of the strain rate $\boldsymbol{D}$. Following remark 4.3 , theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. Following (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as $\mathscr{D}=\eta_{b}(\operatorname{tr} \boldsymbol{D})^{2}+2 \eta_{s}|\boldsymbol{D}|^{2} \geqslant 0$ i.e. it is the same as those of section 5.5 . The constitutive equation (4.5c) is written as

$$
\boldsymbol{\sigma}=\rho \frac{\partial \psi}{\partial \boldsymbol{h}}+\frac{\partial \phi}{\partial \boldsymbol{D}}=\left(\eta_{b}(\operatorname{tr} \boldsymbol{D})-c_{0} \rho^{\gamma}\right) \boldsymbol{I}+2 \eta_{s} \boldsymbol{D}
$$

where we used (3.18) to express the mass density $\rho$. When coupled with the mass and momentum conservations (0.1)-(0.2), this constitutive equation leads to a variant of the compressible Navier-Stokes equations, see e.g. Gurtin et al. [78, p. 256]. The pressure is written as $p=-\operatorname{tr} \boldsymbol{\sigma} / N=c_{0} \rho^{\gamma}-\frac{N \eta_{b}+2 \eta_{s}}{N} \operatorname{tr} \boldsymbol{D}$. Note that the two viscosities are small for most gases and then $p \approx c_{0} \rho^{\gamma}$ e.g. for a perfect gas. By an appropriate change of the Helmholtz energy $\psi$, more sophisticated pressure relations could
be considered instead, see e.g. the recent Noble-Abel stiffened gas proposed by le Métayer and Saurel [110], suitable for materials ranging from gas to liquid.

### 5.8 Edelen's non-dissipative viscous fluid

Until now, all models have involved the Helmholtz energy $\psi$ or the dissipation potential $\phi$ but always with a zero gyroscopic term $\boldsymbol{\omega}$ : the present model explores the case $\boldsymbol{\omega} \neq 0$, which represents an irreversible and non-dissipative contribution. In 1977, Edelen [53] proposed a surprising fluid with a nondissipative viscous stress component and which satisfies the second principle. Let us consider the thermodynamic framework with $n=1$ and $\boldsymbol{\alpha}_{1}=\boldsymbol{h}$ together with

$$
\left\{\begin{array}{l}
\psi(\boldsymbol{h})=\frac{c_{0} \rho_{0}^{\gamma-1}}{(\gamma-1)} \exp (-(\gamma-1) \operatorname{tr} \boldsymbol{h}) \\
\phi(\boldsymbol{D})=\frac{\eta_{b}}{2}(\operatorname{tr} \boldsymbol{D})^{2}+\eta_{s}|\boldsymbol{D}|^{2} \\
\boldsymbol{\omega}(\boldsymbol{D})=-\frac{\left(N \eta_{b}+2 \eta_{s}\right)(\operatorname{tr} \boldsymbol{D})}{N|\boldsymbol{D}|^{2}-(\operatorname{tr} \boldsymbol{D})^{2}}\left\{|\boldsymbol{D}|^{2} \boldsymbol{I}-(\operatorname{tr} \boldsymbol{D}) \boldsymbol{D}\right\}
\end{array}\right.
$$

This model is similar to the previous one for gas, with only a change for $\boldsymbol{\omega} \neq 0$. Note that $\boldsymbol{\omega}(\boldsymbol{D}): \boldsymbol{D}=0$ i.e. $\boldsymbol{\omega}$ satisfies the orthogonality condition (4.4c). Following remark 4.3, theorem 4.1 applies and the model satisfies the second principle. Note also that since the gyroscopic term $\boldsymbol{\omega} \neq 0$, from theorem 4.2, the generalized Onsager-Edelen symmetry is broken. Following (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as $\mathscr{D}=\eta_{b}(\operatorname{tr} \boldsymbol{D})^{2}+2 \eta_{s}|\boldsymbol{D}|^{2} \geqslant 0$ i.e. it is the same as those of sections 5.5 and 5.7, since the gyroscopic term $\boldsymbol{\omega}$ is non-dissipative. After rearrangements, the constitutive equation (4.5c) is written as:

$$
\begin{aligned}
\boldsymbol{\sigma} & =\left(\eta_{b}(\operatorname{tr} \boldsymbol{D})-c_{0} \rho^{\gamma}\right) \boldsymbol{I}+2 \eta_{s} \boldsymbol{D} \eta_{b}+\boldsymbol{\omega}(\boldsymbol{D}) \\
& =-c_{0} \rho^{\gamma} \boldsymbol{I}+2 \eta_{\mathrm{app}}\left(\operatorname{tr} \boldsymbol{D},|\boldsymbol{D}|^{2}\right) \operatorname{dev} \boldsymbol{D}
\end{aligned}
$$

where

$$
\eta_{\text {app }}\left(\operatorname{tr} \boldsymbol{D},|\boldsymbol{D}|^{2}\right)=\eta_{s}+\frac{\left(N \eta_{b}+2 \eta_{s}\right)(\operatorname{tr} \boldsymbol{D})^{2}}{2\left(N|\boldsymbol{D}|^{2}-(\operatorname{tr} \boldsymbol{D})^{2}\right)}
$$

Thus, this fluid appears as a quasi-Newtonian one, i.e. with a non-constant viscosity $\eta_{\text {app }}$ that depends upon $\boldsymbol{D}$. Moreover, when $\operatorname{tr} \boldsymbol{D}=0$, its stress coincides with those of a viscous one with a constant shear viscosity $\eta_{s}$ and zero bulk viscosity: in the incompressible case, it is then indistinguishable from the previous example, section 5.7. Edelen [53] pointed out that "In general, it is surprisingly difficult to distinguish between the fluids considered here and the classic Navier-Stokes fluids, even though there are characteristic anoma-
lies associated with the nondissipative stresses". Indeed, this kind of fluid has not yet been experimentally observed and is still a thermodynamic curiosity. Note that this dissipation coincides with those of the compressible Newtonian fluid from example 5.5.

### 5.9 Kelvin-Voigt viscoelastic solid

An adiabatic compressible fluid, represented on Fig. 5.4, combines in parallel a spring and a dashpot, i.e. both reversible elastic and irreversible viscous mechanisms, see the previous section 5.7. The original KelvinVoigt solid model was independently introduced in 1890 by Voigt [178] and Thomson [174], best known as Kelvin, in the small displacement context: it also combines together these elastic and viscous effects, see Fig. 5.5. Its extension to the kinematics of large strains is a natural idea that was proposed in 1964 by Kluitenberg [107, p. 1969]. Let us consider $n=1$ with a Helmholtz energy $\psi$ as for the neo-Hookean elastic model (see section 5.3) and a dissipation potential $\phi$ as for the compressible Newtonian fluid (see section 5.5):

$$
\left\{\begin{array}{l}
\psi(\boldsymbol{h})=\frac{\gamma(\operatorname{tr} \boldsymbol{h})}{\rho_{0}}+\frac{G}{2 \rho_{0}}(\operatorname{tr} \exp (2 \boldsymbol{h})-N) \\
\phi(\boldsymbol{D})=\frac{\eta_{b}}{2}(\operatorname{tr} \boldsymbol{D})^{2}+\eta_{s}|\boldsymbol{D}|^{2}
\end{array}\right.
$$

together with a gyroscopic term $\boldsymbol{\omega}=0$. The $\gamma$ function is given by (5.2) with the Lamé coefficients $G>0$ and $\lambda>-G$. Also, $\eta_{s}>0$ and $\eta_{b}>-2 \eta_{s} / N$ are respectively the shear and bulk viscosities. This model is represented on Fig. 5.5: the spring is associated with the reversible part, which lives in $\psi$ and the dashpot, with the irreversible dissipative part, which moves to $\phi$. Observe the similarities between Fig. 5.4 for the adiabatic gas and Fig. 5.5 for the present model. While, for the gas, the spring acted only on the spherical part of the strain, now it acts on both parts when $G>0$. The full strain $\boldsymbol{h}$ is now controlled by the Helmholtz energy $\psi$ and then, the model is no more a fluid but a solid, associated with bounded strains. See also Fig. 3.1.right and section 3.1, page 66 for a definition of solid and fluid behaviors in terms of strains. Following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. Following (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as $\mathscr{D}=\eta_{b}(\operatorname{tr} \boldsymbol{D})^{2}+2 \eta_{s}|\boldsymbol{D}|^{2} \geqslant 0$ i.e. it is the same as those of sections $5.5,5.7$ and 5.8. Then, from (4.5c) and by derivation, as in the previous examples:2


Fig. 5.5 (left) The Kelvin-Voigt model. (center) Woldemar Voigt (1850-1919), photo 7 near 1910 (public domain reproduction). (right) William Thomson, best known as Kelvin (1824-1907), photo (public domain reproduction).

$$
\begin{aligned}
\boldsymbol{\sigma} & =\exp (-\operatorname{tr} \boldsymbol{h})\left\{\gamma^{\prime}(\operatorname{tr} \boldsymbol{h}) \boldsymbol{I}+G \exp (2 \boldsymbol{h})\right\}+\eta_{b}(\operatorname{tr} \boldsymbol{D}) \boldsymbol{I}+2 \eta_{s} \boldsymbol{D} \\
& =(\operatorname{det} \boldsymbol{B})^{-\frac{1}{2}}\left\{\gamma^{\prime}\left(\frac{1}{2} \log \operatorname{det} \boldsymbol{B}\right) \boldsymbol{I}+G \boldsymbol{B}\right\}+\eta_{b} \operatorname{tr} \boldsymbol{D} \boldsymbol{I}+2 \eta_{s} \boldsymbol{D}
\end{aligned}
$$

where $\boldsymbol{B}=\exp (2 \boldsymbol{h})$ is the left Cauchy-Green tensor.

### 5.10 Bingham and Herschel-Bulkley viscoplastic fluids

Until now, previous models were based on a quadratic dissipation potential $\phi$ i.e. the viscous terms was always linear. The present model develops a highly nonlinear and non-smooth dissipation potential $\phi$. Understanding plasticity and its non-smooth yield stress mechanisms is of major importance for many applications: concrete, cements and steel mechanics for industry, soil mechanics in geophysics, debris and volcanic flows, snow avalanches, tissues in biology, food industry, ceramics extrusion, petroleum industry (pipe-line), and most soft-solid materials.
The modeling of viscoplastic fluids started in 1900 when Schwedoff [166] studied gelatins with a one-dimensional time-dependent model involving a yield stress together with some elastic effects. The Schwedoff paper was the forerunner of a multitude of papers on variable viscosity effects in a plethora of materials. At this time, there was a tendency to label all anomalous behavior as manifestations of plasticity, with no clear idea as to what that meant. In 1922, Bingham [8] published an important book entitled Fluidity and Plasticity, which contributed to clarifying some ideas during this period.


Fig. 5.6 (left) Bingham and Herschel-Bulkley models. (center) Théodore Schwedoff (1840-1905), photo in 1890 (public domain. reproduction). (right) Eugene C. Bingham (1878-1945), photo from Smithsonian museum.

He presented a one-dimensional model with a yield stress that coincides with a particular case of the Schwedoff model when elastic effects are neglected. The first multi-dimensional tensor plasticity yield criterion was introduced in 1913 by von Mises [181]. The modern story of viscoplastic fluids started in 1932, when Hohenemser and Prager [89], using the von Mises [181] tensor plasticity criterion, proposed to extend the scalar Bingham viscoplastic model to the multi-dimensional case. Next, in 1947, Oldroyd [142], in a collection of papers, studied the tensor version of both the Bingham model and its Herschel-Bulkley [85] power-law extension.
An isothermal incompressible viscoplastic Herschel-Bulkley [85] fluid is given by $n=1$ and $\boldsymbol{\alpha}_{1}=\boldsymbol{h}$ with

$$
\begin{equation*}
\phi(\boldsymbol{D})=\mathcal{I}_{\mathrm{ker}(\operatorname{tr})}(\boldsymbol{D})+\frac{2 K}{1+m}|\boldsymbol{D}|^{1+m}+\sigma_{y}|\boldsymbol{D}| \tag{5.4}
\end{equation*}
$$

together with $\psi=0$ and $\boldsymbol{\omega}=0$. Here, $K>0$ is the consistency and $m>0$ is a power index while $\sigma_{y}$ is the yield stress. Fig. 5.6.left represents the rheological diagram containing a dry-friction element, associated with a plasticity with the yield stress $\sigma_{y}$, and a dashpot for the nonlinear viscous term. When $m=1$, the Bingham [8] scalar model is recovered, when $\sigma_{y}=0$, this model reduces to a nonlinear power-law extension of a Newtonian fluid and when both $\sigma_{y}=0$ and $m=1$, the incompressible Newtonian fluid of section 5.6. is recovered with $K$ as the viscosity. Note that the norm is convex and then $\phi$ is convex as the sum of convex functions. Then, following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. Due to the last non-differentiable term in (5.4), obtaining the Cauchy stress from (4.5c) requires some subdifferential calculus, see e.g. [163, chap 3]:

$$
\boldsymbol{\sigma}=-p \boldsymbol{I}+\boldsymbol{\tau} \text { and } \begin{cases}\boldsymbol{\tau}=2 K|\boldsymbol{D}|^{-1+m} \boldsymbol{D}+\sigma_{y} \frac{\boldsymbol{D}}{|\boldsymbol{D}|} & \text { when } \boldsymbol{D} \neq 0 \\ |\boldsymbol{\tau}| \leqslant \sigma_{y} & \text { otherwise }\end{cases}
$$

Following (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as:

$$
\mathscr{D}=2 K|\boldsymbol{D}|^{m+1}+\sigma_{y}|\boldsymbol{D}| \geqslant 0
$$

This provides an alternative direct proof that this viscoplastic model satisfies the second principle of thermodynamics. For both theoretical and practical computations of the solution, see [163, chap 3] or [165] and references therein. Finally, the Bingham and Herschel-Bulkley viscoplastic models will be extended in section 5.16 to also take elasticity into account.

### 5.11 Oldroyd-B viscoelastic fluid

All previous examples have involved only one state variable, the left Hencky strain $\boldsymbol{h}$. In this section, let us explore models involving several state variables. Proposed in 1950 by Oldroyd [143, p. 340, eqn. (73)], the Oldroyd-B model is an objective version of the non-objective Jeffreys [99] style model introduced in 1946 by Fröhlich and Sack [60] for dilute suspensions of elastic particles such as emulsions or suspensions. The Lagrangian rate of tensors are replaced by its upper-convected objective version, see definition 2.18, page 49. This model is obtained with $n=2$ and $\boldsymbol{\alpha}=\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right)$. Note that the reversible left Hencky strain $\boldsymbol{h}$ corresponds to an internal state variable in the present framework. The Helmholtz energy and dissipation potential are

$$
\begin{align*}
\psi\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right) & =\frac{G}{2 \rho_{0}}\left(\operatorname{tr} \exp \left(2 \boldsymbol{h}_{e}\right)-N-2 \operatorname{tr} \boldsymbol{h}_{e}\right)  \tag{5.5a}\\
\phi\left(\left[\boldsymbol{h}_{e}\right] ; \boldsymbol{D}, \boldsymbol{D}_{e}\right) & =\mathcal{I}_{\text {ker }(\operatorname{tr})}(\boldsymbol{D})+\eta_{0}|\boldsymbol{D}|^{2}+\eta\left|\exp \left(h_{e}\right)\left(\boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2} \tag{5.5b}
\end{align*}
$$

with a gyroscopic term $\boldsymbol{\omega}=0$ and where $\eta_{0} \geqslant 0$ and $\eta>0$ are two viscosities. Observe that the dissipation potential $\phi$, given by ( 5.5 b ), imposes the incompressibility constraint $\operatorname{tr} \boldsymbol{D}=0$. Then $\operatorname{tr} \boldsymbol{h}=0$ and $\rho=\rho_{0}$, see remark 3.28, page 83. The Helmholtz energy (5.5a) corresponds to an instance of the neo-Hookean expression (5.2) applied to the reversible left Hencky strain $\boldsymbol{h}_{e}$ while choosing the second Lamé coefficient $\lambda=0$, see Fig. 5.7. When $\eta_{0}=0$, the Oldroyd-B model reduces to the upper-convected tensor formulation of the Maxwell [126] scalar model, known since 1867, see again Fig. 5.7. Note that $\eta_{0}$ represents the solvent viscosity of the suspension, which is expected to be small when compared with $\eta$, so $\eta_{0}=0$ has a physical sense. Note that $\boldsymbol{D}=\stackrel{\circ}{\boldsymbol{h}}^{(\mathrm{log})}$ and $\boldsymbol{D}_{e}=\stackrel{\circ}{\boldsymbol{h}}_{e}^{(\text {elog) }}$ from proposition 3.36, relation (3.25a). Then, the


James G. Oldroyd


Fig. 5.7 (left) The Oldroyd model. (right) James C. Maxwell (1831-1879), engraving by G. J. Stodart from a photo by Fergus of Greenock, as reproduced in [14], public domain. (right) James G. Oldroyd (1921-1982), photo from [148].
two rate variables are obtained from corotational rates of the two corresponding state variables. Following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. The constitutive equations (4.5c)-(4.5d) become:

$$
\left\{\begin{array}{c}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+\eta\left(\boldsymbol{D}_{p} \boldsymbol{B}_{e}+\boldsymbol{B}_{e} \boldsymbol{D}_{p}\right)  \tag{5.6a}\\
0=G\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)-\eta\left(\boldsymbol{D}_{p} \boldsymbol{B}_{e}+\boldsymbol{B}_{e} \boldsymbol{D}_{p}\right)
\end{array}\right.
$$

where $\boldsymbol{B}_{e}=\exp \left(2 \boldsymbol{h}_{e}\right)$ is the reversible left Cauchy-Green tensor and $\boldsymbol{D}_{p}=\boldsymbol{D}-\boldsymbol{D}_{e}$, the irreversible stretching. Combining with the kinematic relation (3.23) and rearranging, we get

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+G\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)  \tag{5.7a}\\
\frac{\eta}{G} \stackrel{\nabla}{\boldsymbol{B}}_{e}+\boldsymbol{B}_{e}=\boldsymbol{I}
\end{array}\right.
$$

where $\eta / G$ is the relaxation time. The reversible left Cauchy-Green tensor $\boldsymbol{B}_{e}=\exp \left(2 \boldsymbol{h}_{e}\right)$ coincides, in the viscoelatic fluid context, with the conformation tensor introduced in 1966 by Giesekus [62], see also Beris [5], eqn (31). Hulsen [92] checked by a direct proof that the solution $\boldsymbol{B}_{e}$ of the linear differential equation (5.7b) is always a symmetric definite positive tensor.
From (5.6b), observe that $\boldsymbol{D}_{p} \in \operatorname{eigsp}\left(\boldsymbol{B}_{e}\right)$ and then $\boldsymbol{B}_{e}$ and $\boldsymbol{D}_{p}$ commute. Then, (5.6b) leads to $\boldsymbol{D}_{p}=(G /(2 \eta))\left(\boldsymbol{I}-\boldsymbol{B}_{e}^{-1}\right)$. Applying theorem 3.3, the previous expression of $\boldsymbol{D}_{p}$ could be replaced in the kinematic relation (3.26b). Then, model (5.7a)-(5.7b) is expressed in terms of $\boldsymbol{h}_{e}$ only as:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+G\left(\exp \left(2 \boldsymbol{h}_{e}\right)-\boldsymbol{I}\right)  \tag{5.8a}\\
\check{\boldsymbol{h}}_{e}^{(\log )}+\frac{G}{2 \eta}\left(\boldsymbol{I}-\exp \left(-2 \boldsymbol{h}_{e}\right)\right)=\boldsymbol{D}
\end{array}\right.
$$

where ${ }^{(1 \mathrm{log})}$ denotes the corotational logarithmic rate, see (3.15b). Let us consider the limit of large relaxation time i.e. $\eta / G \rightarrow \infty$ : then (5.8b) reduces to $\check{\boldsymbol{h}}_{e}^{(\mathrm{log})}=\boldsymbol{D}=\stackrel{\circ}{\boldsymbol{h}}^{(\mathrm{log})}$ from theorem 3.1 and thus $\boldsymbol{h}_{e}=\boldsymbol{h}$. Replacing in (5.8a) yields $\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+G(\boldsymbol{B}-\boldsymbol{I})$ i.e. a Kelvin-Voigt incompressible solid which reduces to a neo-Hookean incompressible elastic solid when $\eta_{0}=0$.
The formulation (5.8a)-(5.8b) is of major interest: especially, it is widely used for the numerical resolution of the Oldroyd-B model, see e.g. [161] and references therein. Note that $\boldsymbol{h}_{e}=(1 / 2) \log \boldsymbol{B}_{e}$ represents, up to the $1 / 2$ factor, the logarithm of the conformation tensor, as introduced in 2004 by Fattal and Kupferman [56]. These authors were motivated by the development of robust numerical methods. Surprisingly, they did not make the connection between their own logarithm of the conformation tensor and the Hencky [84] strain, known since 1928. They also did not interpret the new nonlinear terms in their own equations as a corotational rate. Note that the corotational logarithmic rate was proposed independently in 1991 by Lehmann et al. [113], in 1995 by Reinhardt and Dubey [154, 155] and in 1997 by Xiao et al. [187, p. 92].
After expansion from (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as:

$$
\begin{align*}
\mathscr{D} & =\frac{\partial \phi}{\partial \boldsymbol{D}}: \boldsymbol{D}+\frac{\partial \phi}{\partial \boldsymbol{D}_{e}}: \boldsymbol{D}_{e} \\
& =2 \eta_{0}|\boldsymbol{D}|^{2}+2 \eta\left|\exp \left(h_{e}\right) \boldsymbol{D}_{p}\right|^{2} \\
& =2 \eta_{0}|\boldsymbol{D}|^{2}+\frac{G^{2}}{2 \eta} \operatorname{tr}\left(\boldsymbol{B}_{e}+\boldsymbol{B}_{e}^{-1}-2 \boldsymbol{I}\right) \\
& =2 \eta_{0}|\boldsymbol{D}|^{2}+\frac{G^{2}}{2 \eta} \operatorname{tr}\left(\exp \left(2 \boldsymbol{h}_{e}\right)+\exp \left(-2 \boldsymbol{h}_{e}\right)-2 \boldsymbol{I}\right) \tag{5.9}
\end{align*}
$$

since $\boldsymbol{D}_{p}=(G /(2 \eta))\left(\boldsymbol{I}-\boldsymbol{B}_{e}^{-1}\right)$. Observe that $e^{2 \xi}+e^{-2 \xi}-2 \geqslant 0$ for any $\xi \in \mathbb{R}$ and then the second term of the dissipation is always positive. Note that the strain measure $\operatorname{tr}\left(\boldsymbol{B}_{e}+\boldsymbol{B}_{e}^{-1}-2 \boldsymbol{I}\right)$ detects extreme strains, see also Fig. 3.1.left and page 66 for its analysis. Then $\mathscr{D} \geqslant 0$, which provides an alternative direct proof that the Oldroyd-B model satisfies the second principle of thermodynamics. Expression (5.9) of the dissipation $\mathscr{D}$ was used in 2007 by Hu and Lelièvre [91] for obtaining an a priori estimate: it provides useful information for both the long-time behavior of the Oldroyd-B model, e.g. its exponential convergence to equilibrium, and the analysis of numerical methods, see also Boyaval et al. [12].
Another popular formulation is based on the elastic stress $\boldsymbol{\sigma}_{e}=G\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)$ :

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+\boldsymbol{\sigma}_{e}  \tag{5.10a}\\
\frac{\eta}{G} \stackrel{\nabla}{\boldsymbol{\sigma}}_{e}+\boldsymbol{\sigma}_{e}=2 \eta \boldsymbol{D}
\end{array}\right.
$$

Let us consider now the limit of small relaxation time i.e. $\eta / G \rightarrow 0$ : then (5.10b) reduces to $\boldsymbol{\sigma}_{e}=2 \eta \boldsymbol{D}$ and, replacing this expression of $\boldsymbol{\sigma}_{e}$ in (5.10a) leads to $\boldsymbol{\sigma}=-p \boldsymbol{I}+2\left(\eta+\eta_{0}\right) \boldsymbol{D}$ i.e. an incompressible Newtonian fluid whose viscosity is $\eta+\eta_{0}$. Note that, taking the trace of (5.10a), we obtain the total pressure $p_{\text {tot }}=-\operatorname{tr} \boldsymbol{\sigma} / 3=p-\operatorname{tr} \boldsymbol{\sigma}_{e} / 3$ which does not coincide with the Lagrange multiplier $p$, associated with the incompressibility constraint $\operatorname{tr} \boldsymbol{D}=0$ since $\operatorname{tr} \boldsymbol{\sigma}_{e}$ is non-zero in general. The original formulation of the Oldroyd-B model, as introduced by Oldroyd [143, p. 540, eqn (73)] uses the tensor $\boldsymbol{\tau}=2 \eta_{0} \boldsymbol{D}+\boldsymbol{\sigma}_{e}$ and is written as

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+\boldsymbol{\tau} \\
\frac{\eta}{G} \frac{\nabla}{\boldsymbol{\tau}}+\boldsymbol{\tau}=2\left(\eta_{0}+\eta\right)\left(\frac{\eta_{0} \eta}{\left(\eta_{0}+\eta\right) G} \stackrel{\nabla}{\boldsymbol{D}}+\boldsymbol{D}\right)
\end{array}\right.
$$

where $\eta_{0} \eta /\left(\left(\eta_{0}+\eta\right) G\right)$ is interpreted as a second relaxation time for the strain rate at zero stress. This last formulation is less convenient for numerical simulations, since it involves, in addition, the tensor rate $\bar{\nabla}$ of the stretching. The combined effects of elasticity and viscosity render the mathematical analysis of the Oldroyd-B equations extremely challenging: see Renardy and Thomases [156] for a recent review. Finally, Oldroyd proposed two extensions of this model with three constant parameters: the first [144] in 1953 with five constants and the second [145] in 1958 with eight constants.

### 5.12 FENE-P viscoelastic fluid

The FENE-P model was previously discussed in section 5.4 as an elastic solid model. It was first introduced in 1980 by Bird et al. [9] as a viscoelastic fluid model, corresponding to a suspension of an assembly of elastic dumbbells with bounded elongation, see Fig. 5.2. Similarly to the previous Oldroyd-B viscoelastic fluid model, it is obtained with $n=2$ and $\boldsymbol{\alpha}=\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right)$ with

$$
\begin{aligned}
\psi\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right)= & \frac{G}{\rho_{0}}\left(\frac{N}{2 \alpha} \log \left(\frac{1-\alpha}{1-\frac{\alpha}{N} \operatorname{tr} \exp \left(2 \boldsymbol{h}_{e}\right)}\right)-\frac{\operatorname{tr} \boldsymbol{h}_{e}}{1-\alpha}\right) \\
& +\mathcal{I}_{[0, N / \alpha[ }\left(\operatorname{tr} \exp \left(2 \boldsymbol{h}_{e}\right)\right) \\
\phi\left(\left[\boldsymbol{h}_{e}\right] ; \boldsymbol{D}, \boldsymbol{D}_{e}\right)= & \mathcal{I}_{\mathrm{ker}(\operatorname{tr})}(\boldsymbol{D})+\eta_{0}|\boldsymbol{D}|^{2}+\eta\left|\exp \left(h_{e}\right)\left(\boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2}
\end{aligned}
$$

together with a gyroscopic term $\boldsymbol{\omega}=0$ and where $\alpha \in[0,1[$ is a new parameter of the model. It modifies the previous Oldroyd-B model by replacing its neo-Hookean energy (5.5a) with the FENE-P one from section 5.4. Recall that $\psi$ is well-defined by continuity at the limit when $\alpha \rightarrow 0$ : in that case, the FENE-P viscoelastic fluid model reduces to the Oldroyd-B one. One of the major interests of this model, when compared to the Oldroyd-B one, is its ability to predict a bounded steady elongational viscosity (see Bird et al. [9], Fig. 3), in agreement with experimental observations. Following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry.
By usual derivations, the constitutive equations (4.5c)-(4.5d) are written as:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+G\left(\frac{\boldsymbol{B}_{e}}{1-\frac{\alpha}{N} \operatorname{tr} \boldsymbol{B}_{e}}-\frac{\boldsymbol{I}}{1-\alpha}\right)  \tag{5.11a}\\
\frac{\eta}{G} \stackrel{\nabla}{\boldsymbol{B}}_{e}+\frac{\boldsymbol{B}_{e}}{1-\frac{\alpha}{N} \operatorname{tr} \boldsymbol{B}_{e}}=\frac{\boldsymbol{I}}{1-\alpha} \text { and } \alpha \operatorname{tr} \boldsymbol{B}_{e}<N
\end{array}\right.
$$

Observe that when $\alpha=0$, the FENE-P constitutive equations nicely reduce to their Oldroyd-B counterparts (5.7a)-(5.7b), as expected. Formulation (5.11a)-(5.11b) is popular when considering the FENE-P model for numerical simulations, see e.g. Purnode and Legat [152], eqn (10). Its original formulation from Bird et al. [9], eqns (5) and (9), is based on a conformation tensor of the microstructure that is simply proportional to $\boldsymbol{B}_{e}$. Thus, this construction directly provides a microstructural interpretation of $\boldsymbol{B}_{e}$. See also remark 2.22 and Fig. 2.10, page 51, for a discussion about the interpretation of the left Cauchy-Green tensor in terms of microstructure.
After expansion from (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as:

$$
\mathscr{D}=2 \eta_{0}|\boldsymbol{D}|^{2}+\frac{G^{2}}{2 \eta} \operatorname{tr}\left(\boldsymbol{B}_{e}^{-1}\left(\frac{\boldsymbol{B}_{e}}{1-\frac{\alpha}{d} \operatorname{tr} \boldsymbol{B}_{e}}-\frac{\boldsymbol{I}}{1-\alpha}\right)^{2}\right) \geqslant 0
$$

Observe that $\boldsymbol{B}_{e}^{-1}=\exp \left(-2 \boldsymbol{h}_{e}\right)$, which is symmetric definite positive by construction, acts here as a metric for the measure of the dissipation of the viscoelastic contribution.
Another popular formulation for numerical simulations is based on the reversible Hencky strain $\boldsymbol{h}_{e}$ : this formulation is similar to the Oldroyd-B case and is not expanded here. Studying the limit case of small and large relaxation times is also similar, except that the high relaxation time limit leads to an incompressible FENE-P elastic solid when $\eta_{0}=0$, as expected. Section 5.4 pointed out that the FENE-P elastic solid model presents many more the-
oretical guaranties of well-posedness than its neo-Hookean counterpart, so the FENE-P viscoelastic fluid model at high relaxation time is expected to be more robust than its Oldroyd-B counterpart. Indeed, in 2011, Masmoudi [124] proved the global existence of solutions for the FENE-P viscoelastic model while a corresponding result for the Oldroyd-B model is not available. See Renardy and Thomases [156] for a recent review on this subject. In conclusion, this model is very attractive, both from a physical and mathematical point of view.

### 5.13 Giesekus viscoelastic fluid

In contrast to all previous examples, this model introduces anisotropy in the dissipation potential $\phi$. It was proposed in 1982 by Giesekus [63]. One of the major interests of this model, when compared to the Oldroyd-B one, is its ability to predict a non-zero second normal stress difference (see Giesekus [63], Fig. 2), in agreement with experimental observations. This model is obtained with:

$$
\left\{\begin{align*}
\psi\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right) & =\frac{G}{2 \rho_{0}}\left(\operatorname{tr} \exp \left(2 \boldsymbol{h}_{e}\right)-N-2 \operatorname{tr} \boldsymbol{h}_{e}\right)  \tag{5.12a}\\
\phi\left(\left[\boldsymbol{h}_{e}\right] ; \boldsymbol{D}, \boldsymbol{D}_{p}\right) & =\mathcal{I}_{\mathrm{ker}(\operatorname{tr})}(\boldsymbol{D})+\eta_{0}|\boldsymbol{D}|^{2}+\eta\left|\mathbb{A}_{e}^{-\frac{1}{2}}:\left(\boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2} \\
\text { with } \mathbb{A}_{e} & =\alpha \boldsymbol{I} \boxtimes \boldsymbol{I}+(1-\alpha) \mathbb{B}_{e}^{-1} \\
\text { and } \mathbb{B}_{e} & =\frac{1}{2}\left(\boldsymbol{B}_{e} \boxtimes \boldsymbol{I}+\boldsymbol{I} \boxtimes \boldsymbol{B}_{e}\right)
\end{align*}\right.
$$

together with a gyroscopic term $\boldsymbol{\omega}=0$ and where $\alpha \in[0,1]$ is a new parameter of the model. When compared with the Oldroyd-B dissipation function in (5.5b), the only modification concerns the last viscous term in (5.12b): it involves anisotropic dissipation via the fourth-order tensor $\mathbb{A}_{e}^{-\frac{1}{2}}$ instead of $\exp \left(\boldsymbol{h}_{e}\right)=\boldsymbol{B}_{e}^{\frac{1}{2}}$ in (5.5b) for the Oldroyd-B model. Here $\mathbb{A}_{e}$ represents the anisotropy of the viscous effects: At the microscopic scale, $\mathbb{A}_{e}$ introduces the anisotropy of the drag of the polymers due to reptation effects, see Giesekus [63]. When $\alpha=0$, we obtain $\mathbb{A}_{e}=\mathbb{B}_{e}$ and the model reduces to the Oldroyd-B one. Conversely, when $\alpha=1$, we obtain $\mathbb{A}_{e}=\boldsymbol{I} \boxtimes \boldsymbol{I}$, i.e. the polymer drag is fully linked to the macroscopic flow frame. In the general case $\alpha \in[0,1], \mathbb{A}_{e}$ represents a geometric interpolation between $\mathbb{B}_{e}$ and $\boldsymbol{I} \boxtimes \boldsymbol{I}$, i.e. between the microstructure configuration associated with $\boldsymbol{B}_{e}$ and the macrostructure configuration associated with $\boldsymbol{I}$. Note that $\mathbb{A}_{e}$ is symmetric definite positive for any $\alpha \in[0,1]$ and thus, $\phi$ is convex. Following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry.

After developments, the constitutive equations are:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+G\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right) \\
\frac{\eta}{G} \stackrel{\nabla}{\boldsymbol{B}}_{e}+\left(\boldsymbol{I}+\alpha\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)\right)\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)=0
\end{array}\right.
$$

where $\eta / G$ represents the relaxation time. This formulation was introduced in Giesekus [63], eqns (10) and (34)-(35), where the reversible left Cauchy-Green tensor $\boldsymbol{B}_{e}$ is interpreted as a conformation tensor of the microstructure. See also Wapperom and Hulsen [182], eqns (5)-(6) or Leonov [116, p. 344]. The formulation in terms of the left reversible Hencky strain $\boldsymbol{h}_{e}$ is similar to the Oldroyd-B case and is not expanded here.
After expansion from (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as:

$$
\mathscr{D}=2 \eta_{0}|\boldsymbol{D}|^{2}+\frac{G^{2}}{2 \eta} \operatorname{tr}\left(\left(\alpha \boldsymbol{I}+(1-\alpha) \boldsymbol{B}_{e}^{-1}\right)\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)^{2}\right) \geqslant 0
$$

Note that, in the second term, $\alpha \boldsymbol{I}+(1-\alpha) \boldsymbol{B}_{e}^{-1}$ acts as a metric tensor in order to measure the strain $\boldsymbol{B}_{e}-\boldsymbol{I}$.

### 5.14 Oldroyd-A and Gordon-Schowalter rates

While the Oldroyd-B is associated with an upper-convected tensor rate, Oldroyd [143, p. 340, eqn. (72)] also introduced, in the same paper in 1950, the so-called Oldroyd-A model, corresponding to a lower-convected rate. Next, in 1958, Oldroyd [145] proposed an extension with eight parameters: this extension loses the separation between lower-convected and upper-convected as now there is a new parameter that interpolates between them. This interpolated tensor rate has also been known since 1972 as the Gordon and Schowalter [65] one and was also used in 1977 by Johnson and Segalman [102]. See remark 2.22, page 50, for a microstructural interpretation of the Gordon-Schowalter tensor rate. The major interest of this variant, when compared to the Oldroyd-B model, is its ability to predict a non-zero second normal stress difference and also shear-thinning. Let us consider:

$$
\begin{align*}
\psi\left(\boldsymbol{h}, \boldsymbol{h}_{e}\right) & =\frac{G}{2 \rho_{0} a^{2}}\left(\operatorname{tr} \exp \left(2 \boldsymbol{h}_{e}\right)-N-2 \operatorname{tr} \boldsymbol{h}_{e}\right)  \tag{5.13a}\\
\phi\left(\left[\boldsymbol{h}_{e}\right] ; \boldsymbol{D}, \boldsymbol{D}_{e}\right) & =\mathcal{I}_{\text {ker }(\operatorname{tr})}(\boldsymbol{D})+\eta_{0}|\boldsymbol{D}|^{2}+\frac{\eta}{a^{2}}\left|\exp \left(h_{e}\right)\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2} \tag{5.13b}
\end{align*}
$$

together with a gyroscopic term $\boldsymbol{\omega}=0$ and where $a \neq 0$ is a parameter. Observe that, when $a=1$, the expressions (5.13a)-(5.13b) for $\psi$ and $\phi$ reduce to those of the Oldroyd-B model, i.e. (5.5a)-(5.5b). Conversely, when $a=-1$, we will get the Oldroyd-A model. Moreover, we will also show that the model extends by continuity at the limit $a=0$ : it coincides with an Oldroyd model with a Zaremba-Jaumann corotational rate. See also Hinch and Harlen [87] for a recent review on all theses variants. Following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry.
By usual derivations, the constitutive equations (4.5c)-(4.5d) become:

$$
\left\{\begin{align*}
\boldsymbol{\sigma} & =2 \eta_{0} \boldsymbol{D}-p \boldsymbol{I}+\frac{\eta}{a}\left(\boldsymbol{B}_{e}\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right)+\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right) \boldsymbol{B}_{e}\right)  \tag{5.14a}\\
0 & =G\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)-\eta\left(\boldsymbol{B}_{e}\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right)+\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right) \boldsymbol{B}_{e}\right)
\end{align*}\right.
$$

From (5.14b), observe that $a \boldsymbol{D}-\boldsymbol{D}_{e} \in \operatorname{eigsp}\left(\boldsymbol{B}_{e}\right)$. Then, theses two tensors commute and, from $(5.14 \mathrm{~b})$, we deduce successively that $a \boldsymbol{D}-\boldsymbol{D}_{e}=(G /(2 \eta))\left(\boldsymbol{I}-\boldsymbol{B}_{e}^{-1}\right)$ and

$$
\boldsymbol{D}_{p}=\boldsymbol{D}-\boldsymbol{D}_{e}=a \boldsymbol{D}-\boldsymbol{D}_{e}+(1-a) \boldsymbol{D}=\frac{G}{2 \eta}\left(\boldsymbol{I}-\boldsymbol{B}_{e}^{-1}\right)+(1-a) \boldsymbol{D}
$$

Remark that $\boldsymbol{D}_{p}$ and $\boldsymbol{B}_{e}$ do not commute in general. Nevertheless, $\boldsymbol{D}_{p}$ could be replaced in the kinematic relation (3.23) and, after rearrangements:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+\frac{G}{a}\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)  \tag{5.15a}\\
\frac{\eta}{G} \stackrel{\square}{\boldsymbol{B}}_{e}+\boldsymbol{B}_{e}=\boldsymbol{I}
\end{array}\right.
$$

where 9 is the Gordon-Schowalter objective rate, see definition 2.20, page 50. Conversely, replacing $\boldsymbol{D}_{p}$ in the general kinematic relation (3.26a), the system (5.15a)-(5.15b) expresses equivalently in terms of $\boldsymbol{h}_{e}$ only:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+\frac{G}{a}\left(\exp \left(2 \boldsymbol{h}_{e}\right)-\boldsymbol{I}\right)  \tag{5.16a}\\
\stackrel{\circ}{\boldsymbol{h}}_{e}^{(a, \log )}+\frac{G}{2 \eta}\left(\boldsymbol{I}-\exp \left(-2 \boldsymbol{h}_{e}\right)\right)=a \boldsymbol{D}
\end{array}\right.
$$

where ${ }^{(a, l o g)}$ denotes a customized logarithmic corotational rate, defined for any symmetric tensor $\boldsymbol{c}$ by $\stackrel{\circ}{\boldsymbol{c}}^{(a, \log )}=\dot{\boldsymbol{c}}-\boldsymbol{W}_{\log }\left(\boldsymbol{c}, \boldsymbol{L}_{a}\right) \boldsymbol{c}+\boldsymbol{c} \boldsymbol{W}_{\log }\left(\boldsymbol{c}, \boldsymbol{L}_{a}\right)$ with $\boldsymbol{L}_{a}=\boldsymbol{W}+a \boldsymbol{D}$. A formulation similar to (5.16a)-(5.16b) was used for the first time in 2014 in [161] for an efficient numerical resolution of the stationnary problem by a monolithic Newton method. Observe that, in the limit case $a \rightarrow 0$, the right-hand-side of (5.16b) tends to zero. Since (5.16b) involves a corotational rate, it is easy to deduce by standard energetic methods that
$\boldsymbol{h}_{e} \rightarrow 0$ at this limit. Then $\boldsymbol{B}_{e} \rightarrow \boldsymbol{I}$ when $a \rightarrow 0$ and (5.15a) suggests that both the strain $\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right) / a$ and the elastic stress $\boldsymbol{\sigma}_{e}=(G / a)\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)$ remain bounded. Indeed, (5.15a)-(5.15b) expresses equivalently as [161, p. 17]:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+\boldsymbol{\sigma}_{e} \\
\frac{\eta}{G} \dot{\boldsymbol{\sigma}}_{e}+\boldsymbol{\sigma}_{e}=2 \eta \boldsymbol{D}
\end{array}\right.
$$

After expansion from (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as:

$$
\begin{align*}
\mathscr{D} & =\frac{\partial \phi}{\partial \boldsymbol{D}}: \boldsymbol{D}+\frac{\partial \phi}{\partial \boldsymbol{D}_{e}}: \boldsymbol{D}_{e} \\
& =2 \eta_{0}|\boldsymbol{D}|^{2}+\frac{2 \eta}{a^{2}}\left|\exp \left(\boldsymbol{h}_{e}\right)\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2} \\
& =2 \eta_{0}|\boldsymbol{D}|^{2}+\frac{1}{2 \eta}\left|\exp \left(-\boldsymbol{h}_{e}\right) \boldsymbol{\sigma}_{e}\right|^{2} \geqslant 0 \tag{5.17}
\end{align*}
$$

since $a \boldsymbol{D}-\boldsymbol{D}_{e}=(G /(2 \eta))\left(\boldsymbol{I}-\boldsymbol{B}_{e}^{-1}\right)=(a /(2 \eta)) \boldsymbol{B}_{e}^{-1} \boldsymbol{\sigma}_{e}$. This provides an alternative direct proof that all Oldroyd's variants involving the GordonSchowalters rate satisfy the second principle of thermodynamics. Observe that the last expression of the dissipation does not involves the $a$ parameter.

Remark 5.1 (controversies).
Thermodynamics for models involving the Gordon-Schowalter rate present some subtleties and is often a source of confusion and controversy, even for confirmed researchers.

- In 1992, Leonov [116], proposed to modify the fundamental kinematic relation (3.23) as his equation (11) page 329, in order to take into account the Gordon-Schowalter rate into his thermodynamic framework. In the present book, fundamental kinematic relations are definitively independent of any constitutive equation. Moreover, models involving the Gordon-Schowalter rate can be successfully analysed without such modifications.
- In 1998, Wapperom and Hulsen [183, p. 1004], pointed out that, in order "to include the slip parameter [...] it is not necessary to modify the left-hand side of the evolution equation (3.23), as done by Leonov [116] and Jongschaap et al. [103]". Indeed, Wapperom and Hulsen [183, p. 1014], eqn (A.1), obtained an expression of the dissipation that coincides with the present (5.17) when $\eta_{0}=0$.
- In 2013, Hütter and Svendsen [93, p. 2] wrote " since the irreversible process of slippage [in complex fluids with Gordon-Schowalter rate] is dissipationfree, the dissipation potential [...] is identically zero, and hence, the concept of the dissipation potential is inappropriate for its description". Moreover, at page 11, at the end of their section 5.2, these authors wrote: " In conclusion, then, no dissipation potential exists for the force-flux relation representative
of the Gordon-Schowalter rate of a complex fluid with slippage". This claim is clearly in contradiction with the analysis of the present section. Interestingly, these authors suggested in their eqn (49) a different thermodynamic approach that involves in addition the gyroscopic term $\boldsymbol{\omega}$. Unfortunately, they do not develop the computation. For instance, consider for $\psi$ and $\phi$ the expressions (5.5a)-(5.5b) of the Oldroyd-B model together with a non-zero the gyroscopic term $\boldsymbol{\omega}=2(1-a) \eta\left[-\mathbf{s y m}\left(\boldsymbol{B}_{e} \boldsymbol{D}_{e}\right) ; \mathbf{\operatorname { s y m }}\left(\boldsymbol{B}_{e} \boldsymbol{D}\right)\right]$. After computations, this model exactly furnishes the differential equation (5.15b) while the Cauchy stress differs from (5.15a): it involves an irreversible and nondissipative extra-stress $\left(1-a^{2}\right) \eta\left(\boldsymbol{D} \boldsymbol{B}_{e}+\boldsymbol{B}_{e} \boldsymbol{D}\right)$. Thus, neither the Oldroyd-A model nor any of its variants with a Gordon-Schowalter rate could be obtained with such an approach. Moreover, the Onsager-Edelen symmetry is broken by this approach while the present section shows that it is possible to introduce the Gordon-Schowalter rate without breaking the Onsager-Edelen symmetry.


### 5.15 Phan-Thien and Tanner viscoelastic fluid

In 1977, Phan-Thien and Tanner [150] proposed to extend the model of the previous section 5.14 with a Gordon-Schowalters rate. It corresponds with replacing the dissipation potential (5.13b) with

$$
\begin{equation*}
\phi\left(\left[\boldsymbol{h}_{e}\right] ; \boldsymbol{D}, \boldsymbol{D}_{e}\right)=\mathcal{I}_{\mathrm{ker}(\operatorname{tr})}(\boldsymbol{D})+\eta_{0}|\boldsymbol{D}|^{2}+\frac{\eta\left|\exp \left(\boldsymbol{h}_{e}\right)\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2}}{a^{2} \varphi\left(\operatorname{tr} \exp \left(2 \boldsymbol{h}_{e}\right)\right)} \tag{5.18}
\end{equation*}
$$

while $\psi$, from (5.13a), is unchanged, together with a gyroscopic term $\boldsymbol{\omega}=0$ and where $\varphi(\xi)=1+\alpha(\xi-N)$ and $\alpha \geqslant 0$ is an additional parameter of the model. In 1978, Phan-Thien [149] proposed another commonly used variant with $\varphi(\xi)=\exp (\alpha(\xi-N))$. The parameter is restricted to $\alpha \in[0,1 / N[$ for the first variant, while any $\alpha \geqslant 0$ is supported by the second one. When $\alpha=0$, both variants reduce to the Oldroyd model with a Gordon-Schowalters rate, see section 5.14. Following remark 4.3, theorems 4.1 and 4.2 apply and both the two variants of the model satisfy both the second principle and the generalized Onsager-Edelen symmetry. For the first variant, the constitutive equations are:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+\boldsymbol{\sigma}_{e} \\
\frac{\eta}{G} \dot{\boldsymbol{\sigma}}_{e}+\left(1+\frac{a \alpha}{G} \operatorname{tr} \boldsymbol{\sigma}_{e}\right) \boldsymbol{\sigma}_{e}=2 \eta \boldsymbol{D}
\end{array}\right.
$$

where the elastic stress $\boldsymbol{\sigma}_{e}=(G / a)\left(\exp \left(2 \boldsymbol{h}_{e}\right)-\boldsymbol{I}\right)$.
One of the major interests of this model, when compared to the Oldroyd one, is its ability to predict a bounded steady elongational viscosity (see [150], Fig. 3), in agreement with experimental observations. The Phan-Thien and

Tanner model share some similarities with the FENE-P one: it replaces the FENE-P sharp barrier $\operatorname{tr} \boldsymbol{B}_{e}<1 / \alpha$ with a smoother one that could be interpreted as a penalization, either by a linear or an exponential expression. Nevertheless, the way to introduce this barrier is completely different: while the FENE-P model introduces it in the Helmholtz energy $\psi$, the present one introduces it in the dissipation potential $\phi$. Finally, from a conceptual point of view, the FENE-P model is based on a fine interpretation of the microstructural elastic behavior of polymers while the Phan-Thien and Tanner one introduces an empirical viscous trick into the Oldroyd one.

### 5.16 Elastoviscoplastic fluid

The present author proposed [159] in 2007 an elastoviscoplastic fluid model that combined the viscoplastic Bingham and viscoelastic Oldroyd fluids with the Gordon-Schowalters rate in one model, see Fig. 5.8.left. The original


Fig. 5.8 (left) Elastoviscoplastic fluid model that extends the viscoplastic Bingham and the viscoelatic Oldroyd models. (right) Fluid or solid behavior, depending upon flow conditions. Adapted from [159], Fig. 1.d.
paper based its thermodynamic analysis on the small displacement limit. In the present framework, it could be considered as another extension of the Oldroyd model with a Gordon-Schowalters rate and it is obtained by replacing the dissipation potential (5.13b) with

$$
\phi\left(\left[\boldsymbol{h}_{e}\right] ; \boldsymbol{D}, \boldsymbol{D}_{e}\right)=\mathcal{I}_{\mathrm{ker}(\mathrm{tr})}(\boldsymbol{D})+\eta_{0}|\boldsymbol{D}|^{2}+\frac{\eta\left|\exp \left(\boldsymbol{h}_{e}\right)\left(a \boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2}}{a^{2} \kappa\left(\exp \left(2 \boldsymbol{h}_{e}\right)\right)}
$$

while $\psi$, from (5.13a), is unchanged, together with a gyroscopic term $\boldsymbol{\omega}=0$. The $\kappa$ function involved at the denominator is given by

$$
\kappa\left(\boldsymbol{B}_{e}\right)= \begin{cases}1-a \sigma_{y} /\left(G\left|\operatorname{dev} \boldsymbol{B}_{e}\right|\right) & \text { when } G\left|\operatorname{dev} \boldsymbol{B}_{e}\right|>a \sigma_{y} \\ 0 & \text { otherwise }\end{cases}
$$

and $\sigma_{y} \geqslant 0$ is the yield stress parameter, as for the Bingham model. Following remark 4.3 , theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. The constitutive equations are:

$$
\left\{\begin{array}{l}
\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta_{0} \boldsymbol{D}+\boldsymbol{\sigma}_{e} \\
\frac{\eta}{G} \dot{\boldsymbol{\sigma}}_{e}+\widehat{\kappa}\left(\boldsymbol{\sigma}_{e}\right) \boldsymbol{\sigma}_{e}=2 \eta \boldsymbol{D}
\end{array}\right.
$$

where the elastic stress $\boldsymbol{\sigma}_{e}=(G / a)\left(\exp \left(2 \boldsymbol{h}_{e}\right)-\boldsymbol{I}\right)$ and

$$
\widehat{\kappa}\left(\boldsymbol{\sigma}_{e}\right)= \begin{cases}1-\sigma_{y} /\left|\operatorname{dev} \boldsymbol{\sigma}_{e}\right| & \text { when }\left|\operatorname{dev} \boldsymbol{\sigma}_{e}\right|>\sigma_{y} \\ 0 & \text { otherwise }\end{cases}
$$

When $\sigma_{y}=0$, this model reduces to the Oldroyd model with GordonSchowalters rate from section 5.14. Conversely, when $\eta / G \rightarrow 0$ and $\eta_{0}=0$, it coincides with the Bingham fluid model from section 5.10. This model is between a fluid and a solid model: observe on Fig. 5.8.right that it behaves locally as a fluid or as a solid, depending upon local flow conditions. See also section 3.1, page 66 , for a discussion about fluid and solid behaviors. This model was initially developed in the context of liquid foam applications, see Cheddadi et al. [25, 24]. There was found to be good quantitative agreement between calculations and experiments, especially for the so-called negative wake, i.e. the inverted drag of the velocity after a moving obstacle for a complex non-Newtonian fluid. Fraggedakis et al. [59] also obtained with this elastoviscoplastic model a quantitative agreement between experiments with carbopol solutions. See also Tlili et al. [175] for a review on application to biological tissues. At least two extensions of this model were proposed: the first one [160] in 2009, in order to combine Herschel-Bulkley viscoplastic and viscoelastic Oldroyd fluids, and the second one [164] in 2021, that combines Drucker-Prager viscoplastic and viscoelastic Oldroyd fluids.

### 5.17 Fourier heat model

Until now, all models have been isothermals: now, let us explore the nonisothermal cases. The first example of this series is the celebrated heat model proposed in 1822 by Fourier [57]: it assumes that the heat flux $\boldsymbol{q}$ is propor-
tional to the gradient of temperature $\theta$ as $\boldsymbol{q}=-k \nabla \theta$ where $k \geqslant 0$ is the thermal conduction.


Fig. 5.9 Joseph Fourier (1768-1830), near 1800. Engraved portrait by J. Boily, private collection (public domain reproduction).

The temperature gradient $\nabla \theta$ is interpreted in the framework of chapter 4 as a rate variable, associated with a state variable which is the thermal strain vector $\boldsymbol{\beta}$, see table 4.1, page 100 . The thermal strain $\boldsymbol{\beta}$ was introduced together with an associated function denoted by $f$, similar to the Hill's strain for kinematics, see section 3.7. Let us choose the logarithmic thermal strain $\boldsymbol{\beta}$ associated with $f(\theta)=\log \theta$. It means that $\stackrel{\circ}{\boldsymbol{\beta}}=\nabla \log \theta$ where $\circ$ is the Zaremba-Jaumann corotational rate, see definition 2.9. For simplicity, a Newtonian fluid is considered together with the Fourier heat model. It corresponds to $n=3$ and $\boldsymbol{\alpha}=(\theta, \boldsymbol{\beta}, \boldsymbol{h})$ with:

$$
\begin{aligned}
\psi(\theta, \boldsymbol{\beta}, \boldsymbol{h}) & =C_{p} \theta(1-\log \theta) \\
\phi([\theta] ; \dot{\theta}, \nabla \theta, \boldsymbol{D}) & =\frac{k \theta}{2}|\nabla \theta|^{2}+\mathcal{I}_{\mathrm{ker}(\operatorname{tr})}(\boldsymbol{D})+\eta|\boldsymbol{D}|^{2}
\end{aligned}
$$

together with a gyroscopic term $\boldsymbol{\omega}=0$. Here, $C_{p}>0$ is the constant heat capacity and $k>0$ is the thermal conduction. Note that $\psi$ is strictly concave versus $\theta>0$. Following remark 4.3, theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. The constitutive equations (4.5a)-(4.5c) lead directly to $s=C_{p} \log \theta$, $\boldsymbol{q}=-k \nabla \theta$ and $\boldsymbol{\sigma}=-p \boldsymbol{I}+2 \eta \boldsymbol{D}$. Coupling with the mass and momentum conservations (0.1)-(0.2) and combining with the heat equation (4.8) from theorem 4.3 , we obtain a system of three unknowns $(\theta, \boldsymbol{v}, p)$ and three equations:

$$
\left\{\begin{align*}
\rho C_{p} \dot{\theta}-\operatorname{div}(k \nabla \theta) & =r+2 \eta|\boldsymbol{D}|^{2}  \tag{5.19a}\\
\rho \dot{\boldsymbol{v}}-\operatorname{div}(2 \eta \boldsymbol{D})+\nabla p & =\rho \boldsymbol{g} \\
\operatorname{div} \boldsymbol{v} & =0
\end{align*}\right.
$$

The first one (5.19a) is the very classic Fourier parabolic heat equation in terms of the temperature $\theta$, with the friction term $2 \eta|\boldsymbol{D}|^{2}$ on its right-handside. The two last equations (5.19b)-(5.19c) constitute also the classic NavierStokes system. Note that $\eta$ is generally a function of $\theta$ and then the system is fully coupled.

### 5.18 Cattaneo heat model

The parabolic equation (5.19a) is incompatible with the theory of relativity for at least one reason: it admits infinite speed of propagation of heat signals within the continuum field. For instance, consider a pulse of heat at the origin: according to the previous parabolic heat equation, the temperature changes instantaneously at any distant point. This speed of information is faster than the speed of light in a vacuum, which is inadmissible within the framework of relativity. In 1958, to overcome this contradiction for the heat propagation, Cattaneo [19, eqn (5)] proposed to introduce a time scale for the transmission of the heat flux $\boldsymbol{q}$ i.e.

$$
\begin{equation*}
\lambda \dot{\boldsymbol{q}}+\boldsymbol{q}=-k \nabla \theta \tag{5.20}
\end{equation*}
$$

where $\lambda \geqslant 0$ is a time relaxation. Observe that when $\lambda=0$, the Cattaneo model reduces to the previous Fourier one. Next, in 1969, Fox [58] proposed to replace the non-objective Lagrangian rate $\dot{\boldsymbol{q}}$ of the vector by a corotational objective one $\stackrel{\circ}{\boldsymbol{q}}$. See also Joseph and Preziosi [104] for an historical review. Let us study this objective version of the Cattaneo heat model within the present framework. A linear thermal strain $\boldsymbol{\beta}$, associated with $f(\theta)=\theta$, is selected, see section 3.7. We also consider the decomposition $\boldsymbol{\beta}=\boldsymbol{\beta}_{e}+\boldsymbol{\beta}_{p}$ of this thermal strain in reversible and irreversible parts, respectively. For simplicity, this heat model is first studied for a rigid solid: let us consider the thermodynamic framework with $n=3$ and $\boldsymbol{\alpha}=\left(\theta, \boldsymbol{\beta}, \boldsymbol{\beta}_{e}\right)$ together with

$$
\left\{\begin{align*}
\psi\left(\theta, \boldsymbol{\beta}, \boldsymbol{\beta}_{e}\right) & =C \theta(1-\log \theta)-\frac{\gamma}{2 \rho_{0} \theta}\left|\boldsymbol{\beta}_{e}\right|^{2}  \tag{5.21a}\\
\phi\left([\theta] ; \dot{\theta}, \nabla \theta, \stackrel{\circ}{\boldsymbol{\beta}}_{e}\right) & =\frac{k}{2 \theta}\left(|\nabla \theta|^{2}-\left|\circ_{\boldsymbol{\beta}}^{e}\right|^{2}\right) \\
\boldsymbol{\omega}\left([\theta] ; \dot{\theta}, \nabla \theta, \stackrel{\circ}{\boldsymbol{\beta}}_{e}\right) & =\frac{k}{\theta}\left(\begin{array}{c}
0 \\
\stackrel{\boldsymbol{\beta}}{e} \\
-\nabla \theta
\end{array}\right)
\end{align*}\right.
$$

where $C>0$ is a contribution to the heat capacity, $\gamma>0$ a constant parameter and $\rho_{0}$ is the constant mass density of the rigid solid. Observe that $\psi$ is strictly concave versus $\theta>0$ and then the Helmholtz energy satisfies the assumptions of proposition 1.19. Also, the gyroscopic term $\boldsymbol{\omega}$ satisfies the orthogonality condition (4.4c) of theorem 4.1.
The constitutive equations (4.5a)-(4.5d) lead to

$$
\left\{\begin{align*}
s & =C \log \theta-\frac{\gamma}{2 \rho_{0} \theta^{2}}\left|\boldsymbol{\beta}_{e}\right|^{2}  \tag{5.22a}\\
-\frac{\boldsymbol{q}}{\theta} & = \\
0 & =-\frac{\gamma}{\theta} \nabla \theta+\frac{k}{\theta} \stackrel{\boldsymbol{\beta}}{e}^{\theta}-\frac{k}{\theta} \stackrel{\circ}{\boldsymbol{\beta}}_{e}-\frac{k}{\theta} \nabla \theta
\end{align*}\right.
$$

Summing (5.22b) and (5.22c) leads to $\boldsymbol{q}=\gamma \boldsymbol{\beta}_{e}$. Then, simply replacing $\boldsymbol{\beta}_{e}$ in terms of $\boldsymbol{q}$ into (5.22c) and combining with the heat equation (4.8), we obtain, after computation of the right-hand-side:

$$
\left\{\begin{array}{l}
s=C \log \theta-\frac{1}{2 \rho_{0} \gamma}\left|\frac{\boldsymbol{q}}{\theta}\right|^{2}  \tag{5.23a}\\
\frac{k}{\gamma} \stackrel{\circ}{\boldsymbol{q}}+\boldsymbol{q}=-k \nabla \theta \\
\rho C_{p}(\theta, \boldsymbol{q}) \dot{\theta}+\operatorname{div} \boldsymbol{q}=r-\frac{2}{k \theta} \boldsymbol{q} \cdot(k \nabla \theta+\boldsymbol{q})
\end{array}\right.
$$

where $k / \gamma$ in (5.23b) represents a relaxation time and $\rho=\rho_{0}$ in (5.23c) for the rigid solid. Note that (5.23b) is exactly the extension of (5.20) with a corotational rate as proposed by Fox [58]. Observe also that the zero relaxation time case, i.e. $k / \gamma \rightarrow \infty$, reduces to $\boldsymbol{q}=-k \nabla \theta$ i.e. the previous Fourier [57] heat flux while (5.23c) reduces to (5.19a), up to $\boldsymbol{D}=0$ since a rigid solid was considered here for simplicity. The expression (5.23a) of the entropy $s$ was obtained in 2008 by Alvarez et al. [1, eqn (2)] by using independently four different thermodynamic approaches and also three microscopic formalisms: these authors conclude that this robustness underlines the consistency and relevance of relation (5.23a). The non-constant heat capacity $C_{p}$ involved in $(5.23 \mathrm{c})$ is, from its definition in theorem 4.3:

$$
C_{p}(\theta, \boldsymbol{q})=C+\frac{1}{\rho_{0} \gamma}\left|\frac{\boldsymbol{q}}{\theta}\right|^{2}>0
$$

Finally, all hypotheses in theorem 4.1 are satisfied for the Cattaneo model, except one: the dissipation potential $\phi$, given by ( 5.21 b ), does not satisfy the positivity condition (4.4a): indeed, while quadratic, $\phi$ is not convex with respect to $\stackrel{\circ}{\boldsymbol{\beta}}_{e}$. Thus the Cattaneo model does not satisfy the second principle of thermodynamics. Indeed, after expansion from (4.4a), the dissipation
involved by the Clausius-Duhem inequality (1.24) is written as:

$$
\begin{equation*}
\mathscr{D}=\frac{1}{k \theta}\left(|k \nabla \theta|^{2}-|k \nabla \theta+\boldsymbol{q}|^{2}\right) \tag{5.24}
\end{equation*}
$$

which is not necessarily positive when the heat flux $\boldsymbol{q}$ differs too much from its Fourier expression $-k \nabla \theta$. Moreover, since the gyroscopic term $\boldsymbol{\omega} \neq 0$, from theorem 4.2, the generalized Onsager-Edelen symmetry is also broken. It sounds like bad news for the Cattaneo heat model.

Remark 5.2 (controversies).
Thermodynamics of the Cattaneo heat model present some subtleties and is often a source of confusion and controversy, even for confirmed researchers. Combining (5.23b) and (5.24) leads to the following righ-hand-side of (1.25), referred to as the entropy production:

$$
\begin{equation*}
\frac{\mathscr{D}}{\theta}=\frac{1}{k \theta^{2}} \boldsymbol{q} \cdot\left(\boldsymbol{q}+\frac{2 k}{\gamma} \stackrel{\circ}{\boldsymbol{q}}\right) \tag{5.25}
\end{equation*}
$$

- In 1997, Barletta and Zanchini [4, p. 1011] expressed $\mathscr{D} / \theta$ with an approximation : the last factor inside the parenthesis in (5.25) was replaced in their eqn (21) by $\boldsymbol{q}+(k / \gamma) \stackrel{\circ}{\boldsymbol{q}}$ i.e. without the 2 factor. Indeed, these authors considered the term $-(\boldsymbol{q} \cdot \nabla \theta) / \theta$ as a definition for $\mathscr{D}$ while its complete and definitive expression is given by the Clausius-Duhem inequality (1.24) and leads to a different result.
- In 2010, Jou et al. [105, p. 43] do the same approximation in their eqn (2.8).
- In 2011, Dong and Guo [45, p. 1925] also replaced the last factor inside the parenthesis in (5.25) in their eqn (8) by $\boldsymbol{q}-(k / \gamma) \stackrel{\circ}{\boldsymbol{q}}$ i.e. with both a minus sign and without the 2 factor.
- In 2017, Morro [129] claimed that the present objective version of the Cattaneo equation satisfies the second principle of thermodynamics. This author exhibited on page 74, four lines after his eqn (23), a Helmholtz energy $\psi$ that differs from (5.21a): its last term, with the $\gamma>0$ factor, has the opposite sign. Such a function $\psi$ is no longer concave versus $\theta$. Thus, from proposition 1.19, the change of variable between the entropy $s$ and the temperature $\theta$ is no longer well-posed and the heat capacity $C_{p}$ defined in theorem 4.3 vanishes and changes sign: it means that the heat equation is ill-posed. Finally, the thermodynamics interpretation proposed by Morro [129] is inconsistent.


### 5.19 Modified Cattaneo heat model

In order for the Cattaneo model of the previous section 5.18 to be acceptable, some authors proposed to modify the thermodynamics theory itself, by re-
laxing the Clausius-Duhem inequality (1.24) with Lagrange multipliers: this is the so-called extended thermodynamics, proposed independently in 1972 by Carrassi and Morro [17] and in 1978 by Lebon [111], see also Jou et al. [105]. Another solution is to modify the Cattaneo model in order to satisfy the classic and unchanged thermodynamics requirements: this is the aim of the present section. Indeed, consider replacing (5.23b) with

$$
\frac{k}{\gamma}\left(\frac{\circ}{\boldsymbol{q}}\right)+\frac{\boldsymbol{q}}{\theta}=-k \frac{\nabla \theta}{\theta}
$$

In comparison with (5.23b), instead of the heat flux $\boldsymbol{q}$ relaxing to $\nabla \theta$, we consider the entropy flux $\boldsymbol{q} / \theta$ relaxing to $(\nabla \theta) / \theta$, so the speed of propagation of heat signals is still finite, which is the main idea of the Cattaneo model. Moreover, the recent review by Maillet [121] shows that the experimental validation of the Cattaneo model is still in progress, so there is room for exploration of some of its variants that may have additional benefits. Let us show that this modified Cattaneo model fully satisfies all the standard thermodynamics requirements.
Let us consider the logarithmic thermal strain $\boldsymbol{\beta}$, associated with $f(\theta)=\log \theta$, see section 3.7. We also consider the decomposition $\boldsymbol{\beta}=\boldsymbol{\beta}_{e}+\boldsymbol{\beta}_{p}$ of this thermal strain in reversible and irreversible parts, respectively. Similar to the previous section and for simplicity, this heat model is studied for a rigid solid. The thermodynamic framework is considered with $n=3$ and $\boldsymbol{\alpha}=\left(\theta, \boldsymbol{\beta}, \boldsymbol{\beta}_{e}\right)$ together with

$$
\left\{\begin{align*}
\psi\left(\theta, \boldsymbol{\beta}, \boldsymbol{\beta}_{e}\right) & =C_{p} \theta(1-\log \theta)+\frac{\gamma \theta}{2 \rho_{0}}\left|\boldsymbol{\beta}_{e}\right|^{2}  \tag{5.26a}\\
\phi\left([\theta] ; \dot{\theta}, \nabla \log \theta, \stackrel{\circ}{\boldsymbol{\beta}}_{e}\right) & =\frac{k \theta}{2}\left|\nabla \log \theta-\stackrel{\circ}{\boldsymbol{\beta}}_{e}\right|^{2}
\end{align*}\right.
$$

while the gyroscopic term $\boldsymbol{\omega}=0$. Here, $C_{p}>0$ is the constant heat capacity and $\gamma>0$ is a constant parameter. Note that $\psi$ is strictly concave versus $\theta>0$ and $\phi$ is convex. Following remark 4.3 , theorems 4.1 and 4.2 apply and the model satisfies both the second principle and the generalized Onsager-Edelen symmetry. The constitutive equations (4.5a)-(4.5d) lead to

$$
\left\{\begin{align*}
s & =C_{p} \log \theta-\frac{\gamma}{2 \rho_{0}}\left|\boldsymbol{\beta}_{e}\right|^{2}  \tag{5.27a}\\
-\boldsymbol{q} & =\quad k \theta\left(\nabla \log \theta-\stackrel{\circ}{\boldsymbol{\beta}}_{e}\right) \\
0 & =\gamma \theta \boldsymbol{\beta}_{e}-k \theta\left(\nabla \log \theta-\stackrel{\circ}{\boldsymbol{\beta}}_{e}\right)
\end{align*}\right.
$$

Summing (5.27b) and (5.27c), we get $\boldsymbol{q}=-\gamma \theta \boldsymbol{\beta}_{e}$. Then, simply replacing $\boldsymbol{\beta}_{e}$ in terms of $\boldsymbol{q}$ into (5.27c) and combining with the heat equation (4.8), we obtain, after computation of the right-hand-side, which reduces to $r$ :

$$
\left\{\begin{array}{l}
s=C_{p} \log \theta-\frac{1}{2 \rho_{0} \gamma}\left|\frac{\boldsymbol{q}}{\theta}\right|^{2}  \tag{5.28a}\\
\frac{k}{\gamma}\left(\frac{\circ}{\theta}\right)+\frac{\boldsymbol{q}}{\theta}=-k \frac{\nabla \theta}{\theta} \\
\rho C_{p} \dot{\theta}+\operatorname{div} \boldsymbol{q}=r
\end{array}\right.
$$

where $k / \gamma$ in (5.28b) represents a relaxation time and $\rho=\rho_{0}$ in (5.28c) for the rigid solid. Observe first that the expression (5.28a) of the entropy $s$ is unchanged when compared with those (5.23a) of the original Cattaneo model. This is an important aspect: recall that Alvarez et al. [1, eqn (2)] obtained it in 2008 with four different thermodynamic approaches and also three microscopic formalisms: these authors conclude that this robustness underlines the consistency and relevance of relation (5.28a). As previously mentioned, the heat flux relaxation in $(5.28 \mathrm{~b})$ is now weighted by $1 / \theta$. After expansion from (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written simply as

$$
\mathscr{D}=\frac{|\boldsymbol{q}|^{2}}{k \theta} \geqslant 0
$$

This provides an alternative direct proof that the modified Cattaneo model satisfies the second principle of thermodynamics.

Remark 5.3 (Cattaneo model variant by Boyaval and Dostalík [11]).
At the time this book was finished, Boyaval and Dostalík [11, eqn (2.22d)] independently proposed another modified Cattaneo model that also satisfies both the second principle and the Onsager reciprocal relations. With the present notations, it is written as:

$$
\frac{k \theta}{\gamma} \dot{\boldsymbol{q}}+\boldsymbol{q}=-k \nabla \theta
$$

where $k \theta / \gamma$ acts as a temperature-dependent time relaxation. Note that it uses a Lagrange derivative $\dot{\boldsymbol{q}}$ : an objective version, with a corotational derivative $\stackrel{\circ}{\boldsymbol{q}}$, could be easily obtained within the present framework by replacing in the expression (5.26a) of the Helmholtz energy $\psi$ its last term $\gamma \theta\left|\boldsymbol{\beta}_{e}\right|^{2} /\left(2 \rho_{0}\right)$ by $\gamma\left|\boldsymbol{\beta}_{e}\right|^{2} /\left(2 \rho_{0}\right)$ i.e. by dropping $\theta$. The dissipation potential $\phi$ remains unchanged from (5.26b). The computations are left as an exercise for the reader. It leads to $\boldsymbol{q}=-\gamma \boldsymbol{\beta}_{e}$ and the entropy is written as $s=C_{p} \log \theta$ as for the Fourier model. Then, this entropy differs from both (5.28a) and (5.23a) of the original Cattaneo model, and also from those of Alvarez et al. [1, eqn (2)]. For this reason, in our opinion, while interesting, this variant presents less physical background than (5.26a)-(5.26b). Finally, all these new variants of the original Cattaneo model should be compared with available experimental observations, see e.g. the recent review by Maillet [121].

### 5.20 Combining Maxwell and modified Cattaneo models

The observation about an infinite speed of information applies also to the viscous term of the Navier-Stokes equation (5.19b). Indeed, a pulse of force at the origin produces instantaneously a change of the velocity at any distant point, which is also inadmissible in the context of relativity. A possible way to overcome this is to combine the previously modified Cattaneo heat model with the Maxwell viscoelastic one, i.e. the Oldroyd-B model with $\eta_{0}=0$, see section 5.11. As in the previous example, let us choose the logarithmic thermal strain $\boldsymbol{\beta}$ associated with $f(\theta)=\log \theta$. Consider the thermodynamic framework with $n=5$ and $\boldsymbol{\alpha}=\left(\theta, \boldsymbol{\beta}, \boldsymbol{\beta}_{e}, \boldsymbol{h}, \boldsymbol{h}_{e}\right)$ together with

$$
\left\{\begin{aligned}
\psi\left(\theta, \boldsymbol{\beta}, \boldsymbol{\beta}_{e}, \boldsymbol{h}, \boldsymbol{h}_{e}\right)= & C_{p} \theta(1-\log \theta)+\frac{\gamma \theta}{2 \rho_{0}}\left|\boldsymbol{\beta}_{e}\right|^{2} \\
& +\frac{G}{2 \rho_{0}}\left(\operatorname{tr} \exp \left(2 \boldsymbol{h}_{e}\right)-N-2 \operatorname{tr} \boldsymbol{h}_{e}\right) \\
\phi\left(\left[\theta, \boldsymbol{h}_{e}\right] ; \dot{\theta}, \nabla \log \theta, \stackrel{\circ}{\boldsymbol{\beta}}_{e}, \boldsymbol{D}, \boldsymbol{D}_{e}\right)= & \frac{k \theta}{2}\left|\nabla \log \theta-\stackrel{\circ}{\boldsymbol{\beta}}_{e}\right|^{2}+\mathcal{I}_{\mathrm{ker}(\operatorname{tr})}(\boldsymbol{D}) \\
& +\eta\left|\exp \left(h_{e}\right)\left(\boldsymbol{D}-\boldsymbol{D}_{e}\right)\right|^{2}
\end{aligned}\right.
$$

while the gyroscopic term $\boldsymbol{\omega}=0$. Here, $C_{p}, \gamma, G, k$ and $\eta$ are positive constant parameters and $\rho=\rho_{0}$ since the fluid is incompressible, see remark 3.28. Following remark 4.3, theorems 4.1 and 4.2 apply and the combined Maxwell-modified-Cattaneo model satisfies both the second principle and the generalized Onsager-Edelen symmetry. By usual derivations, we obtain the constitutive equations:

$$
\left\{\begin{aligned}
s & =C_{p} \log \theta-\frac{\gamma}{2 \rho_{0}}\left|\boldsymbol{\beta}_{e}\right|^{2} \\
-\boldsymbol{q} & =k \theta\left(\nabla \log \theta-\stackrel{\circ}{\boldsymbol{\beta}}_{e}\right) \\
0 & =\gamma \theta \boldsymbol{\beta}_{e}-k \theta\left(\nabla \log \theta-\stackrel{\circ}{\boldsymbol{\beta}}_{e}\right) \\
\boldsymbol{\sigma} & =-p \boldsymbol{I}+\eta\left(\boldsymbol{D}_{p} \boldsymbol{B}_{e}+\boldsymbol{B}_{e} \boldsymbol{D}_{p}\right) \\
0 & =G\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)-\eta\left(\boldsymbol{D}_{p} \boldsymbol{B}_{e}+\boldsymbol{B}_{e} \boldsymbol{D}_{p}\right)
\end{aligned}\right.
$$

where $\boldsymbol{B}_{e}=\exp \left(2 \boldsymbol{h}_{e}\right)$ is the reversible left Cauchy-Green tensor and $\boldsymbol{D}_{p}=\boldsymbol{D}-\boldsymbol{D}_{e}$, the irreversible stretching. Next, combining them with the kinematic relation (3.23), introducing the elastic stress $\boldsymbol{\sigma}_{e}=G\left(\boldsymbol{B}_{e}-\boldsymbol{I}\right)$ and finally coupling with the mass and momentum conservations (0.1)-(0.2) and combining with the heat equation (4.8) from theorem 4.3, we obtain a system of five equations with five unknowns $\left(\theta, \boldsymbol{v}, p, \boldsymbol{q}, \boldsymbol{\sigma}_{e}\right)$ that is written as:

$$
\left\{\begin{aligned}
\rho C_{p} \dot{\theta}+\operatorname{div} \boldsymbol{q} & =r+\frac{\eta}{2}\left|\nabla \boldsymbol{v}+\nabla \boldsymbol{v}^{T}\right|^{2} \\
\rho \dot{\boldsymbol{v}}-\operatorname{div} \boldsymbol{\sigma}_{e}+\nabla p & =\rho \boldsymbol{g} \\
\operatorname{div} \boldsymbol{v} & =0 \\
\frac{k}{\gamma}\left(\frac{\circ}{\theta}\right)+\frac{\boldsymbol{q}}{\theta} & =-k \frac{\nabla \theta}{\theta} \\
\frac{\eta}{G} \stackrel{\nabla}{\boldsymbol{\sigma}}_{e}+\boldsymbol{\sigma}_{e} & =\eta\left(\nabla \boldsymbol{v}+\nabla \boldsymbol{v}^{T}\right)
\end{aligned}\right.
$$

Observe the analogy between the two last equations. Also, observe that in the limit case when the two relaxation times $k / \gamma \rightarrow 0$ and $\eta / G \rightarrow 0$, this system nicely reduces to the classic Fourier-Navier-Stokes system (5.19a)-(5.19c). For practical resolution, it could be convenient to replace the heat flux $\boldsymbol{q}$ by the entropy flux $\boldsymbol{s}_{e}=\boldsymbol{q} / \theta$ as unknown. Recall that this model derivation is only formal and it would remain to show that the solution of the present system of equations, closed by appropriate initial and boundary conditions, can be well-defined, see e.g. Boyaval and Dostalík [11] for an analysis on a similar system. Finally, after expansion from (4.4a), the dissipation involved by the Clausius-Duhem inequality (1.24) is written as:

$$
\mathscr{D}=\frac{|\boldsymbol{q}|^{2}}{k \theta}+\frac{G^{2}}{2 \eta} \operatorname{tr}\left(\boldsymbol{B}_{e}+\boldsymbol{B}_{e}^{-1}-2 \boldsymbol{I}\right) \geqslant 0
$$

This provides an alternative direct proof that the combined Maxwell-modified-Cattaneo model satisfies the second principle of thermodynamics.
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## Index

anisotropy, 63, 104

Cauchy
stress, see tensor
theorem, 15
Cauchy-Green, see tensor
configuration
current, $\Omega(t), 32$
intermediate, 87
reference, $\Omega_{0}, 31$
conservation
of energy, 1, 22
of mass, 1,9
of momentum, $1,12,20,41$
constitutive equation, $\mathrm{v}, 2,39,41,45,47$, 58, 101
Coriolis pseudo-force, 13

## deformation

$\boldsymbol{\Upsilon}$, flow map, 33, 94
$\boldsymbol{\chi}$, transformation, 32
gradient, see tensor
small displacement limit, $2,68,89,116$, $117,125,138$
divergence
formula, see formula
of a tensor, 15
of a vector, 10

## energy

$\psi$, Helmholtz, 28, 100
$\rho|\boldsymbol{v}|^{2} / 2$, kinetic, 22, 26
$e$, internal, 1, 22, 28
free, see Helmholtz
entropy, $s, 1,26$
extreme strain, 66, 67, 109, 130
formula
divergence, 19
tensor extension, 19
Gauss, 19
Green-Ostrogradsky, see divergence formula
Jacobi, 33
Reynolds, 10
vector extension, 15
weighted, 23
Stokes, see divergence formula
frame
Galilean, 12, 41
indifference, see objectivity
framework
GENERIC, 2
bracket, 2
present, 95
standard generalized materials, 2, 90, 99, 106
heat
conduction, 23, 139
flux, see vector
radiation, 23,28
inequality
Clausius-Duhem, 29, 35, 82, 100, 106
second principle, 1, 26, 95
irreversible
$\boldsymbol{\omega}$, gyroscopic term, 100, 106
$\mathscr{D}$, dissipation, 29, 100
$\phi$, dissipation potential, 100
energy degradation, 26, 122
Legendre transformation, 28, 104
Levi-Civita symbol, $\varepsilon_{i j k}, 14$
mass density, $\rho, 1,9$
matrix
$\boldsymbol{P}_{i, \boldsymbol{a}}$, eigenprojector, 54
$\boldsymbol{R}$, rotation, 6, 41, 42, 47, 52
$\boldsymbol{n}_{k, \boldsymbol{a}}$, eigenvector, 53
$\exp (\boldsymbol{a})$, exponential, 55
$\lambda_{i, a}$, eigenvalue, 53
$\log (\boldsymbol{a}), \operatorname{logarithm}, 55$
$\operatorname{eigsp}(a)$, eigenspace, 54
$\boldsymbol{\operatorname { e i g }}(\boldsymbol{a})$, eigenvalues, 54
$\mathbf{s v}(\boldsymbol{F})$, singular values, 61
$m_{\boldsymbol{a}}$, number of distinct eigenvalues, 53
characteristic polynomial, 59
invariants
$I_{k, \boldsymbol{a}}$, principal invariants, 59
$\operatorname{tr}\left(\boldsymbol{a}^{k}\right)$, principal traces, 59, 62
functional basis, 62
polar decomposition, 47
set

$$
\begin{aligned}
& \mathbb{R}_{s}^{N \times N}, 5 \\
& \mathbb{R}_{s+N}^{N \times N}, 5 \\
& \mathfrak{s o}(N), 5,53,69 \\
& \operatorname{GL}(N), 5,47 \\
& \operatorname{GL}_{+}(N), 5,114 \\
& \mathrm{O}(N), 5 \\
& \operatorname{SO}(N), 5,47,53
\end{aligned}
$$

model
Bingham, 126, 138
Cattaneo, 29, 94, 141
modified, 143
Edelen, 124
elastoviscoplastic, 138
FENE-P, 131, 137
Fourier, 1, 29, 139
Hencky, 115
Herschel-Bulkley, 126
Hookean, 116
hyperelastic, 38, 114
Kelvin-Voigt, 39, 125
Maxwell, 128, 146
neo-Hookean, 38, 63, 117
Newtonian, 1
compressible, 120, 122
incompressible, 121
Oldroyd
eight constants, 134
Oldroyd-A, 134
Oldroyd-B, 128, 132-134, 138
perfect gas, 123
momentum, $\rho \boldsymbol{v}, 14$
negative wake, 139
objectivity
equation, 39
function, 52
rate, 44,50
tensor, 42
postulate
mass conservation, 9
momentum conservation, 12
energy conservation, 22
second principle, 26
objectivity, 39
rate
$\stackrel{\square}{\boldsymbol{a}}$, Gordon-Schowalters, $50,51,134,137$, 138
$\stackrel{\circ}{\boldsymbol{a}}$, Zaremba-Jaumann, 43, 50, 78, 94, 135
$\stackrel{\circ}{\boldsymbol{a}}^{(\mathrm{elog})}$, reversible logarithmic, 91, 128
$\stackrel{\circ}{\boldsymbol{a}}^{(\mathrm{log})}$, logarithmic, 78, 91, 130
$\stackrel{\Delta}{\boldsymbol{a}}$, lower-convected, 49, 50, 134
$\dot{\varphi}$, Lagrangian, 1, 24, 34, 41, 70
a, upper-convected, 49, 50, 129
corotational, 43, 78
Lie, see upper-convected
temperature, $\theta, 1,27$
tensor, 15
$\boldsymbol{B}$, left Cauchy-Green, 48
$\boldsymbol{C}$, right Cauchy-Green, 48
D, stretching, 1, 24, 42, 43
$\boldsymbol{F}$, deformation gradient, 33, 47
$\boldsymbol{U}$, right stretch, 47
$\boldsymbol{V}$, left stretch, 47
$\boldsymbol{W}$, vorticity, 42
$\boldsymbol{\sigma}$, Cauchy stress, $1,15,21,23,101$
$\boldsymbol{\sigma}_{e}$, reversible stress, 35,87
$\varepsilon$, displacement gradient, 68
$\boldsymbol{a}_{1} \boxtimes \boldsymbol{a}_{2}$, fourth-order tensor product, 6, 74, 75
$\boldsymbol{e}$, left Green-Lagrange strain, 38, 63, 67, 68, 117
$\boldsymbol{e}_{f}$, left Hill strain, 67
$\boldsymbol{h}$, left Hencky strain, 2, 67, 78, 87
$\boldsymbol{u}_{1} \otimes \boldsymbol{u}_{2}$, tensor product of two vectors, 5, 13
$\nabla \boldsymbol{v}$, velocity gradient, $20,42,43$
trajectory, $\boldsymbol{\chi}, 31$
vector
$\boldsymbol{\beta}$, thermal strain, 92, 141, 144
n, outward unit normal, 14
$\boldsymbol{q}$, heat flux $, 1,25,61,101,139,141,144$
$\boldsymbol{u}$, displacement, 68
$\boldsymbol{u}_{1} \times \boldsymbol{u}_{2}$, cross product, 14
$\boldsymbol{u}_{1} \wedge \boldsymbol{u}_{2}$, exterior product, 13
$\boldsymbol{v}$, velocity, 1, 9, 32, 42
$\dot{\boldsymbol{v}}$, acceleration, 12, 41


[^0]:    ${ }^{1}$ For instance, when $N=1$ and $v(t, x)=x^{3} / 2$, which is uniformly Lipschitz-continuous in $\left.\Omega_{0}=\right] 0,1[$ with a constant $3 / 2$, then $(2.1 \mathrm{a})-(2.1 \mathrm{~b})$ admits the explicit solution $\chi(t, X)=X / \sqrt{1-X t}$ for all $t \in] 0, T\left[\right.$ and $X \in \Omega_{0}$, where $T=1<\infty$ is the final time for which the solution ceases to exist.

