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ABSTRACT 30 

Experimental investigations and atomistic simulations are combined to study the cesium diffusion 31 

processes at high temperature in UO2. After 133Cs implantation in UO2 samples, diffusion coefficients 32 

are determined using the depth profile evolution after annealing as measured by secondary ion mass 33 

spectrometry. An activation energy of 1.8 ± 0.2 eV is subsequently deduced in the 1300-1600°C 34 

temperature range. Experimental results are compared to nudged elastic band simulations performed 35 

for different atomic paths including several types of uranium vacancy defects. Activation energies 36 

ranging from 0.49 up to 2.34 eV are derived, showing the influence of the defect (both in terms of type 37 

and concentration) on the Cs diffusion process. Finally, molecular dynamics simulations are performed, 38 

allowing the identification of preferential Cs trajectories that corroborate experimental observations. 39 

 40 

  41 

  42 
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1. INTRODUCTION 43 

After major nuclear accidents (e.g., Chernobyl 1986, Fukushima Daichii 2011), large quantities of 137Cs, 44 

a highly radiotoxic element with a half-life of 30 years, were disseminated outside the nuclear power 45 

plants with catastrophic consequences for the environment [1]. Hence, it is essential to improve our 46 

knowledge about the behaviour of this fission product (FP) present in nuclear fuels to better anticipate 47 

the implications of such events. To tackle this problem, several international research programs such 48 

as VERCORS, VEGA or VERDON [2–6] have focused on the FP behaviour in irradiated nuclear fuels 49 

(mainly UO2) in order to investigate several accidental scenarios (including atmosphere and 50 

temperature variations). As a main output, after an initial cesium release at 1500°C, a strong release 51 

was measured when the nuclear fuel was subjected to high temperatures (above 2000-2300°C), 52 

confirming the volatile nature of cesium. Nevertheless, only few information about the underlying 53 

migration mechanisms are available due to the complexity of the parameters involved, which include 54 

variations in atmosphere composition, temperature, burnup and number of defects.  55 

On the other hand, literature data show that Cs diffusion coefficients were exclusively determined 56 

from post-irradiation annealing release measurements using the Booth model [7] which is an indirect 57 

way to calculate apparent diffusion coefficients including among others the effect of extended defects 58 

and other fission product contributions. These diffusion coefficients were fitted using an Arrhenius 59 

law, giving access to activation energies (Ea) and pre-exponential factors (D0) ranging from 1.6 eV to 60 

4.3 eV and from 2.1 10-8 cm2 s-1 and 3.4 10-2 cm2 s-1, respectively, within the 1450 – 2500°C temperature 61 

range [5,8]. Such high discrepancies can be explained by the differences in irradiation history between 62 

all the experiments. Therefore, in order to get better insights on the diffusion mechanisms, the role of 63 

defects created during irradiation has to be assessed. 64 

For this purpose, several authors performed atomistic simulations to provide inputs about Cs 65 

incorporation and mobility at various positions within the UO2 unit cell [9–12]. These studies show that 66 

cesium is favourably incorporated in uranium vacancies (VU), sole or in clusters of defects that contain 67 

oxygen vacancies (VO) such as the divacancy (VU + VO), the Schottky defects (VU + 2VO) or the 68 

tetravacancy (2VU + 2VO). Furthermore, Gupta et al. determined Cs and U migration energy barriers 69 

between uranium vacancies in the <110> direction using the nudged elastic band (NEB) method and 70 

obtained activation energies of 2.72 eV and 5.6 eV, respectively [9,13]. Hence, these studies 71 

emphasized that uranium diffusion is the rate limiting process that controls the Cs diffusion in UO2. 72 

However, these NEB simulations represented a simplified first approach, ignoring complex pathways 73 

and other major defects such as Schottky defects. Therefore, the present study proposes new insights 74 

on the Cs thermal behaviour in UO2 coupling direct experimental observations and atomistic 75 
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calculations. It aims at determining Cs diffusion mechanisms and associated kinetics considering the 76 

major point defects (single vacancies, divacancies and Schottky defect) associated to the UO2 lattice.  77 

For this purpose, ion implantation is used to introduce cesium in UO2 pellets which are further 78 

annealed at temperatures representative of normal and accidental conditions in a light water reactor 79 

(LWR) fuel i.e., in the 1000°C to 1600°C temperature range. Cesium depth profiles are measured by 80 

secondary ion mass spectrometry (SIMS), both before and after annealing. Diffusion coefficients of 81 

cesium in UO2 are then determined from the depth profile evolution in the 1300-1600°C temperature 82 

range. In parallel, atomistic calculations using empirical potentials are performed to identify the 83 

elementary diffusion processes. First, Cs migration energies in UO2 are calculated for predetermined 84 

atomic trajectories associated to different defects in the crystal using the NEB method. Then, 85 

molecular dynamic (MD) outcomes allow to identify preferential elementary jump processes of Cs 86 

diffusion at high temperature.  87 

 88 

2. METHODS 89 

2.1 Experimental procedure 90 

We used depleted UO2 pellets (0.2 at.% of 235U), provided by the Framatome company and sintered at 91 

1750°C under a reducing atmosphere (5% H2/Ar) during 5 h. This procedure guarantees an O/U ratio 92 

of 2.00 ± 0.01 and a high bulk density (97.5% of the theoretical density). The average grain size is 93 

11 µm, which is comparable to that of the LWR nuclear fuel. Pellets were polished on one side by the 94 

PRIMEVerre society (Montpellier, France) with diamond paste and then annealed twice. To degas 95 

adsorbed particles on the surface, samples were first annealed in a PECKLYã tubular furnace at 1000°C 96 

during 10 h under vacuum (10-7 mbar). Then, a second annealing, at 1600°C for 4 h in a NABERTHERMã 97 

tubular furnace was performed under a 5%H2/Ar gas mixture flowing through ultra-high capacity 98 

oxygen and moisture filters. These conditions allow to anneal defects induced by the polishing and to 99 

maintain the UO2.00 stoichiometry. 100 

Next, pellets were implanted under vacuum (P < 5.10-6 mbar) with 800 keV 133Cs2+ ions at a fluence of 101 

1015 Cs cm-2. A cooling device was used to maintain the sample temperature at 15°C in order to prevent 102 

any oxidation. 103 

The Cs distribution and the displacements per atom (dpa) as a function of the implantation depth were 104 

computed using the SRIM software [14]. Threshold displacements values of U and O atoms were put 105 

at 40 eV and 20 eV respectively [15] and the code was run using the full cascade mode. Figure 1 shows 106 

a Cs profile corresponding to an implantation fluence of 1015 at cm-2. It shows a quasi-Gaussian 107 

distribution centred at a mean projected range (Rp) of 140 nm with a maximum Cs concentration of 108 

0.08 at.%. The maximum number of 9 dpa at a depth of 80 nm indicates a high damage level in the 109 
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material. This value is only indicative as the SRIM code does not account for the material annealing 110 

occurring even at room temperature after each displacement cascade. As shown in a previous 111 

experimental work using Transmission Electron Microscopy (TEM) [16], these implantation conditions 112 

lead to the formation of two damaged regions. The first one, between the surface and about 85 nm 113 

from it, contains mainly point defects whereas the second one, that extends down to around 200 nm, 114 

shows mainly irradiation-induced dislocation loops. 115 

 116 
Figure 1- SRIM calculations of Cs concentration profile and number of dpa with respect to depth for a Cs 117 

implantation energy of 800 keV and a fluence of 1015 Cs cm-2. 118 

 119 

After implantation, pellets were annealed at different temperatures between 1000°C and 1600°C in a 120 

5% H2/Ar atmosphere to promote Cs migration in stoichiometric UO2. Cs depth profiles were measured 121 

by SIMS before and after annealing on a CAMECA IMS 7f facility equipped with an eucentric rotating 122 

sample stage designed by CAMECA to inhibit the surface roughening of poly-crystalline materials. Its 123 

velocity was set to 8 rpm for each analysis. A primary beam of 10 keV O2
+ ions was used to sputter the 124 

UO2 sample surface creating 250 × 250 µm² rasters. Secondary ions (238U16O+ and 133Cs+) were collected 125 

on the raster central part (62 µm diameter) to avoid wall effects. At least three craters were made for 126 

each SIMS analysis and three depth profiles (later averaged) were consequently obtained. More details 127 

about the experimental procedure and the data processing based on the relative sensitivity factor (RSF) 128 

can be found in [16]. 129 

Microstructural observations were also done at the JRC (Joint Research Centre) Karlsruhe, Germany. 130 

First, a FEI™ VERSA 3D Focused Ion Beam (FIB), was used to prepare electron transparent lamellae 131 

from the UO2 samples. Samples were covered with a sputtered 40-50 nm gold layer and then a double 132 

platinum layer was deposited in the FIB, using the electron beam first and the ion beam then, to protect 133 

the surface during milling operations. Once the Pt deposit was made, two trenches were cut with the 134 

Ga+ ion beam, then the remaining lamella was cut free from the sample, removed with an Omniprobe 135 
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needle and attached to a Cu grid. Thinning and final cleaning of the lamella were then performed at 136 

decreasing voltages, taking extreme care not to consume the protecting layer and to avoid introducing 137 

artefacts in the sample. The final thickness of the lamella varied between 30-60 nm. TEM analysis were 138 

then performed with a 200 keV electron beam on a Tecnai G2 TEM FEI microscope. Both Bright Field 139 

(BF) and High Resolution (HR) images were recorded at different sample areas, as well as energy 140 

dispersive X-ray spectra. 141 

 142 

2.2 Simulation method 143 

2.2.1 Interatomic potentials and simulation parameters 144 

Molecular statics (MS) and dynamics as well as NEB simulations were performed using the rigid ion (RI) 145 

model (cf. equation 1) parameterised by Grimes and Catlow to study the stability of several FPs in UO2 146 

[11]. To our knowledge, this is the only potential available in literature that includes cesium 147 

interactions with oxygen and uranium. In this model, pair interactions are calculated using long-range 148 

Coulombic interactions (qi and qj are the charges of the two ions) and a short-range Buckingham term. 149 

A cut-off radius of 10.4 Å was set for all short-range interactions as done in [17]. Long-range Coulombic 150 

interactions were computed using the Ewald summation [18]. All potential parameters are provided in 151 

Table 1. 152 

𝑉𝑖𝑗!r𝑖𝑗" = 	
𝑞𝑖𝑞𝑗
4𝜋𝜀0𝑟

	+ 	𝐴𝑖𝑗𝑒
−	 𝑟𝜌𝑖𝑗 −	

𝐶𝑖𝑗
𝑟6
						(𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛	1) 153 

 154 

Table 1- Grimes and Catlow parametrization for UO2 and Cs interatomic potentials [11]. 155 

  U4+-U4+ U4+-O2- O2--O2- Cs+-U4+ Cs+-O2- 
Aij (eV) 18600 2494.20 108.00 18659.60 649.60 
ρij (Å) 0.27468 0.34123 0.38000 0.29505 0.41421 

Cij (eV Å-6) 32.64 40.16 56.06 48.62 64.34 
 156 

Additional static simulations were performed using the core-shell (CS) model provided by Grimes and 157 

Catlow [11] that allows for polarizability effects. In this model, each atom is modelled by a core linked 158 

to its electronic shell by a harmonic spring, the net charge of the atom being computed as the sum of 159 

both contributions (core and shell). In this case, the short-range interactions are computed from shell 160 

interactions only. All the parameters used for the CS model can be found in [11]. The LAMMPS [19] 161 

code is used for both the RI and CS models. 162 

 163 

 164 

 165 
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2.2.2 Static calculations of intrinsic defect formation energy in UO2  166 

The formation energy of neutral intrinsic defects in UO2, i.e. Frenkel pairs and Schottky defects, were 167 

calculated using classical energy minimization of the system with and without the defect. Simulations 168 

were done using a 5 x 5 x 5 fluorite unit supercell (1500 atoms) and tri-periodic boundary conditions 169 

(PBC). This system size is large enough to constrain the influence of the replica while keeping 170 

reasonable cpu costs (see [17] for more details). Minimizations were achieved with the conjugate 171 

gradient algorithm using a force norm of 10-10 eV.Å-1 as a stopping criterion. 172 

Using LAMMPS, the Frenkel pair formation energies were determined by calculating the energy 173 

difference between the defective lattice and the perfect one. For the Schottky defect, the formation 174 

energy relies on the cohesive energy of a UO2 molecule to account for the number of atom variation. 175 

In addition to LAMMPS simulations, we used the Mott-Littleton approach implemented in GULP [20] 176 

to compare our results with those of Govers et al. [17]. The spheres radii within the Mott-Littleton 177 

approach were set to 9 and 20 Å respectively in accordance with [17].  178 

 179 

2.2.3 NEB calculations of Cs and U migration 180 

The Climbing Image (CI-) NEB method [21] is used to compute diffusion minimum energy paths (MEPs) 181 

of U and Cs atoms along the <100> and <110> directions in UO2. The system contains 1500 atoms and 182 

the simulations are performed using PBCs. The initial NEB path is made out of 17 interpolated replicas 183 

and is relaxed using the FIRE 2.0 damped dynamics minimizer [22,23] and a timestep of 0.1 ps. We 184 

chose the parallel nudging force to be based on interpolated ideal position and the perpendicular 185 

nudging force was computed to improve calculation convergence. The values of the parallel and 186 

perpendicular nudging forces between the replicas were both set to 5.0 eV Å-1. The stopping criterion 187 

of the simulation was set to a force tolerance of 0.01 eV Å-1. 188 

 189 

2.2.4 MD simulation of Cs diffusion in UO2  190 

The simulation temperature was fixed at 2227°C to improve Cs mobility statistics while being in the 191 

temperature range used in the literature experiments [5]. All MD simulations were performed using a 192 

timestep of 1 fs. First, the system is heated to the target temperature using a rate of 100°C/ps before 193 

being equilibrated for 50 ps in the NPT ensemble. Nosé-Hoover thermostat and barostat are used with 194 

relaxation times of 0.1 ps and 5.0 ps, respectively.  195 

After equilibration, the mean square displacements (MSD) of each element (Cs, U, O) was computed 196 

in the NVE ensemble for a total time (Nt) of 200 ps using equation 2.  197 

〈∆𝑟(𝑡))〉 =
1
𝑁𝑁*

	<<=𝑟+(𝑡 + 𝑡,) − 𝑟+(𝑡,)>
)											(𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛	2)

-#

*.*$

-

+./

 198 
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Where: ri(t) is the position of the ith atom at time t (t0 being the beginning of the simulation), N is the 199 

total number of considered atoms and Nt is the MSD calculation total time. 200 

 201 

 202 

 203 

3. RESULTS 204 

3.1 Cesium thermal migration in UO2: experimental results 205 

Figure 2 shows the cesium concentration distributions obtained by SIMS in UO2 samples implanted at 206 

a fluence of 1015 Cs cm-2 after annealing between 1000 and 1600°C. They have been determined from 207 

the average roughness of SIMS craters (horizontal error bars) and from the RSF uncertainty (vertical 208 

error bars).  209 

   210 

 211 
Figure 2- Cs depth profiles in UO2 samples implanted at 1015 Cs cm-2 annealed under reducing atmosphere 212 

between 1000 and 1200°C (a) and between 1300 and 1600°C (b). The as-implanted sample’s profile is the 213 

reference. Continuous lines are for 4h annealing and dashed ones for 12h annealing. Error bars have been 214 

added only on the as-implanted profiles in order to distinguish all depth profiles. 215 

 216 

Figure 2(a) shows no significant Cs diffusion (nor release) in UO2 annealed at 1000°C (within the error 217 

bars). In contrast, profiles after annealing at 1200°C are significantly different even if no release was 218 

measured. Indeed, after four hours of annealing, the tail of the distribution (beyond 250 nm) is larger 219 

and the maximum concentration is lower. After twelve hours, the evolution of the Cs distribution is 220 

noteworthy as three maxima appear at around 30, 90 and 170 nm. This indicates the beginning of Cs 221 

migration processes (diffusion, trapping, …) that change with depth, Cs local concentration and defect 222 

local concentration. The profile evolution initially observed at 1200°C seems to stabilize for 223 

temperatures larger than 1300°C where the depth profiles exhibit the same three peaks shape (see 224 
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Figure 2(b)) but centred at different depths. At 1200°C, there is a first Cs peak at 50 nm from the 225 

surface, followed by a shoulder around 100 nm and a contribution at depths superior to 400 nm 226 

(beyond the end of the as-implanted profile), corresponding to Cs thermal diffusion. We note that no 227 

apparent release occurred at 1300°C (within the error bars). However, starting from 1400°C, significant 228 

release can be calculated: 40%, 35% and 48% for the 1400°C-4h, 1600°C-4h and 1600°C-12h annealing 229 

respectively1. To sum up, the non-steady state Cs diffusion occurs with the same mechanisms between 230 

1300°C and 1600°C but differs at 1200°C that is rather characterized by a transient regime. Therefore, 231 

no diffusion coefficient was determined at 1200°C in this study. 232 

In order to determine the Cs diffusion coefficients in UO2 at 1300, 1400 and 1600°C, each depth profile 233 

was first fitted using Gaussian curves. An example of a fit achieved on the Cs depth distribution 234 

measured after the 1600°C-12h annealing is presented in Figure 3. The fit with G1, G2 and G3 (Gaussian 235 

contributions) was done enforcing a maximum deviation of 5 nm for the maximum position of each 236 

Gaussian curve (respectively 50 nm from the surface, 140 nm and 100 nm), therefore restricting the 237 

total number of solutions to a few ones very close to each other.  238 

The physical meaning of each contribution can be extrapolated from the work of Hocking et al. who 239 

used SIMS to profile iodine in polycrystalline UO2 samples implanted with 127I at 900 keV at a fluence 240 

of 1013 at cm-2 [24]. After annealing (between 1200 and 1650°C), Hocking et al. observed little evolution 241 

of the profile part corresponding to iodine concentrations above 1016 at cm-3 (~0.1 at.ppm). This was 242 

explained by iodine trapping in irradiation induced defects. Below this concentration threshold, in the 243 

tail of the profiles, iodine thermal (atomic) diffusion was highlighted. In our work, the G1 curve 244 

represents the Cs atoms trapped into faceted and spherical bubbles (see e.g., [16]) at 50 nm from the 245 

surface. The second Gaussian distribution (G3) accounts for the Cs atoms trapped into the vacancies 246 

created during implantation at around 100 nm, near the maximum of dpa calculated by SRIM (see 247 

Figure 1). There is also a possibility that these Cs atoms are trapped into nanobubbles not visible by 248 

microscopy with a size inferior to 1 nm. The third contribution (G2) is attributed to Cs thermal diffusion, 249 

since it was detected up to a depth of 800 nm in a zone free from implantation defects. We have 250 

chosen to centre it at a depth corresponding to the Rp (140 nm) of the as-implanted depth profile. 251 

Hence, this last contribution (G2) was used to determine the Cs diffusion coefficients. 252 

 
1 The 1400°C-4h distribution does not take into account the totality of the Cs in the sample as the SIMS analysis 
was stopped too early, thus leading to a probable overestimation of the Cs release from this sample but 
without changing the distribution shape and its straggling. 
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 253 
Figure 3- Fit of the Cs depth profile obtained after annealing at 1600°C-12h. The three Gaussian curves (G1, G2 254 

and G3) represent Cs bubble formation, thermal diffusion and trapping into vacancies, respectively. The sum of 255 

the three contributions fits the experimental curve. 256 

 257 

Apparent diffusion coefficients D were determined using the Fick’s second law as one of its analytical 258 

solution is a Gaussian curve with standard deviation (noted 𝜎𝑓	or 𝜎𝑖) proportional to √2𝐷𝑡. Considering 259 

that both the initial (as-implanted) and final state of the Cs (annealed sample) are fitted with Gaussian 260 

curves, we can thus deduce Cs diffusion coefficient using equation 3. 261 

𝐷	(𝑐𝑚)	𝑠1/) = 	
𝜎2	) − 	𝜎+) 

2𝑡
								(equation	3) 262 

Values are reported in Table 2. Errors were determined from the uncertainty on the standard deviation 263 

of the G2 curve and were calculated with the lowest and highest standard deviation values obtained 264 

from each fit. 265 

 266 

Table 2- Cs apparent diffusion coefficients and release fraction in UO2 at 1300, 1400 and 1600°C. *The Cs release 267 

fraction is overestimated due to the fact that the concentration profile was not measured up to the end. 268 

Annealing conditions DCs (10-14 cm² s-1) Cs release fraction 

1300°C-12h 0.8 ± 0.2 0 % 

1400°C-4h 2.2 ± 1.3 40 %* 
1600°C-4h 8.5 ± 3.8 35 % 

1600°C-12h 4.6 ± 3.7 48 % 
 269 

 270 
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The temperature dependence of Cs diffusion in UO2 is retrieved from the Arrhenius diagram presented 271 

in Figure 4 using a linear fit. Results lead to an activation energy of 1.8 ± 0.2 eV and a pre-exponential 272 

factor equal to (8.4 ± 5.6) ´ 10-9 cm² s-1  for the Cs diffusion in UO2.  273 

 274 
Figure 4- Arrhenius plot showing the temperature dependence of Cs diffusion coefficients in UO2 275 

 276 

3.2 Microstructure of the UO2 sample annealed at 1200°C-12h 277 

The Cs profiles determined from the samples annealed at 1200°C (4h and 12h) display a transition 278 

between the profile of the sample annealed at 1000°C (no variation with resepect to the as implanted 279 

sample) and the profiles of the samples annealed at 1300°C, 1400°C and 1600°C (which all exhibit a 280 

similar trend). Therefore, it was of particular interest to perform TEM analysis on the sample annealed 281 

at 1200°C – 12h. Figure 5 displays three zones which can be delimited at ~80 nm and ~150 nm from 282 

the surface. Zone 3 corresponds to the region free (or almost free) of implantation defects and some 283 

features (circled in yellow) can be seen near the zone 2 / zone 3 interface. The zone 1 / zone 2 interface 284 

corresponds to the maximum of the dpa profile as calculated by SRIM (see Figure 1). 285 
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 286 
Figure 5- TEM image of the UO2 sample implanted with cesium and annealed at 1200°C-12h. (a) illustration of 287 

the three different zones. (b) zoom at the zone 1 / zone 2 frontier. Yellow circles highlight features attributed 288 

to large bubbles. 289 

 290 

At higher magnification, small features within zone 1 become visible. These features can be highlighted 291 

by acquiring over focused and under focused images of the same region, as shown in Figure 6. It can 292 

be seen that the contrast of each feature is inverted (from black to white or vice versa) when passing 293 

through focus, unlike what happens for strain contours. This clearly indicates presence of nanobubbles. 294 

Their exact size is not measurable due to the defocus, but it is certainly below 1 nm in agreement with 295 

what was recently observed by Onofri et al. [25]. Density values for the nanobubbles would be very 296 

difficult to calculate, due to their extremely small size as well as to the masking effect of the strain 297 

contours. Nevertheless, a very rough estimate based on the counting of visible bubbles in Figure 6, and 298 

considering an average thickness of 30 nm (based on the visibility of lattice fringes) would lead to a 299 

bubble density of the order of magnitude of 1024 bubbles m-3. 300 

 301 
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 302 
Figure 6- TEM image of the UO2 sample implanted with cesium and annealed at 1200°C-12h in zone 1 in under-303 

focus (a) and over-focus (b) conditions. Red circle highlights the presence of several nanobubbles 304 

 305 

In zone 2 and zone 3, these nanobubbles are also present. Moreover, some bigger bubbles can be 306 

observed especially at a depth of around 160 nm from the surface (interface zone 2 / zone 3) where 307 

most of dislocations are present. The presence of dislocation segments is in agreement with what was 308 

found by He et al. on Kr-implanted UO2 for similar damage levels [26]. Figure 7 presents a TEM image 309 

at the zone 2 / zone 3 interface showing such larger (~5 nm) bubbles. Some rare faceted bubbles 310 

around 5 nm in size can be also observed in Figure 7 (yellow circle). 311 

 312 
Figure 7- HREM image at a depth of 160 nm from the surface of an UO2 sample implanted with cesium and 313 

annealed at 1200°C-12h. In red, nanobubbles and in yellow, faceted bubble 314 



14/29 
 

 315 

The smaller, spherical nanobubbles, ~1 nm in size, can be observed until a depth of around 300 nm 316 

from the surface. These results are to be compared with those obtained at 1600°C in a previous study 317 

[16] where no bubbles were observed apart in a restricted area near the surface. They confirm that 318 

1200°C seems to be a threshold temperature in the migration of cesium in UO2. 319 

 320 

 321 

3.3 Simulation results  322 

3.3.1 UO2 intrinsic defect formation energies at 0K 323 

UO2 intrinsic defect formation energies (DFE) are presented in Table 3 where they are compared to 324 

DFT [27,28] and additional MS calculations performed by Sattonnay and Tetot [29] using the variable 325 

charge SMTB-Q interatomic potential. Two kind of defects were created: Frenkel Pairs (one vacancy 326 

and one interstitial far from each other) of oxygen or uranium and Schottky defects (one uranium 327 

vacancy and two oxygen vacancies). 328 

 329 

Table 3- DFE (eV) of intrinsic neutral defects in UO2 calculated with Grimes potential with the rigid ion (RI) model 330 

and the core shell (CS) model, using LAMMPS and GULP codes. FP = Frenkel Pairs. S = Schottky defects. Three 331 

possible configurations exist to place the oxygen vacancies around the uranium vacancy in the <100> (S1), <110> 332 

(S2) or <111> (S3) direction.  333 

 This work CS model 
GULP 
[17] 

SMTB-Q 
[29] 

DFT 
[27,28] Model RI model 

LAMMPS 
CS model 
LAMMPS 

CS model 
GULP 

FPO 7.8 7.0 5.8 5.8 4.4 5.3 
FPU 28.2 24.8 18.9 18.9 6.1 15.8 
S1 8.9 8.1 7.3 7.3 5.9 

10.7 S2 9.2 8.4 7.0 7.0 5.9 
S3 10.5 9.5 7.2 7.2 6.4 

 334 

Overall values obtained using the RI or the CS models are in good agreement with both DFT and SMTB-335 

Q literature results. Our values obtained for the CS model using GULP (identical to those already 336 

published [17]) are higher than the ones found by DFT except for the value of the Schottky defect. For 337 

DFT calculations, the Schottky defect corresponds to three vacancies without interaction (explaining 338 

the sole configuration in the table) which leads to a high energy of 10.7 eV. It can be noted that the 339 

SMTB-Q value of the FPU DFE is much lower than the value found with other potentials. This can be 340 

explained by the fact that no U-U interaction is implemented in the SMTB-Q formalism. As pointed out 341 

by Grimes [30], empirical potentials can be comparable to those predicted by quantum mechanical 342 

procedures but suffer from two main factors: (i) the equilibrium interatomic spacings, and (ii) the way 343 



15/29 
 

electronic polarisation is handled. This explains the discrepancies even if the use of the Mott-Littleton 344 

method is supposed to correct these factors. The DFE values calculated with LAMMPS (without the 345 

Mott-Littleton method) are higher. Nevertheless, the order of magnitude is respected when compared 346 

to DFT: the FPO DFE is the more stable while the FPU has a higher energy. In the following, we chose 347 

to use the Grimes RI model to investigate Cs migration processes from a qualitative point of view due 348 

to its acceptable accuracy and in order to save a lot of computation time. 349 

 350 

3.3.2 Cs and U migration energies in UO2 at 0K using NEB simulations 351 

The migration of Cs and U atoms in UO2 were computed using the CI-NEB method for several sets of 352 

configurations including various point defects. 353 

Uranium dioxide has the fluorite crystalline structure with a lattice parameter equal to 5.47 Å. The 354 

fluorite structure is made of a face-centred cubic U sublattice surrounding a simple cubic O sublattice 355 

which has a periodicity of a0/2. Migration paths of Cs within the fluorite structure are schematized in 356 

Figure 8. 357 

 358 
Figure 8- Migration paths of cesium (yellow) or uranium (blue) along the <100> (red arrow) and <110> 359 

directions (green arrow), towards a uranium vacancy (blue square) in the UO2 oxygen sub-lattice (red circles). 360 

 361 

Table 4 shows the activation energies computed for the migration of a U or Cs atom initially located 362 

into a uranium vacancy and migrating along the <100> or <110> direction as described in Figure 8 (red 363 

and green arrows). Results are compared to DFT based literature data [9]. U or Cs atom migration to a 364 

uranium vacancy is more favourable along the <110> direction than along the <100> one. While 365 

migration energies obtained using the Grimes potentials are, in most cases, slightly overestimated, 366 

they remain in qualitative agreement with DFT results except for the Cs migration along the <100> 367 

direction. It is found to be less favourable than the U migration in the <110> direction in contradiction 368 

with DFT predictions. 369 

 370 
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 371 

 372 

Table 4- Migration energies (eV) of Cs and U through a vacancy mechanism along directions <100> and <110> in 373 

UO2 374 

 U Cs 

Direction of migration <100> <110> <100> <110> 
This work (CI-NEB) with the 

Grimes potential [11] 14.8 7.95 10.53 1.67 

DFT (NEB) from [9]  8.24 5.60 4.6 2.7 
 375 

 376 

CI-NEB calculations were also performed in systems containing a Cs atom and a divacancy (DV) which 377 

is a defect composed of one uranium vacancy and one oxygen vacancy. Eight configurations are 378 

possible to place the oxygen vacancy in one of the summits of the cube hosting the uranium vacancy. 379 

However, according to symmetries, only three DV configurations (DV_1, DV_2 and DV_3) are unique 380 

as illustrated in Figure 9(a). Figure 9(b) presents the energy variation as a function of the normalised 381 

distance between the initial and final states for the three configurations. 382 

 383 
Figure 9- Migration of Cs towards divacancies (DV) (a) Schematic representation of the DV_1, DV_2 and DV_3 384 

configurations in which Cs migration energies were calculated along the <110> direction. For more clarity, only 385 

the vacancies and the Cs atom are depicted in the oxygen sub-lattice (black lines). (b) Energy variation of the 386 

system as a function of the normalized distance between the NEB initial and final states. 387 

 388 

Figure 9(b) displays a symmetric energy landscape for the DV_1 configuration with an activation energy 389 

DE equal to 1.15 eV. For the other configurations DV_2 and DV_3, the final energy of the system is 390 
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higher than the initial one resulting in a backward migration energy lower than in the forward case. 391 

Activation energies are presented in Table 5. 392 

 393 

Table 5- Backward and forward migration energy of Cs along the direction <110> towards divacancies (DV) 394 

 395 

 396 

 397 

 398 

 399 

These results emphasize the influence of the oxygen vacancy location on the Cs migration energy. 400 

Indeed, the migration barrier decreases as the oxygen vacancy get closer to the Cs atom at the saddle 401 

point. The lower activation energy (DE = 1.15 eV) corresponds to the closest position of VO, obtained 402 

for the DV_1 configuration. For the two other configurations, DV_2 and DV_3, as the VO gets further, 403 

the calculated energy increases up to 1.55 eV and 2.11 eV, respectively. 404 

 405 

Finally, we determined the migration energies of a Cs atom originally located in a uranium vacancy 406 

going toward each non-equivalent configuration of a Schottky defect (S1, S2 or S3). Eleven unique 407 

Schottky configurations were determined with S3_1 being the only symmetric configuration. They are 408 

depicted in Figure 10 and the corresponding activation energies are gathered in Table 6. 409 

 DV_1 DV_2 DV_3 

ΔE (eV) 
Backward 1.15 1.55 1.57 

Forward 1.15 1.85 2.11 

Number of equivalent configurations 2 4 2 
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 410 

 411 
Figure 10- Schematic representation of the eleven different Schottky configuration considered to calculate Cs 412 

migration energies, along the <110> direction, in the uranium vacancy of a Schottky defects. For more clarity, 413 

only the vacancies and the Cs atom are depicted in the oxygen sub-lattice (black lines). 414 

 415 

  416 

 417 

Table 6- Forward and backward migration energies of Cs along the direction <110> within different Schottky 418 

defect configurations in UO2 419 

 420 

 421 

The results presented in Table 6 can be grouped within three families. The first one corresponds to 422 

configurations where the Cs atom has to go through the oxygen lattice to reach the uranium vacancy. 423 

 
S1 S2 S3 

S1_1 S1_2 S2_1 S2_2 S2_3 S2_4 S3_1 S3_2 S3_3 S3_4 S3_5 

ΔE 
(eV) 

Backward 1.54 0.74 0.87 1.28 0.78 1.60 0.48 1.43 1.19 1.10 - 

Forward 2.20 1.33 1.26 2.15 1.37 2.23 0.49 2.16 2.34 1.50 - 

Number of 
equivalent config. 

2 2 4 4 2 2 1 2 1 2 4 
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In this case, the Cs forward migration energy ranges between 2.15 and 2.36 eV. The second family 424 

concerns an oxygen vacancy between the Cs atom and the uranium vacancy, at a distance of  𝑎0
2 √3. 425 

For these configurations, the Cs forward migration energy is comprised between 1.26 and 1.50 eV. 426 

Finally, when both oxygen vacancies are close to the Cs atom (S3_1), the migration barrier is very low, 427 

with a value of 0.49 eV. We were not able to determine the Cs barrier migration of the S3_5 428 

configuration due to the unwanted migration of one of the VO, resulting in the formation of a S2_3 429 

Schottky.  430 

 431 

3.3.3 MD simulation of Cs migration at high-temperature 432 

The same initial configurations than for the NEB calculations were chosen to run MD simulations at a 433 

temperature of 2227°C. During the runs, each atom was free to move according to local forces and 434 

thermal fluctuations. However, despite the elevated temperature, uranium atoms and VU created for 435 

each configuration were shown to remain immobile. This behaviour is attributed to the activation 436 

energy (> 7.95 eV as shown in Table 4) which is really high precluding U self-diffusion to happen in our 437 

simulation times. 438 

As a first step, we computed the Cs MSD as a function of time for a Cs atom incorporated into a VU 439 

close to another VU along the direction <110> or along the <100> one. In total, 11 runs were performed 440 

for each direction to obtain statistically meaningful results. An example is displayed in Figure 11(a). We 441 

observe that the value of the Cs MSD oscillates between the Cs initial position (MSD = 0 Å2) and the 442 

position inside the uranium vacancy (MSD value of ~15 Å²). This confirms that a Cs atom jumps 443 

between the two uranium vacancies which are displayed on the right side of the Figure 11. From this 444 

specific simulation, we counted five Cs jumps indicated by blue arrows in Figure 11. 445 

 446 
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Figure 11- Example of a MSD evolution of Cs with time for a temperature of 2227°C. Initially, the Cs atom is 447 

placed in a VU and can diffuse in another VU along the <110> or the <100> direction (positions 1 and 2 shown on 448 

the right side). The arrows indicate the jumps of Cs in the uranium vacancy. To help the interpretation, green 449 

bands indicate the MSD values corresponding to the Cs initial position (MSD = 0 Å²) and the final position (in 450 

VU) of the Cs atom for <110> direction, centred around the theoretical MSD value of ~15 Å² (the square of the 451 

distance between the Cs atom and the VU which is  
𝑎0√2
2

) 452 

 453 

No Cs diffusion along the <100> direction (red curve in Figure 11) was recorded which can be explained 454 

by the high corresponding energy barrier of 10.5 eV. On the contrary, an average performed on the 455 

whole eleven simulations shows 4.7 ± 3.0 Cs jumps along the <110> direction. This indicates that, even 456 

if Cs atoms are mobile in UO2, the Cs diffusion is impeded by the even lower self-diffusion of U as 457 

already discussed in [9,10]. In this case, the frame-by-frame analysis of the simulations allowed us to 458 

highlight an indirect mechanism for the Cs diffusion. The intermediate state corresponds to a Cs 459 

position between two oxygen atoms, at mid-distance of the two VU (see Figure 8). This corresponds to 460 

the saddle point identified in the corresponding CI-NEB calculation. The MD simulations show two 461 

cases when the Cs atom approaches closer to this saddle point. The first one corresponds to a failed 462 

attempt, which results in a sharp peak between a MSD value decreasing from ~15 Å² down to ~7.5 Å² 463 

(Figure 11). In this case, the Cs atom goes back to its departure site. The second one relates to a 464 

successful attempt, which matches with a MSD value changing from ~15 Å² down to ~0 Å². In all our 465 

simulations, the Cs atom jump from VU to another VU implies the formation of an oxygen vacancy 466 

created from one of the two oxygen atoms located near the saddle point. The oxygen atom « kicked 467 

out » in an interstitial position can move afterwards in the lattice. 468 

Cesium MSD was also computed in systems containing either a divacancy or a Schottky defect. 469 

Calculations were made for the three divacancy configurations (DV_1, DV_2 and DV_3) and also for 470 

the S1, S2 and S3 Schottky configurations. In our simulation conditions, oxygen vacancies become 471 

mobile around 1527°C. Thereby, as the temperature increases during the simulations, we 472 

systematically observed a rearrangement of the oxygen atoms in the DV and the Schottky defects that 473 

resulted in the symmetric configurations DV_1 and S3_1, respectively, that are the most favourable 474 

defects as previously calculated by CI-NEB. Averaging the number of Cs atomic jumps in 200 ps, for 475 

each DV simulations, leads to 4.7 ± 3.1 jumps. This value is quasi identical to the result obtained for 476 

the sole uranium vacancy configuration. This is explained by the fact that when the Cs atom goes 477 

through the saddle point, the configuration remains the same. An oxygen vacancy must be created to 478 

allow the Cs jump.  479 
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 480 
Figure 12- (a) Illustration of the two possible cases (namely (1) and (2) on the figure) for the Cs behavior after 481 

S3_1 formation with temperature, the Cs atom either jumps easily in the uranium vacancy or is stabilized at the 482 

center of the tetravacancy thus formed. Caption is identical to previous figures. (b) OVITO visualization of the 483 

trajectory (yellow line) of an atom of Cs (yellow) stabilized in a tetravacancy, jumping continuously between 484 

the two uranium vacancies. 485 

 486 

For the Schottky simulations, we observed two cases. In half of the runs, the Cs atom was stabilized in 487 

the centre of the tetravacancy created by the Cs atom leaving its initial site. Then, an endless back and 488 

forth movement of the Cs atom in each uranium vacancy occurs (Figure 12 (b)). For the other half 489 

simulations, we obtained an average of 11.2 ± 1.8 jumps which agrees with the energy barrier value, 490 

the lowest of all those calculated using the CI-NEB methods.   491 

 492 

 493 

 494 

 495 

4. DISCUSSION 496 

It is quite well-known that Cs forms bubbles at low temperature. At a temperature threshold of 600°C, 497 

Sabathier et al. [31] highlighted the formation of 1.7 nm sized Cs bubbles in UO2 implanted with cesium 498 

at a fluence of 1016 at cm-2. Moreover, bubbles of around 1-2 nm were observed in UO2 implanted with 499 

cesium at a fluence of 1015 at cm-2 after a 1000°C annealing [16]. As long as the trapping into bubble 500 

prevails, no Cs long range diffusion can occur. This is why below 1200°C, the cesium distribution is 501 

unchanged compared to the as-implanted one in our study. Therefore, between 600°C and 1000°C, 502 

cesium migration at short range can only occur to allow Cs bubble nucleation into defects like those 503 

created by implantation. The nucleation centre of these small bubbles is most probably a defect 504 

containing at least a uranium vacancy since Cs incorporation energies into a single uranium vacancy, a 505 

divacancy and a Schottky defect are negative according to DFT calculations [9]. 506 
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At 1200°C, only slight changes appear in the Cs distribution after four hours annealing. However, a 507 

remarkable evolution was observed after twelve hours with the apparition of three peaks. TEM 508 

observations were performed on this latter sample. Nanobubbles of around 1 nm in size were observed 509 

within the first 300 nm from the surface which corresponds to the presence of the implanted cesium 510 

atoms. Three regions were delimited. The first Zone corresponds roughly to the two first peaks 511 

observed by SIMS. A very rough density estimate was calculated for zone 1, yielding an order of 512 

magnitude of 1024 nanobubbles m-3. A similar estimate could not be performed in the other zones. 513 

However, it can be qualitatively estimated that the ~1 nm sized nanobubble density is higher at the 514 

bottom of zone 1 (~60-80 nm from the surface) than in proximity of the surface. In zone 2 and zone 3, 515 

we could observe some bigger bubbles (~5 nm) and some rare faceted bubble of the same size. This 516 

means that some coalescence process has occurred at the place where a maximum of defects and Cs 517 

concentration can be found. These few bubbles show that 1200°C is really a threshold temperature to 518 

start the migration of cesium which can lead to the growth of some bubbles and the disappearance of 519 

smaller bubbles as it was observed at 1600°C in [16]. However, since the Cs peaks position observed 520 

in the SIMS profiles evolves with the annealing time, no diffusion coefficient was calculated at 1200°C.  521 

Nevertheless, these peaks may be the premises of the three contributions distinguished in the Cs 522 

distributions obtained in the 1300-1600°C temperature range. Two of them are explained by the 523 

trapping of cesium atoms into implantation defects and the last one is attributed to Cs diffusion 524 

occurring after thermal resolution process. They were respectively fitted by Gaussian distributions 525 

named G1, G3 and G2. G1 distribution accounts for cesium atoms trapped into bubbles near the 526 

surface (at ~50 nm) where most of point defects are created by the implantation process. These 527 

bubbles have grown from spherical to bigger faceted bubbles through an Ostwald mechanism as 528 

explained in ref. [16]. Faceted bubbles growth is certainly favoured by the surface proximity: the flux 529 

of vacancies brought by the surface at high temperature may form clusters of defects able to stabilize 530 

these bubbles. This is consistent with Murphy et al. [32] MD simulations, which have shown that xenon 531 

was particularly stable in nanovoids formed by several Schottky defects. However, the growth of these 532 

faceted bubbles seems to be limited. At 1300°C, no Cs release was observed, which means that Cs 533 

diffusion towards the surface (in the long range) is not effective due to the trapping of Cs into bubbles 534 

at ~50 nm from the surface. On the contrary, important releases were observed at 1400°C and 1600°C 535 

(35 to 50%) and the accumulation peak was significantly lower. Thus, as the temperature increases, 536 

the equilibrium between long-range diffusion and trapping mechanisms changes: above 1300°C, the 537 

diffusion process is favoured over the trapping, when maximum size and/or density of faceted bubbles 538 

is reached. G3 distribution is also attributed to a trapping of cesium atoms into implantation induced 539 

defects. At depths greater than 50 nm, TEM analysis did not show any Cs bubble [16]. As the Cs 540 

solubility limit in UO2 (around ~0.01 at.% at 1700°C according to [33]) is exceeded in this second 541 
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distribution, this would suggest a competition between thermal resolution process, diffusion and 542 

trapping of the Cs atoms. Our MD simulations show that at high temperature, the Cs atoms can easily 543 

jump from a uranium vacancy to another type of defect containing a uranium vacancy, with the 544 

exception of the tetravacancy. Since there are no vacancy sources available nearby as opposed to the 545 

trapping contribution of G1, no bigger defects can form to stabilize the Cs bubbles. We thus 546 

hypothesise that only small clusters of cesium and vacancies are created limiting thereafter the Cs 547 

diffusion. Finally, the G2 distribution corresponds to Cs diffusion towards the bulk material, in a region 548 

where the Cs concentration is around the solubility limit. This region is free from point defects but 549 

contains some dislocation loops created by the implantation collision cascades [16]. To further 550 

understand the effect of defects on the Cs migration in UO2, some activation energies found in the 551 

literature for different conditions of irradiation and temperature are reported in Table 7. 552 

 553 

 554 

Table 7- Comparison of the pre-exponential factors (D0) and activation energies (Ea) of Cs diffusion in UO2 fuel 555 

available in the literature compared to our value (bold) 556 

Sample history T (°C) Do (cm² s-1) Ea (eV) Ref. 
Post-irradiation annealing 

BU: 47 GW.d.tU
-1 

1500 - 2500 2.1 10-8 1.6 [34] 

UO2 implanted with at 1015 at cm-2 
and annealed 

1300 - 1600 5.6 10-9 1.8 This work 

Post-irradiation annealing 
38 < BU < 44 GW.d.tU

-1 
1200 - 2200 7.6 10-3 3.2 [35] 

Post-irradiation annealing 
10 < BU < 30 GW.d.tU

-1 
1200 - 2200 2.0 10-3 4.2 [35] 

Post-irradiation annealing 
Slightly irradiated UO2 (~1 ppb of 

Cs) 

1450 - 1750 3.4 10-2 4.3 [8] 

 557 

Table 7 displays a wide range of activation energies values, from 1.6 eV to 4.3 eV, which implies 558 

different Cs migration mechanisms (assuming no deviation of the stoichiometry). First, we will consider 559 

the experiment of Prussin et al. with only 1 ppb of cesium in a very slightly irradiated UO2 sample [8]. 560 

Almost no irradiation induced defects are produced. The formation of uranium vacancies is only 561 

activated by the temperature (between 1450 and 1750°C) during each annealing. Therefore, only a 562 

small fraction of vacancies is available for Cs diffusion and the uranium diffusion is the limiting process. 563 

This corresponds to our MD simulations where no jumping of uranium atoms occurred, preventing Cs 564 

from diffusing, despite its ability to jump between uranium vacancies. The activation energy calculated 565 

by DFT for the diffusion of a uranium atom towards an uranium vacancy is 5.6 eV [9]. This value is 566 

close, even if slightly higher, to the one found by Prussin et al. (4.3 eV) [8] and the one found by 567 
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Osborne et al. (4.2 eV) [35] for irradiation experiments done at low burnup (maximum value of 568 

30 GW.d.tU-1).  569 

On the contrary, Kudo et al. [34] measured a low activation energy of 1.6 eV in a highly damaged UO2 570 

sample indicating that uranium diffusion is no more the limiting step for the Cs diffusion because of 571 

the presence of a high concentration of defects. Similarly, we obtained a low value (1.8 eV) because of 572 

the annealing of extended defects created during the implantation process, thus creating a flux of point 573 

defects, especially vacancies enhancing the Cs diffusion.  574 

Besides, our MD simulations outline the role of oxygen atoms on Cs diffusion in UO2, which can be 575 

considered as a Cs diffusion mechanism assisted by oxygen vacancies. Indeed, MSD calculations always 576 

resulted in an oxygen migration enhanced by the presence of the cesium atom, independently of the 577 

initial configuration. Considering the particular case of the Schottky defect, regardless of the initial 578 

Schottky type, it invariably results in the symmetric configuration (S3_1) where the two oxygen 579 

vacancies are between the Cs atom and the VU. If the Cs atom (initially in VU) migrates at the centre of 580 

the defect, it forms a tetravacancy, where it can be stabilised. However, CI-NEB calculation in this 581 

configuration resulted in a particularly low value for Cs internal migration (~0.5 eV). Thus, if we 582 

consider formation of others vacancies close to the tetravacancy, this could lead to an enhanced 583 

diffusion process. Then, the Cs atomic diffusion would only rely on oxygen vacancy diffusion between 584 

the different uranium vacancies. 585 

Concerning divacancies, they behave similarly to the Schottky defects, ending up each time in the 586 

symmetric configurations (DV_1). For initial configurations where there is only one VU in the system, 587 

an oxygen vacancy is created by oxygen migration following the Cs atom attempts to jump as 588 

illustrated in Figure 13. Hence, the most probable migration path for the Cs atom seems to be through 589 

a sole oxygen vacancy. The corresponding barrier migration energy calculated by CI-NEB is around 590 

1.2 eV, which is of the same order of magnitude than in our experiment. Of course, the Grimes 591 

interatomic potentials have been found to underestimate the Cs diffusion into VU in comparison with 592 

the DFT value. However, this mechanism with the oxygen vacancy should have a lower activation 593 

energy in DFT than the one with only the uranium vacancy which would be closer to the values found 594 

by the different experiments. 595 
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 596 
Figure 13- Illustration of the Cs migration assisted by one oxygen vacancy between two uranium vacancies in 597 

direction <110>. For initial configuration without a VO initially present, the Cs jump requires that an oxygen atom 598 

leave, otherwise the attempt to reach the VU fail. Caption is identical to previous figures 599 

 600 

Finally, to be able to observe (by MD simulations) Cs diffusion through the UO2 crystal, several uranium 601 

vacancies should be initially placed in the system to allow the Cs atom to diffuse through this 602 

predefined path. Such calculations are not advised, as they would generate too many additional 603 

charges in a system that is rather small (1500 atoms) in the first place. Another solution would be to 604 

develop Cs interactions with U and O with a potential such as the SMTB-Q potential that is already 605 

available to efficiently describe U and O interactions in an effective manner [27,36,37]. 606 

 607 

 608 

5. CONCLUSION 609 

The aim of this paper was to investigate the Cs migration in UO2 to obtain a better understanding of 610 

its behaviour in the fuel, especially under accidental conditions at high temperature. SIMS experiments 611 

highlighted the complex behaviour of cesium between 1000°C and 1600°C. This behaviour is the 612 

consequence of the competition between several mechanisms, each one prevailing at different 613 

temperatures. At relatively “low” temperatures up to 1000°C, Cs mainly forms nanometric bubbles 614 

which results in no apparent diffusion within the timescale of the laboratory. 1200°C seems to be a 615 

threshold temperature at which the motion of the cesium atoms and the subsequent untrapping 616 

process occur. This mainly indicates a thermal resolution mechanism which allows Cs atoms to migrate 617 

at short distances. Between 1300°C and 1600°C, Cs bubbles exist only in a very limited zone near the 618 
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surface. Elsewhere, thermal resolution prevails allowing Cs atoms to diffuse. We established a model 619 

to estimate apparent Cs diffusion coefficients from the depth profiles and we determined an activation 620 

energy of 1.8 eV which is one of the smallest compared to the literature data. The atomistic simulations 621 

show that this low value is due to the Cs atoms jumping towards defects containing a uranium vacancy 622 

without being limited by the uranium diffusion. This is the case in our experiments, where high 623 

concentration of vacancies is created by the annealing of the extended defects (mainly interstitial 624 

dislocation loops) formed during the implantation process. The combination of CI-NEB and MD 625 

simulations show that the most probable process to explain Cs atomic diffusion is through a U-O 626 

divacancy. Two configurations were identified at the saddle point. If an oxygen vacancy exists, the 627 

cesium atom can go through it freely. Otherwise, an oxygen vacancy is always created before allowing 628 

the Cs migration. 629 

 630 
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