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Abstract

In this paper, we introduce an event-triggered control method that relies on contraction analysis. Contraction analysis considers stability with respect to a nominal trajectory rather than an equilibrium point. If two neighboring trajectories of a system are located in a contraction region, they will tend to each other and to a nominal trajectory. In the event-triggered control algorithm that we introduce, we suggest to update the control law whenever the system trajectory is about to leave the contraction region. We show that such a scheduling of the control law guarantees system stability, and we show that a minimum inter-event time exists between consecutive updates of the control law. We also show how to place the system trajectory in a contraction region and discuss the conditions of existence of the required transformation to perform that.

1 Introduction

In most nowadays industrial applications, the information is collected from or sent to the plant via a network. Data travels through the network from the CPU to the plant, carrying the control signal, and from the sensors that measure plant output back to the CPU. In classical control theory, data transfer is carried out at a fixed rate. The transmission frequency is established by the Shannon–Nyquist theorem, and is generally set to a high value so as to remain close to the continuous shape of physical signals. If the CPU is in charge of a large number of plants, as is often the case, transmitting a large quantity of data at a very high rate can saturate the communications channels and induce packet losses with fatal consequences on the controlled plants.

Event-triggered control offers the possibility to reduce the communications between the CPU and the plant by sending a new value of the control
law only if necessary. The procedure consists in first establishing a performance condition that the system has to respect, and the data collected by the sensors is used to compare the response of the system to the desired performance. If the response of the system falls within the range of acceptable performance, the control law is kept constant. If, on the contrary, the response of the systems violates the performance conditions, the CPU updates the control law and sends it to the plant.

The difficulty of event-triggered control resides in finding the appropriate performance measures, also called event-triggering conditions. By scheduling the control law according to these conditions, the system has to remain stable, while the communications between the controller and the plant have to be significantly reduced to see the benefits of this form of control. The task is even more complicated if the plant dynamics is nonlinear, in which case it is hard to find a set of performance measures that can be generalized to all systems as the structures of these systems can be disparate from one plant to another. Most of the methods found in the literature construct the event-triggering conditions on either the error between the current state and the state at the instant of the last event [10], or based on a Lyapunov function of the system [11], [6], [8], or both [7].

Both types of methods, however, present disadvantages. Methods based on the error produce a large number of events, as the error has to be kept small enough. Lyapunov methods help counter this problem but are difficult to generalize to nonlinear systems, for which, unlike for linear systems, no generic structure exists for Lyapunov functions. Therefore, these algorithms are hard to generalize to deal with nonlinear situations, and are challenging to parameterize.

In this work, instead of using the classical Lyapunov theory, we propose to apply a contraction analysis approach [3, 4, 2]. We first consider the stabilization of a linear time varying system. A feature of contraction theory allows to transform a Linear Time Varying (LTV) system into a Linear Time Invariant (LTI) system, and then to apply standard Lyapunov theory. The event-triggered stability condition is defined on this form, and then is translated to the original variables. We can then extend the proposed approach to control a certain class of affine nonlinear systems, through a local in time linearization.

In Section 2 we recall how to design state feedback gains that ensure the contraction property in the context of linear time varying systems. Section 3 is devoted to the definition of the proposed event-triggering condition. We show that it leads to a stable and Zeno phenomenon free event-controlled system. The specific case of two-dimensional systems is addressed in Section 4, where we give the explicit form of all the matrices involved in the control design step and two case studies are considered. In each case the
continuous and event-triggered situations are compared. We extend the proposed approach to nonlinear systems and illustrate with a two-dimensional example.

2 Controlling Linear Time Varying systems via Contraction Analysis

We consider the stabilization of a LTV system

\[
\dot{x}(t) = A(t)x(t) + B(t)u(t), \quad t > 0 \tag{1}
\]

\[
x(0) = x_0 \in \mathbb{R}^n,
\]

with a state feedback control law defined by

\[
u(t) = K(t)x(t). \tag{2}
\]

We suppose that \(x(t) \in \mathbb{R}^n\) and \(u(t) \in \mathbb{R}\) for all \(t > 0\). Hence \(A(t) \in \mathcal{M}_{n,n}(\mathbb{R}), B(t) \in \mathcal{M}_{n,1}(\mathbb{R}), \) and \(K(t) \in \mathcal{M}_{1,n}(\mathbb{R})\).

**Notation.** We denote by \(\lambda_M\) and \(\Lambda_M\) the smallest and greatest (real) eigenvalues of a symmetric definite positive matrix \(M\).

2.1 Towards a Linear Time Invariant system

If we apply to system (1)-(2) a time-dependent change of coordinate \(z(t) = \Theta(t)x(t)\), we can compute the time evolution of \(z(t)\):

\[
\dot{z}(t) = \dot{\Theta}(t)x(t) + \Theta(t)\dot{x}(t)
\]

\[
= \dot{\Theta}(t)x(t) + \Theta(t)(A(t)x(t) + B(t)K(t)x(t))
\]

\[
= \left(\dot{\Theta}(t) + \Theta(t)(A(t) + B(t)K(t))\right)\Theta^{-1}(t)z(t).
\]

We want to choose \(\Theta(t)\) and \(K(t)\) such that this system governing the time evolution of \(z(t)\) is time-invariant and stable. More precisely, we would like to simply have

\[
\dot{z}(t) = Fz(t), \tag{3}
\]

where \(F\) is a constant Frobenius companion matrix:

\[
F = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
-\hat{f}_1 & -\hat{f}_2 & -\hat{f}_3 & \ldots & -\hat{f}_n
\end{pmatrix}
\]

This means that \(\Theta(t)\) should be solution to

\[
F\Theta(t) = \dot{\Theta}(t) + \Theta(t)\left(A(t) + B(t)K(t)\right). \tag{4}
\]

There are potentially many solutions to Equation (4) and we make below specific choices.
2.2 Constructing the change of variable

The choice of a Frobenius matrix for $F$ implies that, denoting $\theta_j$ the $j$th row in $\Theta$ and $f = (f_1, \ldots, f_n)$, we can simply write (4) as

$$
\dot{\theta}_j(t) + \theta_j(t)(A(t) + B(t)K(t)) = \theta_{j+1}(t), \quad j = 1, \ldots, n-1,
$$

$$
\dot{\theta}_n(t) + \theta_n(t)(A(t) + B(t)K(t)) = -f\Theta(t),
$$

We moreover want the change of variable $\Theta(t)$ not to depend on the control. To this aim we prescribe

$$
\Theta(t)B(t) = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ d(t) \end{pmatrix} \equiv D(t)
$$

and we therefore have to solve

$$
\dot{\theta}_j(t) + \theta_j(t)A(t) = \theta_{j+1}(t), \quad j = 1, \ldots, n-1, \quad (5)
$$

$$
\dot{\theta}_n(t) + \theta_n(t)A(t) + d(t)K(t) = -f\Theta(t), \quad (6)
$$

Then (5) allows to construct by induction all the rows given $\theta_1$, and (6) yields the feedback gain matrix $K(t)$:

$$
K(t) = -\frac{f\Theta(t) + \dot{\theta}_n(t) + \theta_n(t)A(t)}{d(t)}. \quad (7)
$$

Now we want to find convenient $\theta_1(t)$ and $d(t)$, and find a condition under which we can ensure that $d(t) \neq 0$. To accomplish this, we multiply equations (5) and (6) by $B(t)$ and define the Lie derivatives

$$
L^j B(t) = A(t)L^{j-1}B(t) - \frac{d}{dt} (L^{j-1}B(t)).
$$

This yields respectively

$$
\theta_1(t)L^jB(t) = 0, \quad j = 0, \ldots, n-2,
$$

$$
\theta_1(t)L^{n-1}B(t) = d(t).
$$

The details can be found in Appendix A. The $L^j B(t)$ are column vectors, and we gather then in a matrix $\mathcal{B}(t) \in \mathcal{M}_{n,n}(\mathbb{R})$ and the previous conditions are cast as

$$
\mathcal{B}(t)^T \theta_1(t)^T = D(t). \quad (8)
$$

If $\det \mathcal{B}(t) \neq 0$, this system admits a unique solution $\theta_1(t)$. Else we should choose $\theta_1(t) \in \text{Ker}(\mathcal{B}(t)^T)$. It is worth pointing out that, in any case, $D(t)$ and $\det \mathcal{B}(t)$ vanish simultaneously. A way to ensure this is to choose $d(t) = \det \mathcal{B}(t)$. The condition to be able to define the feedback gain matrix
$K(t)$ with this procedure is that $\det B(t) \neq 0$. This is exactly the classical condition for the controllability of a LTV system [9].

Besides the computation of $L^{n-1}B(t)$, and therefore $\theta_1(t)$, involves derivatives of $B$ up to order $n - 1$ and $A$ up to order $n - 2$. Then we reconstruct the remaining lines in $\Theta(t)$ using equation (5) $n - 1$ times. Hence, in the general case, $\Theta(t)$ can involve derivatives of $B$ up to order $2n - 2$ and $A$ up to order $2n - 3$.

**Condition 1.**

(a) To be able to define the state feedback gain by the analysis above, we need that $\det B(t) \neq 0$ for all times $t$.

(b) For $\Theta$ to be continuous with respect to time, we need $B$ to be $C^{2n-2}(\mathbb{R}^+)$ and $A$ to be $C^{2n-3}(\mathbb{R}^+)$. 

### 2.3 Continuous stability issues

**Lemma 1.** If $F$ is Hurwitz, system (3) is asymptotically stable.

This result is classical in the case of linear systems. We can be more precise, namely for any symmetric positive definite matrix $Q$, there exists a unique symmetric positive definite matrix $P$, such that $F^TP + PF = -Q$ and a Lyapunov function $V(z) = z^TPz$ such that

$$\frac{d}{dt}(z^T(t)Pz(t)) \leq -z^T(t)Qz(t).$$

From the eigenvalues of $P$ and $Q$, we can deduce that

$$\frac{d}{dt}(z^T(t)Pz(t)) \leq -\frac{\lambda_Q}{\Lambda_P}z^T(t)Pz(t). \quad \text{(9)}$$

We will denote $\zeta = \lambda_Q/\Lambda_P$ in the sequel. We can transpose (9) into the original domain defining $N(t) = \Theta(t)^TP\Theta(t)$, and the $N(t)$-norm defined by $\|x\|_{N(t)}^2 = x^TN(t)x$:

$$\frac{d}{dt}\|x(t)\|_{N(t)}^2 \leq -\zeta\|x(t)\|_{N(t)}^2. \quad \text{(10)}$$

**Remark 1.** Although $\zeta$ is a constant coefficient, we cannot immediately deduce global asymptotic stability from Equation (10) because the norm is changing over time.

**Theorem 1.** Under Conditions 1 (a) and (b) and if $e^{-\zeta t}/\lambda_{N(t)} \to 0$ as $t \to +\infty$ the solution to (1) is asymptotically stable.
Proof. If \( \det \Theta(t) \neq 0 \), then \( N(t) \) is a symmetric definite positive matrix. We can estimate the \( N(t) \)-norm from below by

\[
\|x\|^2_{N(t)} \geq \lambda_{N(t)} x^T x.
\]

Under Condition 1 (a) and (b) on a time interval \([0, T]\) on which \( \det \Theta(t) \neq 0 \), \( \lambda_{N(t)} \) is a continuous function and its minimum over the interval is \( \nu_T > 0 \). This together with the inequality (10) leads to the estimate

\[
\nu_T x^T x \leq \lambda_{N(t)} x^T x \leq \|x(t)\|^2_{N(t)} \leq \|x(0)\|^2_{N(0)} e^{-\zeta t}. \quad (11)
\]

If \( e^{-\zeta t}/\lambda_{N(t)} \to 0 \) as \( t \to +\infty \), we can conclude that the system is asymptotically stable. This is in particular true, if we can bound \( \lambda_{N(t)} \) from below on \([0, +\infty[\) : \( \lambda_{N(t)} \geq \nu_{\min} > 0 \). \( \square \)

3 Event-triggered Control

3.1 Definition of triggering conditions

In event-triggered control, the control is updated only when an event occurs. Between two events the control is kept constant. Let \( \tau_k, k \in \mathbb{N} \), be the sequence of successive event times. Equation (1) is replaced by

\[
\dot{x}(t) = A(t)x(t) + B(t)u_k, \quad \tau_k \leq t < \tau_{k+1} \quad (12)
\]

with a piecewise constant state feedback control law \( u_k = K(\tau_k)x(\tau_k) \).

We consider two event-triggering strategies for which the triggering times are defined by induction.

3.1.1 Triggering condition based on (10)

Although estimate (10) is not a sharp one, since the control is an approximate control, we cannot expect to have \( \frac{d}{dt}\|x(t)\|^2_{N(t)} \leq -\zeta \|x(t)\|^2_{N(t)} \). We therefore choose a parameter \( 0 \leq \alpha < \zeta \) and the condition

\[
\frac{d}{dt}\|x(t)\|^2_{N(t)} \leq -\alpha \|x(t)\|^2_{N(t)} \quad (13)
\]

is less restricting. Capturing times when the condition (13) is violated yield the triggering times.

Strategy 1 (Decreasing norm). The control law is updated at times \( \tau_k \) such that

\[
\tau_{k+1} = \inf \left\{ t > \tau_k \left| \frac{d}{dt}\|x(t)\|^2_{N(t)} \geq -\alpha \|x(t)\|^2_{N(t)} \right. \right\}.
\]

We notice that the choice of \( \alpha = 0 \) in Strategy 1 only amounts at imposing that \( \|x(t)\|_{N(t)} \) is decreasing.
3.1.2 Triggering condition based on (11)

Another strategy is the one used in [12]. It is based on estimate (11) and we choose to update the control when this estimate is violated.

**Strategy 2** (Exponential decay). The control law is updated at times $\tau_k$ such that

$$
\tau_{k+1} = \inf \left\{ t > \tau_k \left| \|x(t)\|^2_{N(t)} \geq \|x(0)\|^2_{N(0)} e^{-\zeta t} \right. \right\}.
$$

An event-triggering strategy is relevant if it leads to a stable controlled system, and if a minimum inter-event time is guaranteed, ensuring that there is no Zeno phenomenon. We discuss these two issues in the following paragraphs.

3.2 Stability

**Theorem 2.** Under Strategies 1 or 2 and for the state feedback gain defined by (7), system (12) is asymptotically stable.

**Proof.** The proof needs no specific knowledge on the system itself apart from the fact that it is possible to construct a feedback matrix $K(t)$ and definite positive matrices $N(t)$ for all times.

- $t = \tau_k$
  When the control is updated, the time derivative of the state vector is exactly
  $$
  \dot{x}(t) = (A(t) + B(t)K(t))x(t)
  $$
  and the computations of Section 2 allow to state that
  $$
  \frac{d}{dt} \|x(t)\|^2_{N(t)} \leq -\zeta \|x(t)\|^2_{N(t)} < -\alpha \|x(t)\|^2_{N(t)}.
  $$

- $t \in (\tau_k, \tau_{k+1})$ for Strategy 1
  Since no event is triggered between times $\tau_k$ and $\tau_{k+1}$, this means that the condition for event-triggering is never fulfilled and
  $$
  \frac{d}{dt} \|x(t)\|^2_{N(t)} < -\alpha \|x(t)\|^2_{N(t)}, \quad \forall t \in (\tau_k, \tau_{k+1}).
  $$
  For $\alpha \geq 0$ this means that the quantity $\|x(t)\|_{N(t)}$ is decreasing. More precisely for all $t \in (\tau_k, \tau_{k+1})$
  $$
  \|x(t)\|^2_{N(t)} \leq \|x(\tau_k)\|^2_{N(\tau_k)} e^{-\alpha(t-\tau_k)}.
  $$

- $t \in (\tau_k, \tau_{k+1})$ for Strategy 2
  Since no event is triggered between times $\tau_k$ and $\tau_{k+1}$, this means that the condition for event-triggering is never fulfilled and
  $$
  \|x(t)\|^2_{N(t)} \leq \|x(0)\|^2_{N(0)} e^{-\zeta t}.
  $$
  Under the same conditions as for Theorem 1, $\|x(t)\|$ tends to zero as times goes to infinity.

$\square$
3.3 Minimum inter-event time

To prove that there exists a minimum inter-event time, we can refer to existing literature. Indeed Strategies 1 and 2 respectively also correspond to the triggering conditions

\[
\tau_{k+1} = \inf \left\{ t > \tau_k \mid \frac{d}{dt} \|x(t)\|_{N(t)}^2 \geq -\alpha \|x(t)\|_{N(t)}^2 \right\},
\]

and

\[
\tau_{k+1} = \inf \left\{ t > \tau_k \mid \|x(t)\|_{N(t)}^2 \geq \|x(t)\|_{N(t)}^2 e^{-\zeta t} \right\}.
\]

These event based strategies have been studied in [8] and [12]. Moreover in [12] it is shown that it is better to start with Strategy 2 and then adopt Strategy 1 with \(\alpha = 0\) once \(\|x\|_{N(t)}\) is below some threshold.

4 Examples in the two-dimensional case

4.1 Computation of the feedback matrix

The derivation of the state feedback matrix in the two-dimensional case is detailed in Appendix B.1. Under the assumption \(d \neq 0\), we obtain for \(\theta_1\) a vector which does not dependent on \(A\) and is orthogonal to \(B\), namely \(\theta_1 = (-b_2, b_1)\). In the next example, we will always consider that the control is simply added to the second equation, which corresponds to \(B(t) \equiv (0 \ 1)^T\). In this very specific case \(\det B(t) = -a_{12}(t)\), which yields a simple characterization of the ability to construct a change of variable for all \(t\) and a feedback matrix \(K(t)\).

We will also use for \(F\) the matrix

\[
F = \begin{pmatrix} 0 & 1 \\ -6 & -5 \end{pmatrix}
\]

which eigenvalues are \(-2\) and \(-3\). The optimum value for \(\zeta = \lambda_Q/\lambda_P\) is obtained when \(Q\) is proportional to the identity matrix. In this case, for \(Q = qI\), the solution to the Lyapunov equation \(F^T P + PF = -Q\) is given by

\[
P = \frac{q}{2f_1f_2} \begin{pmatrix} f_1(f_1 + 1) + f_2^2 & f_2 \\ f_2 & f_1 + 1 \end{pmatrix}.
\]

Here we choose \(Q = 3I\) and

\[
P = \frac{1}{10} \begin{pmatrix} 67 & 5 \\ 5 & 7 \end{pmatrix}.
\]

Since \(\det(P) = 4.44\), we will simply have \(\det N(t) = 4.44 \det^2 \Theta(t)\). We also compute \(\zeta \approx 0.89\).
For each example, we can compare numerical simulations of the continuous control and event-triggered controls. For continuous control, a sufficiently fine time-step is considered to mimic continuity. Since the equations we consider are not very stiff, we use a simple explicit Euler scheme for the computations.

In event-triggered control, there are many ways to parametrize the algorithm. The choice of the time-step would be important for applications. It is the frequency at which we consider updating the control. Since we want a few updates, having a relatively large time-step is an option, but this means missing the exact event times at this scale also. Since we use an Euler scheme, the control is computed using the previous state, and the system can violate the constraints for the duration of a time-step, which can be harmful to the operation of the system, but can also be an advantage as we will see in examples. The two event-triggering strategies are compared, and in the first strategy three different values of $\alpha$ are used, namely $\alpha = 0$, $\alpha = \zeta/2$, and $\alpha = \zeta$.

**Remark 2.** The matrix $F$ we have chosen here has the particularity to have real negative eigenvalues. So an alternate construction of the Lyapunov function could have been to set $V(z) = z^T C^T C z$, where $C$ is a change-of-basis matrix. This is detailed in Appendix B.2. In our example it yields better results since the decreasing rate $\zeta$ is bigger. But since it is not possible to extend this to more general matrices, we have chosen the general approach of the Lyapunov equation in this paper.

### 4.2 Numerical implementation

To discretize the equations we use a simple Euler scheme. More elaborate, and in particular implicit methods would be a bit tricky to extend to the event-based context, since we would have to predict future events. Besides addressing stiff problems is not the purpose of the present paper.

Given a time step $\delta t$, we compute the state and control at times $t_i = i\delta t$. In the continuous control case we compute

$$x_{i+1} = x_i + \delta t(A(t_i) + B(t_i)K(t_i))x_i.$$

In the event-based case, the event triggering condition is computed at time $t_i$, for Strategy 1

$$\left\| x_i \right\|_{N(t_i)}^2 - \left\| x_{i-1} \right\|_{N(t_i-1)}^2 \geq -\alpha \left\| x_i \right\|_{N(t_i)}^2,$$

and for Strategy 2

$$\left\| x_i \right\|_{N(t_i)}^2 \geq \left\| x_0 \right\|_{N(0)}^2 e^{-\zeta t_i}.$$

If a new event is triggered, the control is updated as $\bar{u} = K(t_i)x_i$ and $x_{i+1}$ is computed as

$$x_{i+1} = x_i + \delta t (A(t_i)x_i + B(t_i)\bar{u}).$$
There are two parameters that can be tuned to perform the numerical simulations: the $\alpha$ if Strategy 1 is chosen which is in the range $[0, \zeta]$, and the time step $\delta t$.

### 4.3 A first example — polynomial matrix

As a first example, we study

\[
\begin{align*}
\dot{x}_1(t) &= tx_1(t) + x_2(t), \\
\dot{x}_2(t) &= t^2 x_2(t) + u(t),
\end{align*}
\]

where the associated matrix $A(t)$ is polynomial in the time variable and for which $d(t) = -1 \neq 0$ for all time, and we can derive

\[
\begin{pmatrix} \Theta(t) & K(t) \end{pmatrix} = \begin{pmatrix} -1 & 0 \\ -t & -1 \end{pmatrix}, \quad K(t) = -\begin{pmatrix} 7 + 5t + t^2 & 5 + t + t^2 \end{pmatrix}.
\]

The norm matrix in the original domain is

\[
N(t) = \frac{1}{10} \begin{pmatrix} 67 + 10t + 7t^2 & 5 + 7t \\ 5 + 7t & 7 \end{pmatrix}.
\]

![Continuous and event-triggered controls comparison](image)

Figure 1: Polynomial matrix case: Comparison of continuous (left) and event-triggered ($\alpha = \zeta$, right) controls for $x_0 = (1.5)^T$ and for $\delta t = 10^{-4}$.

On Figure 1, we compare a continuous control and event-triggered control for $\alpha = \zeta$ on this test-case for a fine time-step $\delta t = 10^{-4}$. For each type of control we plot the time evolution of $x_1$ and $x_2$ (top left) and observe that both strategies do indeed succeed in stabilizing the trajectory. We also plot the control $u$ (top right), the usual Euclidian norm of $x$ (bottom left) and its $N(t)$-norm (bottom right).

On Figure 2 the number of updates with respect to the time step for the two event-triggering strategies and various values of $\alpha$. We observe that for Strategy
1 the number of updates stabilize to some limit value as $\delta t$ becomes small, which is the theoretical number of updates needed (on the considered time interval $[0, 10]$) for the continuous equation. This means that for these values of the time-step the numerical discretization has more or less no impact on the control updates. Strategy 2 based on the exponential decay leads to much larger values of the number of updates.

For large time steps, we see that the event-triggered method yields a low number of updates which is very close for all values of $\alpha$ except when $\alpha$ is too close to $\zeta$. This is explained by the fact that event are not captured precisely enough for large time steps.

![Graph](image1.png)

Figure 2: Polynomial matrix case: Number of updates with respect to the time-step, total value (left), percentage of the discretization times (right).

Now we may want to know whether the updates occur regularly over time. This is indeed the case since there is no plateau in the cumulative values of the updates displayed on Figure 3. However, when the time-step becomes small, the number of updates is more than linear (quadratic on this example), which may alter the performances of the algorithm.

![Graph](image2.png)

Figure 3: Polynomial matrix case: Cumulative values of the number of updates for large ($\delta t = 10^{-1}$, left) and small ($\delta t = 10^{-4}$, right) time-steps.
4.4 A degenerate example — rotating matrix case

Let us now consider

\[
\begin{align*}
\dot{x}_1(t) &= \cos t \, x_1(t) + \sin t \, x_2(t), \\
\dot{x}_2(t) &= -\sin t \, x_1(t) + \cos t \, x_2(t) + u(t),
\end{align*}
\]

Here \( A(t) \) is a rotation matrix, which certainly will involve regular updates of the control, and the case is degenerate since \( d(t) = -\sin t \) which vanishes for \( t = k\pi, \, k \in \mathbb{N} \). However we can compute

\[
\Theta(t) = \begin{pmatrix} -1 & 0 \\ -\cos t & -\sin t \end{pmatrix},
\]

and for \( t \neq k\pi \),

\[
K(t) = \begin{pmatrix} -f_1 + f_2 \cos t - \sin t + \cos^2 t - \sin^2 t & -f_2 \sin t + \cos t + 2 \cos t \sin t \\ \sin t & \sin t \end{pmatrix},
\]

\[
N(t) = \begin{pmatrix} 67 + 10 \cos t + 7 \cos^2 t & (5 + 7 \cos t) \sin t \\ (5 + 7 \cos t) \sin t & 7 \sin^2 t \end{pmatrix}
\]

and \( \det N(t) = 4.44 \sin^2 t \) which is not bounded from below, even on finite-length time intervals. This example therefore does not fulfill the conditions for the construction of the contraction method. We can however perform some numerical simulations, taking a time-step which avoids carefully times \( t = k\pi \) (and a special treatment of \( t = 0 \)). If the time step is relatively fine, the method leads to very large values on the controls as well as strong deviations in the trajectory, as displayed on Figure 4 for \( \delta t = 10^{-4} \).

Figure 4: Rotating matrix case: Comparison of continuous and event-triggered controls for \( \alpha = \zeta \) and \( \delta t = 10^{-4} \).

The goal of event-triggered control being to sample less often, what does happen if a relatively large time step is taken? This is illustrated on Figure 5 for \( \delta t = 10^{-2} \). The deviation of the system is smaller (\( \|x\| \approx 60 \) vs. \( \approx 1000 \)).
Figure 5: Rotating matrix case: Event-triggered controls for \( \alpha = \zeta \) and a large time-step \( \delta t = 10^{-2} \).

for \( \delta t = 10^{-4} \) and the control still takes large values near the two first singularities, but they are much smaller than for a smaller time step.

The event-triggering strategies can also be compared for this example and lead to a different conclusion from the previous example as can be see on Figure 6. Indeed the number of updates does not seem to converge to a finite value as \( \delta t \) goes to zero. It seems on this specific example to be of order \( \delta t^{-1/2} \) for all admissible values of \( \zeta \).

Figure 6: Rotating matrix case: Number of updates with respect to the time-step.

If we compare on Figure 7 the update times for Strategy 1 and \( \alpha = \zeta \) and for small and large values of the time step, we first see that for a large time step, the updates occur relatively regularly in time. This can be explained by the fact that the matrix \( A(t) \) is a rotation matrix, and the change of variable \( \Theta(t) \) to a fixed basis has to be updated regularly. When the time step is smaller, besides these regular updates, there are successive updates in the vicinity of the degeneracies, which degrades the performances of the event-triggered approach in terms of reduction of the number of updates.
5 Extension to nonlinear systems

We now consider the stabilization of control affine nonlinear systems

\[ \dot{x}(t) = F(t, x(t)) + B(t)u(t), \quad t > 0 \quad (14) \]
\[ x(0) = x_0 \in \mathbb{R}^n, \]

with a state feedback control law \( u(t) = K(t, x(t))x(t) \), and where \( F : \mathbb{R} \times \mathbb{R}^n \)

is supposed to be differentiable with respect to its second variable. Locally

in time, the system can be linearized as

\[ \dot{y}(t) = \nabla_x F(t, x(t))y(t) + B(t)u(t), \]

and denoting \( A(t) \equiv \nabla_x F(t, x(t)) \in M_{n,n}(\mathbb{R}) \), this casts the system at time

\( t \) in the same form as (1). From matrices \( A(t) \) and \( B(t) \), we can derive the

feedback matrix as in Section 2, and the construction of matrices \( \Theta(t) \) and

\( K \) follow the same scheme.

For the numerical illustration, we consider the following two-state, control

affine nonlinear system, with one input and one output [1]

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) + \sin x_1(t), \\
\dot{x}_2(t) &= x_1^2(t) + u(t),
\end{align*}
\]

with initial data \( x_0 = (1 \ 0.5)^T \). The linearization at time \( t \) of this system

leads to

\[
A(t) = \begin{pmatrix} \cos x_1(t) & 1 \\ 2x_1(t) & 0 \end{pmatrix}, \quad B(t) = \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]

and to the change of variable

\[
B(t) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \Theta(t) = \begin{pmatrix} -1 & 0 \\ -\cos x_1(t) & -1 \end{pmatrix}
\]
for which \( d(t) = -1 \neq 0 \) for all \( t \in \mathbb{R} \). We also compute
\[
K(t) = \left( -(f_1 + f_2 \cos x_1(t) - \sin x_1(t) + \cos^2 x_1(t) + 2x_1(t)) - (f_2 + \cos x_1(t)) \right),
\]
\[
N(t) = \begin{pmatrix}
67 + 10 \cos x_1(t) + 7 \cos^2 x_1(t) & 5 + 7 \cos x_1(t) \\
5 + 7 \cos x_1(t) & 7
\end{pmatrix},
\]
and \( \det N(t) = 4.44 \).

The first results on the comparison of the continuous and event-triggered controls are displayed on Figure 8. They yield similar results to the first example (see Figure 9) for values of \( \alpha \) far from its maximum value: Strategy 1 still proves to be the best one, and the number of updates converges to some limit as \( \delta t \) goes to zero, which is the number of updates which would be needed if a continuous implementation of the event-triggered strategy were possible.

The analysis of the update time stamps (see Figure 10) shows that the control is updated regularly in time for a large time steps. For a small time step, the system undergoes a large number of control updates at the beginning.
of the time evolution. Then the control is satisfactory for the sequel of the time evolution (this is very different from the previous rotating case) and has not to be updated anymore.

\[ \delta t = 10^{-1} \]

\[ \delta t = 10^{-4} \]

Figure 10: Control affine nonlinear system with constant $B$: Cumulative values of the updates for large ($\delta t = 10^{-1}$, left) and small ($\delta t = 10^{-4}$, right) time-steps.

6 Conclusion

In this paper, we have introduced a step-by-step event-triggered control algorithm that can be applied to a class of nonlinear systems, without going through the trouble of finding a Lyapunov function. The proposed method consists in a detailed procedure that, unlike methods that rely on Lyapunov theory, contains information on how to choose the parameters and tune them. In the meanwhile, this method leaves several degrees of freedom to the user, like the choice of the generalized Jacobian or the control of the reference system.
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A Introducing Lie Derivatives

The Lie derivatives introduced in Section 2 are defined in [4] and [5]. They are used because of the following computation. Recall equations (5) multiplied by $B(t)$:

\[(\dot{\theta}_j(t) + \theta_j(t)A(t))B(t) = \theta_{j+1}(t)B(t).\]
In the $n-2$ first equations we have $\theta_{j+1}(t)B(t) = 0$, and in the last one $\theta_n(t)B(t) = d(t)$. We compute step by step

\begin{align*}
0 &= \theta_1(t)B(t) = \theta_1 L^0 B(t) \text{ where } L^0 = I, \\
0 &= \theta_2(t)B(t) = (\dot{\theta}_1(t) + \theta_1(t)A(t))B(t), \\
&= (\dot{\theta}_1(t) + \theta_1(t)A(t))B(t) - \frac{d}{dt}(\theta_1(t)B(t)) \\
&= \theta_1(t)A(t)B(t) - \theta_1(t)\frac{d}{dt}B(t) \text{ which allows to eliminate } \dot{\theta}_1 \\
&= \theta_1(t)L^1 B(t) \text{ where } L^1 B(t) = AL^0 B(t) - \frac{d}{dt}(L^0 B(t)), \\
0 &= \theta_3(t)B(t) = (\dot{\theta}_2(t) + \theta_2(t)A(t))B(t), \\
&= (\dot{\theta}_2(t) + \theta_2(t)A(t))B(t) - \frac{d}{dt}(\theta_2(t)B(t)) \\
&= \theta_2(t)A(t)B(t) - \theta_2(t)\frac{d}{dt}B(t) \\
&= \theta_2(t)L^1 B(t) \\
&= (\dot{\theta}_1(t) + \theta_1(t)A(t))L^1 B(t) - \frac{d}{dt}(\theta_1(t)L^1 B(t)) \\
&= \theta_1(t)L^2 B(t) \text{ where } L^2 B(t) = A(t)L^1 B(t) - \frac{d}{dt}(L^1 B(t)).
\end{align*}

Iterating this process, and setting

\begin{align*}
L^j B(t) &= A(t)L^{j-1} B(t) - \frac{d}{dt}(L^{j-1} B(t)),
\end{align*}

we have

\begin{align*}
\theta_1(t)L^j B(t) &= 0, & j &= 0, \ldots, n-2, \\
\theta_1(t)L^{n-1} B(t) &= d(t).
\end{align*}

### B  Explicit derivation in the 2-D case

#### B.1  Construction of the feedback matrix $K$

In the two-dimensional case, we denote (dropping the time dependence)

\[ A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}, \quad B = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix} \]
Under the assumption \( d = \det(\mathcal{B}) \neq 0 \), we can compute

\[
\mathcal{B}^T = \begin{pmatrix}
  b_1 & b_2 \\
  (a_{11}b_1 + a_{12}b_2) - \dot{b}_1 & (a_{21}b_1 + a_{22}b_2) - \dot{b}_2
\end{pmatrix},
\]

\[
\mathcal{B}(t)^{-1} = \frac{1}{d} \begin{pmatrix}
  (a_{21}b_1 + a_{22}b_2) - \dot{b}_2 & -b_2 \\
  -(a_{11}b_1 + a_{12}b_2) + \dot{b}_1 & b_1
\end{pmatrix},
\]

\[
\mathcal{B}(t)^{-1} \mathcal{D}(t)^T = \begin{pmatrix}
  -b_2 \\
  b_1
\end{pmatrix}.
\]

Hence we obtain for \( \theta_1 = (-b_2 \ b_1) \). Since \( \theta_2 = \dot{\theta}_1 + \theta_1 A \), we deduce

\[
\Theta = \begin{pmatrix}
  a_{21}b_1 - a_{11}b_2 - \dot{b}_2 & a_{22}b_1 - a_{12}b_2 + \dot{b}_1 \\
  -b_2 & b_1
\end{pmatrix}.
\]

Finally \( dK = -f_1\theta_1 - f_2\theta_2 - \dot{\theta}_2 - \theta_2 A \). In this specific case we need a little less regularity than in the general case. Indeed, \( \theta_1 \) involves only \( B \) and not its first derivative, and therefore \( \Theta \) only involves \( B \), its first derivative, and \( A \).

In all our two-dimensional examples, we will always have \( B \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). This simplifies the above formulae, and

\[
\Theta = -\begin{pmatrix} 1 & 0 \\ a_{11} & a_{12} \end{pmatrix}, \quad B = \begin{pmatrix} 0 & a_{12} \\ 1 & a_{22} \end{pmatrix}.
\]

Thus \( \det B = -a_{12} \), which yields a simple characterization of the ability to construct a change of variable for all \( t \). The feedback matrix is then computed as

\[
K = -\frac{1}{a_{12}} \left( f_1 + a_{11}f_2 + \dot{a}_{11} + a_{12}^2a_{21} \ a_{12}f_2 + \dot{a}_{12} + a_{11}a_{12} + a_{12}a_{22} \right).
\]

### B.2 Change-of-basis approach

Let \( C \), the matrix which columns are the eigenvectors of \( F \) associated to \( \lambda_i < 0, i = 1, \ldots, n \), then \( C^{-1}FC = \text{diag} \lambda_i \). Setting \( y = C^{-1}x \), we have

\[
\dot{y} = C^{-1}FCy
\]

and

\[
\frac{d}{dt}(y(t)^T y(t)) = y(t)^T (2 \text{diag} \lambda_i) y(t) \leq -2\lambda_{\min} y(t)^T y(t).
\]

Let us set

\[
M(t) = \Theta(t)^T (C^{-1})^T C^{-1} \Theta(t),
\]

then we have

\[
y(t)^T y(t) = x(t)^T M(t) x(t),
\]
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and defining the norm $\|x\|_{M(t)} = \sqrt{x^TM(t)x}$,
\[
\frac{d}{dt}\|x(t)\|_{M(t)} \leq -\lambda_- F \|x(t)\|_{M(t)}.
\]
In the two-dimensional case, we construct the transfer matrix
\[
C = \begin{pmatrix} 1 & 1 \\ \lambda_- & \lambda_+ \end{pmatrix}
\]
where $\lambda_\pm = -\frac{1}{2}f_2 \pm \frac{1}{2}\sqrt{f_2^2 - 4f_1}$, and
\[
C^{-1} = \frac{1}{\lambda_+ - \lambda_-} \begin{pmatrix} \lambda_+ & -1 \\ -\lambda_- & 1 \end{pmatrix}
\]
and
\[
(C^{-1})^T C^{-1} = \frac{1}{(\lambda_+ - \lambda_-)^2} \begin{pmatrix} \lambda_+^2 + \lambda_-^2 & -(\lambda_+ + \lambda_-) \\ -(\lambda_+ + \lambda_-) & 2 \end{pmatrix}.
\]
For the specific choice of matrix $F$
\[
F = \begin{pmatrix} 0 & 1 \\ -6 & -5 \end{pmatrix},
\]
we have $\lambda_+ = -2$ and $\lambda_- = -3$, and
\[
(C^{-1})^T C^{-1} = \begin{pmatrix} 13 & 5 \\ 5 & 2 \end{pmatrix},
\]
We have seen that the value of $\zeta$ associated to the construction of the Lyapunov matrix is $\zeta \simeq 0.89$. Here the decreasing rate is $\lambda_- F = -\lambda_+ = 2$ and is therefore much bigger.
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