N

N
N

HAL

open science

Robustness of Explanation Methods for NLP Models
Shriya Atmakuri, Tejas Chheda, Dinesh Kandula, Nishant Yadav, Taesung
Lee, Hessel Tuinhof

» To cite this version:

Shriya Atmakuri, Tejas Chheda, Dinesh Kandula, Nishant Yadav, Taesung Lee, et al.. Robustness of
Explanation Methods for NLP Models. Workshop on Trustworthy Artificial Intelligence as a part of
the ECML/PKDD 22 program, IRT SystemX [IRT SystemX], Sep 2022, Grenoble, France, France.

hal-03773445

HAL Id: hal-03773445
https://hal.science/hal-03773445

Submitted on 9 Sep 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-03773445
https://hal.archives-ouvertes.fr

Robustness of Explanation Methods for NLP
Models
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2 IBM Research

Abstract. Explanation methods have emerged as an important tool to
highlight the features responsible for the predictions of neural networks.
There is mounting evidence that many explanation methods are rather
unreliable and susceptible to malicious manipulations. In this paper, we
particularly aim to understand the robustness of explanation methods
in the context of text modality. We provide initial insights and results
towards devising a successful adversarial attack against text explanations.
To our knowledge, this is the first attempt to evaluate the adversarial
robustness of an explanation method. Our experiments show the explana-
tion method can be largely disturbed for up to 86% of the tested samples
with small changes in the input sentence and its semantics.

1 Introduction

Large and complex neural network models have become state-of-the-art in many
computer vision and natural language processing tasks. However, the complexity
that results in their effectiveness also causes a lack of interpretability. This is
a major disadvantage of these models and makes it difficult to deploy them
in sensitive applications where ‘black box’ solutions do not suffice. To combat
this, a number of explainability methods have been developed. As deep neural
networks (DNN) are being deployed in critical fields like autonomous driving
and healthcare, explanations can help satisfy regulatory requirements [10], detect
adversarial inputs, help practitioners debug their model, and reveal bias or other
unintended effects learned by a model.

Intensive research on improving the DNN explainability has resulted in several
either model-level or instance-level explanation methods. Prominent among these
are gradient-based methods such as saliency mapping. As these methods are
widely adopted, so too does the need to ensure that they behave in a reliable
manner. Unfortunately, recent research has shed doubt on the validity and
exposed vulnerability of explanation methods [1,2,3,5,9,21,22]. The latter work
only considers continuous inputs such as image data. Similarly, work on improving
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the robustness of explanation methods ([6,7,13]) often focuses solely on continuous
inputs.

In this work, the adversarial robustness of an explanation for discrete input
data will be evaluated exemplified by an NLP model, taking a saliency mapping
method as an example. In particular, we analyze how saliency maps change when
inputs (e.g., “a gorgeous, high-spirited musical”) are perturbed to create new
inputs (e.g., “a resplendent, high-spirited musical”) that maintain the semantics
and the model prediction (e.g., positive sentiment). We expect robust explanations
to be invariant to such perturbations. Most of the prior work on evaluating the
scope and quality of explanation only considers the image domain, which is
continuous, and thus cannot be directly applied to text data with its discrete
input nature. To the best of our knowledge, ours is the first attempt to understand
the robustness of explanation methods towards adversarial text explanations in
the NLP domain. We therefore hope that our work makes a first contribution
towards improving the robustness of explanations in the case of discrete inputs
such as text and tabular data.

Our preliminary experiments show the saliency mapping method is vulnerable
to such an attack where up to 86% of the tested samples with small input
perturbations have significant shift in the saliency map. We consider four different
transformations (misspellings, word deletion, synonym substitution, and word
inflection), and show the robustness of the saliency mapping for varying criteria
to cover different application scenarios.

2 Related Work

In this paper, we consider an explanation method that receives a model and an
input, and maps them to an attribution object of the same size as the input.
Each entry in the output of the explanation method describes the relevance of
the corresponding entry in the input for predicting the class.

For example, Integrated Gradients (IG) [19] uses the gradient of the output
to compute the importance of the input. SmoothGrad (SG) [18] seeks to alleviate
noise diffusion for saliency maps by averaging over explanations of noisy copies
of an input.

Past work on understanding the adversarial robustness of explanation methods
focuses on image data. [1] proposes an actionable methodology to evaluate
explanations. They rely on visual information to support their findings. They
find that Guided BackProp and Guided GradCAM are invariant to higher layer
parameters. Nevertheless, the paper does not try to understand the explanation
methods by perturbing the input features. They instead change the model
parameters and input labels.

Authors in [11] introduce an input invariance axiom and propose that the
axiom needs to be satisfied by explanation methods to ensure reliable explanation
of the input’s contribution to the model prediction. Although the work deals
with transformations of the input, it only experiments with image data. Also the
paper limits itself to only one simple transformation of the input: a constant shift
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Legend: [ Negative (1 Neutral B Positive
True Label Predicted Label Attribution Label Attribution Score Word Importance

1 1 (1.00) I am happy 1.12 #s | Gam GRApPY/s

Fig. 1. Input attribution generated using Captum (IG). IG assigns very high attribution
score to the word happy for positive sentiment.

Legend: B Negative (] Neutral [ Positive
True Label Predicted Label Attribution Label Attribution Score Word Importance

1 1 (1.00) 1 am not unhappy 0.80 #s | Gam Gnot GURRAPPYE:/s

Fig. 2. The word not is semantically important but is given very little weight by IG.

of the input. The constant shift transformation cannot be directly used on text
inputs and we devise techniques to attack explanation methods using various
transformations of the inputs.

Authors in [21] propose a new class of attacks that generate adversarial inputs
not only misleading a target DNN but also deceiving its coupled interpreter.
Work of [12] also proposed a similar attack method that generates an adversarial
example using projected gradient descent. Both methods generate adversarial
examples by perturbing the input which cannot be directly translated into the
text domain as the perturbed embedding may not map to any word. Moreover,
we aim to maintain the model prediction to focus on the robustness of the
explanation method, not as a side-effect of deceiving the model.

3 Methods

3.1 Overview

To evaluate the adversarial robustness of an NLP model, we generate adver-
sarial examples using a saliency-based explanation method, an access to the
model needed by the explanation method (often white-box for gradient-based
approaches), and transformations. We consider a text classifier such as senti-
ment classification and apply perturbations to change the input sentence such
as synonym substitution, word deletion, and misspelling. Such transformations
should result in perturbed inputs that are semantically equivalent to the original
input and indistinguishable to a human observer. The transformations should
also not alter the output of the model itself to reduce confounding factors. We
then measure the change in the saliency mapping, which provides the attribution
score, which show a positive or negative contribution to the predicted class. For
example, in Figure 1, an explanation method assigns very high attribution score
to the word happy, whereas in Figure 2, when the sentence is rephrased, the word
not is given negative attribution while it is very important to model’s prediction
of positive sentiment.
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Formally, for an input X consisting of a sequence of words x1, xs, ..., x, and
a model M that produces a prediction P, the explanation F is defined as the
vector of attributions ey, es, ..., €, produced by applying an explanation method S
to X and M where e; indicates the importance of the word to M in producing P.
A positive value of e; indicates that x; supported the prediction while a negative
value indicates that x; contradicted the prediction.

We then apply one or more transformations ty,...,tx € T to generate a
perturbed input X’ =ty o...0¢1(X), the corresponding explanation E’, and
prediction P’ by M. We measure the attribution shift score Score(F, E’) using
two methods: cosine similarity or L>° distance of E and E’. Cosine similarity
captures the overall shift of the attribution. L*° instead focuses on the most
important word. The attack is successful when P = P’ and Score(E, E’) > 0
where @ is an application specific threshold parameter.

3.2 Transformations

We consider four types of transformations for 7" to test the adversarial robustness
of an explanation method: misspelling, synonym substitution, word inflection
and word deletion. Each transformation applies necessary constraints to maintain
the semantics of the sentence.

Misspellings Misspellings refers to replacing the original sentence with a per-
turbed one such that few of the words are incorrectly spelled due to orthographic
changes akin to common human errors in pronunciation or wrongly understood
phonetic structure of the word or typographical errors.

Word Deletion We delete a word and verify how the attribution across the
perturbed text changes. The attack is again valid only if the meaning of the
sentence remains same after deleting a word.

Synonym Substitution Synonym substitution involves replacing some of the
words in the sentence with semantically equivalent words. The replacement words
must be chosen such that the semantics of the sentence remain identical or nearly
identical to the original sentence. In contrast to the word inflection attack, only
synonyms with a different lemma are considered.

‘Word Inflection The word inflection attack involves replacing words in the
sentence with different inflections of the same word. Inflections are words with
the same lemma but can have different tense, quantity, etc.

3.3 Similarity-based Greedy Search

In order to effectively apply the above transformations, we choose the transfor-
mations that generate worst-case adversarial perturbations based on a similarity-
based greedy search. The main idea of this algorithm is to find a perturbation
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that has the highest effect on the attribution similarity score, while maintaining
the constraints on how much the sentence can be changed. The constraints we
have chosen to apply are as follows:

1. The model’s prediction for the sentence’s label must not change.

2. A maximum threshold is set for the fraction of words per sentence that can
be transformed. (Generally 30% of the words)

Given a transformation and a candidate word, the algorithm performs the
transformation on the word and recomputes the attribution score distribution.
This process is repeated until no further words can be changed without violating
the constraints or the attribution similarity score drops below the set threshold 6.
The sentence obtained as a result of this process is the final perturbed sentence
X' for a given transformation. This method can also be used for combined attacks,
e.g. a different attack upon every iteration but that combination is out of the
scope of this paper.

3.4 Semantic Similarity

To further ensure that the meaning of the sentences has not been changed
after applying the transformations, we measure the semantic similarity between
the original and sentence X and perturbed sentence X’. We use the sentence
embeddings generated by S-BERT [17] for this purpose.

4 Experiments

4.1 Dataset

We run experiments on the Stanford Sentiment Treebank 2 (SST-2) which is
a binary sentiment classification dataset released as part of the GLUE Bench-
mark [20]. It consists of extracted sentences from movie reviews (not the whole
review) and either a positive or negative label assigned by a human annotator.
For our experiments, we use the validation split which has 872 examples.

4.2 Model

The model we used is a RoOBERTa base model finetuned on SST-2 3. The model
was publicly shared on the HuggingFace model hub by TextAttack [15]. The
model has an accuracy of 94.04% on the validation data.

3 https://huggingface.co/textattack /roberta-base-SST-2
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4.3 Attack Implementation

Misspellings To generate perturbations of the original sentence for the mis-
spelling transformation, we take the most attributed word (positive) and replace
if with a misspelled word. For the task of finding the misspelled word, we use
the “birkbeck” dataset [14] which contains misspellings of 6000+ commonly used
words. If the given word is not present in the dataset, we perform a QWERTY
substitution. The QWERTY substitution attack is provided by the TextAttack
library and contains common keyboard based human errors.

Table 1 shows examples of a few misspelling perturbations. The words that
are perturbed are shown in italics.

Table 1. Examples of misspellings attack with the misspelled word in italics.

Original Sentence Perturbed Sentence

1 the acting , costumes , music , cinematog-the acting , costumes , music , cinematog-
raphy and sound are all astounding given raphy and sound are all astoumding given

the production ’s austere locales . the production ’s austere locales .
2 a sequence of ridiculous shoot - ’em - up a sequence of ridiculous shoot - ’em - jp
scenes . seens .

Word Deletion We choose the least attributed words as candidates for word
deletion. Since the sentence is tokenized into sub-words, the explanation methods
assigns attribution scores to each token rather than the word. So, to calculate
the score at the word level, we averaged the scores of all the tokens present in the
word. As outlined in Section 3.4, we use S-BERT to ensure that the deletion does
not significantly change the semantics of the sentence which is very important
with this transformation.

Synonym Substitution Three different approaches were attempted for synonym
substitution. The first approach involved choosing synonyms for the word using
WordNet [8]. This turned out to be unsuitable for the task as WordNet does not
perform word-sense disambiguation. Some of the substitutions produced were
of good quality and retained semantic similarity (example 1.2 in Table 2) but
others did not. In example 1.1 in Table 2, the original sentence uses the word last
to mean previous but the substitution is the word endure which is a different
sense of last.

The second approach considered used BERT [4]. As BERT’s original training
task is predicting masked out words from sentences, this can be adapted to
generating substitutions. The word to be substituted is masked out and the
masked sentence is passed to the model. The model’s top predictions for the
masked out word can be used as substitutes in the perturbed sentence. However,
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Table 2. Examples of synonym substitution attack based on WordNet and word
embeddings.

Original Sentence Perturbed Sentence
WordNet

1.1 Or doing last year’s taxes with your ex- Or doing endure year’s taxes with your
wife ex-wife

1.2 Unflinchingly bleak and desperate Unflinchingly stark and desperate
Embeddings

2.1 a gorgeous , high-spirited musical from in-a resplendent , high-spirited musical from
dia that exquisitely blends music , dance india that exquisitely blends music |,
, song , and high drama . dance , song , and high drama .

Table 3. Percentage of test samples with changes in the predicted label and semantics
of the input sample along with average number of words perturbed and success rate for
each type of attack.

Attack A Label (%) A Semantics (%) @ Perturbations Success (%)
Word Deletion 5.5 5.0 3.0 32.1
Synonym Substitution 9.0 5.6 1.6 67.1
Inflection 1.2 1.3 2.0 39.5
Misspelling 4.3 8.5 1.8 86.0

since the original word is masked out, BERT only looks at the semantics of the
sentence and not the word itself. This leads to it often producing substitutions
that are completely unrelated to the original word although they fit in the context
of the sentence.

Finally, we perform synonym substitution using counter-fitted word embed-
dings [16]. Unlike traditional word embeddings, these embeddings are trained
with linguistic constraints to ensure that antonyms are not nearest neighbors.
This method produced appropriate results for most of the examples and was the
final choice.

Word Inflection Word inflection was performed using the LemmInflect? library.
LemmlInflect uses a dictionary approach to lemmatize English words and inflect
them. It works with out-of-vocabulary (OOV) words by applying neural network
techniques to classify word forms and choose the appropriate morphing rules.
LemmInflect has a 95.6% accuracy on the AGID database °

4.4 Results

Table 3 shows summary of the various attacks. Figure 3 shows the number of
successful attacks for each bucket of cosine similarity between the explanation

* https://github.com/bjascob/LemmInflect
® http://wordlist.aspell.net /other/
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vectors before and after an adversarial perturbation. Figure 4 shows the number
of successful attacks for each bucket of L., distance between the explanation
vectors before and after an adversarial perturbation. An attack is referred to as
being successful if the prediction does not change, and the explanation vectors
differ significantly for the original and the perturbed sentence i.e., having low
cosine similarity.

Misspellings As shown in Figure 3, majority of the samples have cosine similarity
between explanation vectors around 0.4 for the misspelling attack. Around 770
out of 872 samples had explanations with a similarity of less than the 0.6
threshold with respect to the original sentences. This implies that even though
the predicted label was the same, the explanation method is not robust of
misspelling based perturbation. A potential reason for this could be that since we
are misspelling the most attributed word in the original sentence, the attribution
scores get distributed over other words in the perturbed sentence. This may lead
to significantly different explanation vector than the original and lead to low
cosine similarity between explanation vectors before and after the attack.

It is also important to check whether or not the perturbations themselves
significantly change the semantics of the original sentences which can cause
the explanation method to fail. Figure 5a shows scatter plot of BERT-based
semantic similarity between original and perturbed sentences and cosine similarity
between corresponding explanation vectors. A successful attack would have most
datapoints in the top-left corner which correspond to high semantic similarity
between the original and perturbed sentence along with low cosine similarity
between corresponding explanations. For misspellings attack, 705 examples out
of the total 872 examples have sentence similarity greater than 0.7 and cosine
similarity less than 0.5.

Word Deletion Figure 3 shows that majority of the samples have high cosine
similarity between explanation vectors before and after deleting the least impor-
tant word from the sentence. This is apparently because we are deleting least
important word in sentence according to the attribution scores, and this causes
marginal changes to overall attribution scores for the sentence. We experimented
with deleting one or two least important words in a single attack as well as
applying greedy search with threshold of 0.5 as explained in Section 3.3. The
attack was successful for only 7% of the sentences for single word deletion and
the attack was successful for 65 sentences out of 755 when deleting two words.
With greedy search, the attack was successful for 32% of the samples. Overall,
Integrated gradients explanation method is largely robust against our proposed
word deletion attack.

Synonym Substitution The synonym substitution attack automated with
greedy search produced similar results to misspelling although it was slightly
less effective. In Table 3 we can see that it has the second highest percentage
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Fig. 5. Semantic similarity versus cosine similarity of explanation vectors of original
and perturbed input samples.

of succesful attacks at 67%. In Figure 3, it can be observed that the synonym
substitution peak is slightly to the right of the misspelling peak, indicating
slightly higher cosine similarity in the attribution vectors. However, it remains
much to the left of the inflection and word deletion peaks. In Figure 5¢ we can
also note that the number of points in the top left corner is lower than for the
misspelling plot but higher than for the remaining transformations.

Word Inflection The word inflection attack is only slightly more effective than
the word deletion one. It has a success percentage of 39.44. Unsurprisingly, most
of the points in Figure 5d are well above the 0.7 sentence similarity line as this
attack produces only a very minor change in each word affected. However, it is
also not very effective at changing the attribution vectors, possibly for the same
reason.
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5 Conclusion

Explanation methods are crucial going forward into the future where ML models
will be deployed in critical applications. The goal of our work is to devise methods
to automatically test robustness of the explanation methods specifically in text
domain. We performed multiple types of attacks on text under constraints
that ensured meaning remained consistent and devised methods to measure the
change in explanations. We primarily focused on Integrated Gradients explanation
method but our work could easily be extended to other methods as well. We found
Integrated Gradients method is not robust against Misspelling and Synonym
substitution attacks as the explanation changed heavily upon attack. We believe
this is a small step in the right direction towards testing robustness of explanation
methods.
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