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Abstract

This report is the result of a work done during the SEME (Semaine d’Etude Mathématiques
Entreprise) in Rennes (May 2nd - May 6th 2022). The project presented here concerns
the company Ravel Technologies and deals with the field of homomorphic encryption for
secure data processing. Homomorphic encryption is an encryption that allows users to do
computations on encrypted data without first decrypting them. An encryption algorithm
must switch with elementary operations, which are at least addition and multiplication. A
straightforward application of a homomorphic encryption for the delegation of calculations
concerns cloud computing service where there is a need to perform calculations while preserving
the confidentiality of the data, e.g. for the medical and banking sectors. Among possible
algorithms, those that have become popular over the last ten years are based on the so-
called Learning With Errors (LWE) problem, for performance and security reasons. Since
this technique introduces noise into the encryption, which can grow during homomorphic
computations to the point that later decryption fails, it is necessary to consider a noise
reduction method such as bootstrapping.

Keywords: homomorphic encryption, bootstrap, (ring) learning with errors, blind rotation

1. Introduction

Context. Homomorphic encryption is a form of encryption that permits users to perform
computations on its encrypted data without first decrypting them. These resulting computa-
tions are left in an encrypted form which, when decrypted, results in an identical output to
that produced had the operations been performed on the unencrypted data. This allows data
to be encrypted and out-sourced to commercial privacy-preserving cloud environments for
processing, all while encrypted. An encryption scheme that supports arbitrary computations
on ciphertexts is known as fully homomorphic encryption (FHE). Such a scheme enables the
construction of programs for any desirable functionality, which can be run on encrypted inputs
to produce an encryption of the result. Since such a program do not need to decrypt its
data, it can be run by an untrusted party without revealing its inputs and internal states.
Fully homomorphic encryptions have great practical implications in the outsourcing of private
computations, for instance, in the context of cloud computing and many applications for the
banking and medical sectors.

(©2022 SEME Report - Ravel Technologies.
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Historical background. With the breakthrough discoveries of key exchange in 1976 (Diffie
and Hellman, 1976), public-key encryption (also known as asymmetric encryption), and digital
signatures in 1978 (Rivest et al., 1978), the scope of cryptology broadened considerably. In
public-key cryptography, each party has a pair of keys: a public one and a private (or secret)
one. The public one can be published, e.g., on the Internet, and allows anyone to encrypt a
message, that can only be decrypted with the corresponding private key. In order to explain
this concept, a famous analogy is often used: the public key corresponds to an open lock,
whereas the private key corresponds to the lock’s key. Publishing the public key is equivalent
to making the open lock available; then anyone can write a message, put it in a box, and close
the box with the provided lock. The sealed box is then sent to the recipient, who can open
it with the appropriate key. Interestingly, since it uses lattice cryptography, homomorphic
encryption is resistant to quantum computing algorithm hacks and appears as a viable solution
for secure data processing on the cloud. However, the main obstacle that researchers faced for
more than 30 years was the growth of the noise: after many computations, the noise level will
become too large and it will be impossible to proceed without losing correctness.

Bootstrap revolution. The turning point came in 2009 with the breakthrough by Craig
Gentry (Gentry, 2009) who put forward the first plausible construction for an FHE (Fully
Homomorphic Encryption) scheme based on the hardness of some lattice problems. This
breakthrough had the effect of reigniting FHE as a topic of research, and since then many
important results followed. Although the techniques improved greatly, and the schemes became
simpler and more efficient, the original blueprint presented in Gentry’s thesis continues to
underlie all known FHE constructions.

The key idea that was proposed in Gentry’s work is that of bootstrapping. By this term, we
denote the process of refreshing a ciphertext in order to produce a new ciphertext that encrypts
the same message, but with a lower level of noise so that more homomorphic operations can
be evaluated on it. This operation is at the very core of any FHE schemes known to date, and
consists of homomorphically evaluating the decryption circuit of the scheme. Roughly speaking,
it is like decrypting the ciphertext with the secret key, and then re-encrypting the message,
with the difference that the secret key is not known and it is replaced by an encryption of
the secret key, called the bootstrapping key. This requires an additional hardness assumption,
called circular security assumption, meaning that we must assume it is safe to publish an
encryption of the secret key under itself. Although this assumption is still not well studied and
understood, and it is sometimes regarded with suspicion, no attacks that exploit this extra
piece of information have been proposed.

Outline. Section 2 introduces the mathematical background then homomorphic encryption is
presented in Section 3. The well-known schemes LWE and RLWE are explained in Section 4
and the whole boostrap procedure is detailed in Section 5. Finally, Section 6 concludes the
report with discussions for further research.

2. Preliminaries

Notations. Let n be a power of two. We denote the 2n-th cyclotomic ring by R :=
Z]X]/(X™+ 1) and its quotient ring by R¢g := R/QR. Ring elements in R are indicated in
bold, e.g. @ = a(X). For two vectors @ and b, we denote their inner product by (@,b). We
write the floor, ceiling and round functions as |-|,[-] and |-], respectively. For ¢ € Z and



HoMOMORPHIC ENCRYPTION AND BOOTSTRAPPING

q > 1, we identify the ring Z, with [—¢/2, ¢/2) as the representative interval, and for = € Z
we denote the centered remainder of  modulo ¢ by [z], € Z;. We extend these notations to
elements of R by applying them coefficient-wise. We use a < S to denote uniform sampling
from the set S. We denote sampling according to a distribution y by a < ¥.

Probabilities. Given a probability distribution D, we use x <— D to denote that x is sampled
from D. For a set S,z < S denotes that x is sampled uniformly from S. A distribution y
over the integers is called B-bounded if it is supported on [—B, B].

Definition 1 (Discrete Gaussian) The discrete Gaussian distribution Dy, , over the inte-
gers is the probability distribution that assigns a probability proportional to exp (—7r\x|2/<72) to
each x € 7.

The discrete Gaussian distribution Dz, is then used to define a distribution x on R. The
distribution x is in general not as simple as just sampling the coefficients according to Dz ..
However, for the polynomial f(z) = 2%+ 1 with d a power of 2 , we can indeed define x as D% o
For more general cyclotomic polynomials, sampling from y is only slightly more involved. Recall
that for the normal distribution A (0, 0%), we have that Prob,. g ,2)llz| > k-0] = erf(k/v/2).
As such define the function B(e) := min{j | erf(3/v/2) < €}, then with probability 1 — ¢ the
samples are bounded by 3 - o.

3. Homomorphic Encryption (HE)

Homomorphic encryption is a form of encryption with an additional evaluation capability
for computing over encrypted data without access to the secret key. The result of such a
computation remains encrypted. Homomorphic refers to homomorphism in algebra: the
encryption and decryption functions can be thought of as homomorphisms between the
plaintext space & = ({plaintext},+, x) and the ciphertext space € = ({ciphertezt}, ®,®).
For any encryption ¢ : & — %, the homomorphic property is described as follows.

Definition 2 (Homomorphic encryption) Let ¢ : &2 — € be any encryption scheme.
@ is called homomorphic encryption (HE) if it preserves addition or multiplication of two
messages, i.e., p(m1 + ma) = p(m1) ® @(ma) or ¢(my x ma) = p(m1) @ p(ma). Moreove, ¢
is called fully homomorphic encryption (FHE) if it preserves both addition and multiplication.

Injecting errors. Among all the possible algorithms for homomorphic encryption, those
that have become popular over the last ten years are all based on the so-called Learning With
Errors (LWE) problem, for performance and security reasons. In these schemes, an error term
is injected during the encryption procedure for security purposes. The reason is that these
encryption schemes rely on the hardness of solving “noisy” problems, i.e., problems where
the relations are not exact, but are perturbed by a moderate quantity of error. Combining
multiple ciphertexts through homomorphic operations has the side effect of combining the
noises as well, thus increasing the magnitude of the error in the resulting encryption. When
the error grows beyond a certain threshold, correctness is lost, meaning that the decryption
procedure will not return the expected result. We say that an encryption scheme is somewhat
homomorphic if it can evaluate a certain number of homomorphic operations, before the error
grows too much to maintain the correctness of the evaluation.
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Parameters trade-off. When practically instantiating an encryption scheme, one of the
most delicate steps is that of choosing parameters. This usually requires finding a sensible
trade-off between security and efficiency, and remains one of the potentially weak points for
theoretically secure schemes. This is also the case for homomorphic encryption schemes, but
in this case the problem of finding parameters is even more important. In fact, parameters like
the size of the modulus or the standard deviation of noise terms define the threshold below
which the noise must remain in order to guarantee a correct decryption.

4. Learning With Errors (LWE) and Ring Learning With Errors (RLWE)

The learning with errors (LWE) problem was introduced in Regev (2009), and has become
one of the most known problems in lattice-based cryptography. It has been used to construct
several cryptosystems, and it is believed to be hard even for quantum computers. Learning
with errors (LWE) is a conjecturally hard problem in lattice-based cryptography. Its hardness
allows the construction of public key encryption/decryption schemes.

4.1 LWE Encryption

LWE encryption is the encryption based on LWE problem. This encryption scheme is
parameterized by two positive integers, n and g, and an error distribution y over Z, usually a
discrete Gaussian of width aq,0 < a < 1.

Definition 3 (LWE distribution) Given a secret vector s € Zy, the LWE distribution
LWEs y over Zy X Zq is sampled by picking d < Zy, an error e < X, and returning (d,b =
(5,d) +e).

In other words, for n,q,t € N* with t|¢ and a message m € Z; C Zq, the LWE encryption with
the key 5 < Xgey(Zy) of m is defined as:

LWE, z(m) := (@,b) = (@,(a,3) + m+e) € ZZLJA

Where @ < Zy, error e < Xerror(Zq) and m = %m. The decryption of a ciphertext (@, b) of m
is

LWES(@,b) = [2(17 (@ 5)] € Z,.

Let Errpwr((d,b),m) = é(bf (a,s)) —m = ge. If |§e| € [0,1/2] then LWE (@, b) = m, thus
the decryption is successful. Here we observe the interest of keeping the function Errpwg,
small in order to decrypt successfully. For this case, we set t << q and Xerror as small noise
distribution. Note that the addition of LWE ciphertexts is straightforward and is given by

LWqu(ml) + LWE,Lg(mQ) = (61, bl) + (52, bQ) = (61 + dsy, b1 + bz)
= (@1 + da, (@1 + da, ) + (M1 + m2) + (e1 + e2))
= LW E, 3(my + my).

LWE encryption is then additively homomorphic with an accumulated noise. Such noise needs
to be reduced in order to ensure a succesful decryption. This is the aim of the bootstrap
procedure that we describe in Section 5.
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4.2 Ring-LWE Encryption

RLWE encryption was introduced in Stehlé et al. (2009); Lyubashevsky et al. (2010) and is
the encryption based on LWE problem on a well chosen polynomial quotient ring. Similarly to
LWE, the encryption distribution of RLWE is given by the following definition.

Definition 4 (Ring-LWE distribution) Let R be a polynomial ring such that R = Z[X]/ f(X),
with f some cyclotomic polynomial of degree n. Also, let ¢ > 2 be an integer modulus, and let
Ry =R/qR be the quotient ring. Finally, let x be an error distribution over R. For a fized
secret s € Ry, the ring-LW E distribution ring-lwe ., is sampled by taking a < R4, e < X,
and outputting (a,b = s-a + e). All the computations are, as usual, done modulo q.

In other words, for n,Q,t € N* with t|¢ and a message m(X) € R, the RLWE encryption
with the key 2(X) < xrey(Rqg) of m € R, is defined as:

RLWEq .(m) := (a,b) = (a,a-z + m +e) € R}

where a < R, error e < Xerror(Rg) and m = %m Again, note that from the definition,
RLWE encryption is linearly homomorphic. The advantage of using ring-LWE instead of
plain LWE is compactness and efficiency. In fact, in the case of ring-LWE, each sample gives
a n-dimensional pseudorandom ring element b € R, instead of just a pseudorandom scalar
b € Zy. We can thus say that a single ring-LWE sample with a € R takes the place of n
LWE samples with vectors a; € Z;. Moreover, thanks to techniques like the Fast Fourier
Transform (FFT) (Brigham, 1988), the multiplication between ring elements can be performed
in quasi-linear time.

External Product for RLWE. Since the RLWE encryption scheme is homomorphic for the
addition, we are now interested in the multiplication operation. For that matter, we rely on
another encryption scheme with allows to define an external product on RLWE. Consider the
following ecryption scheme

RLWE, (m) = RLWE, (m, RLWE, (Bm), - - - , RLWE, (B"'m))

using the same keys z € R,, and where ciphertexts consist of k& = logp g basic encryptions
produced by the original RLWE scheme. The base B can be set differently to achieve various
time/space trade-offs. For simplicity, we assume ¢ is a power of B, but the scheme can be
easily adapted to other values. Mixed base variants are also possible, where B’ is replaced
by a product Bj---B;. Incidentally, we note that these ciphertexts allow to recover the
message m exactly, even without encoding/scaling, by first decrypting RLWE (kalm) to
recover (m mod B). Then subtracting B*~2 - (m mod B) from RLWE, (B*~2m) to recover
(m mod BZ), and so on. We then define

RGSW_(m) = (RLWE,(—z - m), RLWE, (m))
Interstingly, note how RGSW ,(m) ciphertexts can be equivalently written as
RGSW;(m) = (RLWE,(0),...,RLWE;(0)) + mG

where G = Iy ® (1,B,B2, .. .,B”“‘l)T € RékXQ is the powers-of-B "gadget matrix". Such
formula may be derived from Ducas and Micciancio (2015). For the notations, note that each
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ciphertext of 0 may be written as RLWE, (0) = (a;, b;) and we have k such encryptions in
the formula above which are stacked to obtain an element of RQQkXZ. We finally obtain the
multiplication operation in RLWE thanks to the following external product

¢ : RLWE x RGSW — RLWE

Such multiplication allows to define the product on ciphertexts as follows.

Lemma 5 For two messages mg, my1 € Rg with my small we have:

RLWEZ (mo) < RGSWZ (ml) = RLWEZ (m() . m1)

5. Bootstrap procedure

Bootstrap is a noise reduction technique for LWE encryption. The general idea is to transform
the LWE encryption into an RLWE encryption in which the noise of the former is removed
and the noise of latter is reduced thanks to RLWE’s rich settings. Once a small-noised RLWE
encryption with is obtained, we can extract from it a small-noised LWE encryption. We
implemented the bootstrap procedure as well as all necessary tool functions to work in ring
polynomials. The code is written in Python and is available upon request. From a practical
point of view, the bootstrap procedure may be expressed as follows: it takes as input a
ciphertext LW E5(m) = (d, b) with error e then apply the three steps:

e Step 1: Blind rotation

(@,b) = LWEy(m) = (a2(X),b2(X)) = RLW E,(x) (X "% . w(X))
e Step 2: Key switching
(a=(X),b:(X)) = (as(X),b5(X)) = RLW By (X "9 (X))

e Step 3: Extraction
(a5(X),bs(X)) — (@,b) = LWEy(m)

and the final output is a ciphertext LW Eg(m) = (d,b) with small error ¢/ < e. This full
procedure is summarized in Figure 1 below where the right part concerns the "bootstrap
world" where operations are performed on ring polynomials.

Bootstrap

(((_1,’ b), 6) blind| rotation

(LWEg(m), e) = RLWE, (x) (X 0 (@5 . (X))

e <e key switching

extraction

(LWEs(m), ') = ((d, ), ') RLWE,(x) (X @) . w (X))

Figure 1: Representation of the bootstrap Procedure



HoMOMORPHIC ENCRYPTION AND BOOTSTRAPPING

Bootstrap scheme. For a good choice of w(X) € Rq we compute the RLWEx encryption
of the blind rotation X ~0+{@% . (X). Here w(X) can be considered as a window filter and
X ~bH@5) makes it slice to the RLWE plaintext that corresponds to the LWE ciphertext of
m, thus killing the LWE error e. It rests now RLWE noise due to multiplication ¢. We then
switch the key z(X) to s(X) in the RLWE encryption which produces again noise due to scalar
multiplication in RLWE. These two noises are however controllable, which means they can be
made small by choosing z and computation techniques (AP, GINX) . Finally the extraction
of the last RLWE ciphertext encrypted by s(X) returns a LWE ciphertext of m with noise
e <e.

5.1 Blind Rotation

The main trick behind the bootstrap procedure is to work with ring polynomials. Indeed,
for a polynomial w(X) = Z?;Bl w; X" and any u € Z,;, we have coeffy(X “w(X)) =
coeff, (w(X)) = w,. Recall that for any LWE ciphertext, we have b — (@, 3) = m + e so
that with u = b — (@, §), coeffg(X ~(={@Nw (X)) = ws1e = wys. Thus, as soon as w(X) is
well-chosen with coefficients that are equal by parts on subsets, one may recover a ciphertext
of m with smaller noise.

Product and Decomposition. Blind rotation is an operation that multiplies a given ring
element f € Rg by a monomial X", where the exponent v = —b+ (@, 5) is given by an LWE
ciphertext (@,b) € ZZH of a message m € Z, encrypted under a secret key s € Zy. The
output of the blind rotation is an RLWE encryption of f - X" under a secret key z € Rg. The
operation is called blind rotation because it rotates the coefficients of f negacyclically (i.e with
the sign negative). Consider the decomposition

X—b—l—(a,s) f= (HXai-s,-) Xt 1.
i=1

Let ACCy be trivial encryption RLWE,(X~° - f) = (0,Y~?. f). Using the property of
RLWE ¢ RGSW, we may recursively apply the external product to obtain

RLWE, (X "H®%) . f) = RGSW, ([ X“*) - ACCy = (J[RGSW,(X ) - ACCy.
i=1 =1

Two different blind rotation algorithms were proposed in Ducas and Micciancio (2015); Chillotti
et al. (2016). Many authors refer to the two algorithms as AP blind rotation and GINX blind
rotation respectively. Both methods rely on the properties of RGSW ciphertext described
above. This is where different techniques are employed to encode the elements in the product
of the above formula: the AP algorithm relies on the decomposition of the elements a; is basis
B whereas the GINX algorithm takes advantage of the structure of binary secret keys.

AP blind rotation. For eachi=1,---,n, decompose a; in a basis B > 2 as a; = Z]K:O amBi
where K :=loggq—1and 0 <a;; < B — 1. The decomposition may be rewritten as

n K
RIWE, (X "H®s . ) = (T [[ RGSW (x5 B5)) - ACCy.
i=14=0
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The blind rotation key is the public Bootstrap Key (BK) given by BKAP = RGSWZ(X”'Bj'Si).

4,4,V
In practice, one needs to store these bootstrap keys. The procedure of AP blind rotation is

described in Algorithm 1.

Algorithm 1 AP Blind Rotation
Require: f,(a,b), BKAP = RGSW, (X VB ).

1,7,V
1. Set ACC = (0,Y™".f)
2. for 1 <i<n:
3 for 0<j<K:
4. for 0 <v < B:
5. ACC + ACC o BK[Y,
6. Return ACC

GINX Blind Rotation. This blind rotation is known to be more efficient than AP when the
secret key s € Z, is set to a binary or ternary vector, however its performance degrades when
using larger secret keys. For each secret key element s; € Z, for i € {1,--- ,n}, we decompose
the key as s; = Zﬁ'l uj - si; where s; ; € {0,1} and U C Z, is an appropriately chosen subset
of Z4. For simplicity, we consider the case that s; € {0,1}. Then for all i € {1,--- ,n}, we
have that X% =14 (X% — 1)s; which implies that

RLWE, (X "% . f) = RGSW, ([J(1 + (X% — 1) - ;) - ACCo
=1

Using this technique, the blind rotation key is BKZGINX = RGSW,(s;). The procedure of
GINX blind rotation is described in Algorithm 2.

Algorithm 2 GINX Blind Rotation

Require: f, (a,b), BKE™NX = RGSW,(s;).
1. Set ACC = (0,Y - f)
2. for1 <i<n:
3. ACC = ACC + (X% —1) - (ACC o BKFINX)
4. Return ACC

Observe that in line (3), if s; = 0, the second addendum is ignored since it gives an encryption
of 0 and the value stored by the accumulator stays the same. If s; = 1, then ACC ¢ RGSW,(1)
is equal to ACC and the accumulator is updated to X% - ACC.

5.2 Key Switching in RLWE

Key switching operation converts a ciphertext RLWE,, (m) of a message m € Rg encrypted
by a secret key z1 € R to a ciphertext RLWE,, (m) encrypted by a new secret key zo € Rg.
There are different variants of the key switching technique (e.g see for details). We describe
the following method. Let (a,b) be an RLWE encryption of m by the secret key z;. To offer
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a space/time trade-off, we write a in a basis B > 2 as follows:

K N-1
a=>Y a;B witha;(X)=) a;X,0<a;; <B-1 and K :=logzQ — 1
j=0 =0

The KeySwitching (KS) keys are given for all j = 0, -+ , K by RLWE,, (B’ z1) := (KS%, KS;»’).

Now rewrite the ciphertext m =b —a-z; — e as

K K K
m=(b-> a;-KSP)+ (> a; KS* )z, — (D aj-ej+e)
=0 =0 =0

where e is the error in the RLWE encryption of m under the key z; and e; those in the
RLWE,, (B’ - z1). The procedure of key switching is described in Algorithm 3. Note that
(KSJ‘?‘,KS;’), for j = 0,---, K, is a public switching key. We see explicitly that the key
switching error is equal to the sum of the error of RLWE,, (m) and all RLWE,, (B’ - z1) which
calls for caution when choosing the various parameters for encryption.

Algorithm 3 Key Switching in RLWE

Require: (a,b) = RLWE,, (m), 2y, (KS2, KSP) := RLWE,, (B - z,)
1. Write a = Z]K:O a;B? where o = Zi]i_ol a; j X" such that |a; ;| < B—1
2. Return (a,b') = (= 3 0, - KS2,b— Y1 o - KSP)

5.3 Extraction

The final step of the boostrap procedure deals with the extraction of a ciphertext of the
coefficient of order 0 of a ciphertext in RLWE. To define such operation, consider a ciphertext
RLW E4xy(m(X)) = (a(X),b(X)) € Rg. We have: b(X) = a(X) - s(X)+m(X) +e(X) so
the coefficients of the polynomials may be identified as

N-—1
b; = Z ai_ LSk +m; +e; = (Li(a), 8> +m; +e;
k=0

where ¢;(a) is the ith anti-cyclic permutation of coefficients of a. Since e(X) is small, so
is e; and (¢(@),b;) is a LW Ey encryption of m. Therefore, the extraction operation of the
bootstrap procedure only requires to compute the anti-cyclic permutation of coefficients of a.

6. Conclusion

If introduced on a large scale and in real-world scenarios, fully homomorphic encryption
(FHE) would have enormous consequences for people’s privacy, allowing them to use remote
services hosted on untrusted servers, without disclosing personal informations. Over the years,
homomorphic encryption has been a very active field for research, and this has led to a long
list of works and improvements, e.g. Brakerski and Vaikuntanathan (2014b,a); Alperin-Sheriff
and Peikert (2014). This comprised both theoretical works that put forth new ideas and
constructions, and implementation works (Wang et al., 2012; Jung et al., 2021) that optimized
existing constructions with the goal of achieving the best possible efficiency.
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