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A Virtual Reality and haptic simulator for ultrasound-guided needle insertion


Abstract—Articular and soft tissue punctures or injections are widely used for the diagnosis and the treatment of rheumatic disorders. Ultrasound is increasingly used to guide these interventions in order to correctly position the needle in the target area, and thereby improve the efficiency and safety of the procedure. During their learning, medical students need to practice in order to master the manipulation of the needle and the ultrasound probe at the same time and acquire enough skills before practicing in a real patient. To offer a risk-free training for apprentices, we present in this paper the design and development of a simulator based on Haptics and Virtual Reality. We described in particular two main aspects of our prototype: (i) the model of forces involved in the needle insertion and their haptic rendering; (ii) the 2D ultrasound image rendering of the virtual environment. Their combination provides the student with a realistic experience. An additional 3D view is also presented, that serves as pedagogical tool useful in the learning process. Experimental validation and preliminary evaluation by the medical partner show that our prototype exhibits sufficient stability and realism for a good immersion in the training scene.

Index Terms—Virtual Reality, training medical simulator, needle insertion, haptics, ultrasound rendering.

I. INTRODUCTION

MEDICAL students need to practice several times to master and perfect the clinical procedures they will confront. These processes require students to be in capacity to correctly dose the force exerted onto the patient’s tissue, to avoid injuring or damaging him/her while performing the gesture. Thus, to provide practical training, cadavers or manikins can be used. This option allows medical students to feel quite similar haptic sensations as if interacting with a real patient. However, using cadavers presents some limitations, as for instance getting an authorization from the relatives, and ethics approval [1]. Also the tissue remains permanently deformed after the first use, and the physical properties are changing as the body decays, like blood irrigation or tissue stiffness. In the case of manikins, they are available only for some specific medical procedure training. Moreover, although they can be used several times, they wear down and become disposables over time. Moreover, their haptic feedback remains questionable.

Virtual Reality (VR) based simulators are quite common as they offer objective feedback and different case scenarios [2]. However, they often lack realistic haptic feedback which is key in improving medical skills of the trainee [3].

In this context, the use of VR with haptic devices has been an increasing option in recent years. The idea is to create a new generation of medical training simulators. They combine a numerical simulation (reproducing the organs behavior) and a haptic device (reproducing the kinesthetic sensation) in order to perceive the consequences of the medical gesture. Moreover, they allow working in different environments with force feedback to help them to immerse in diverse situations [4], [5]. The use of these new simulators also reduces the time spent on patients enabling to complete the training faster, and allowing to extrapolate their acquired skills to a real-life situation. Finally, these VR and haptic simulators offer to medical students a way to improve and gain skills before practicing on real patients [6], [7], [8], [9].

In [10], authors provide a recent state-of-the-art in needle insertion training based on haptic interaction. They conclude that simulators coupling VR and haptic feedback are the most promising one, and also that developing realistic simulators is quite challenging. In this paper, we focus on the development carried out to provide a simulator that could be used as a new way to learn ultrasound guided needle insertion. The development of the two parts of such simulators still remains a strenuous task. Indeed, the different inherent stiffness of the body parts such as skin, fat, muscles, tendons, or bones has to be realistically reproduced. One example of such complexity appears in the development of a simulator for ultrasound-guided articular needle insertion. This gesture is considered to be a challenging medical gesture as it not only requires a good knowledge of anatomy, but it also requires bimanual coordination of an ultrasound probe and a needle at the same time to ensure correctly the progression of the needle through the articulation to the target area.

In this paper, we present a medical training simulator for needle insertion that offers full immersion and realism as close as possible to the real procedure. This simulator is divided into two main parts: (i) a mechanical part composed of two haptic devices in order to reproduce the involved forces during the needle insertion; (ii) a Virtual Reality part that generates a 2D simulated ultrasound image, in order to propose the usual view available during this medical gesture. This view enables the user to visualize the needle position and the tissue deformation in the virtual environment. Let note that several mathematical models (obtained from the literature, plus an original one) are
used to compute the involved forces during gesture. Moreover, the proposed prototype has been designed in collaboration with our medical partners to place the students in a immersive and comfortable position.

The aim of this paper is to validate the main features of the simulator. The paper is structured as follows. In section II, the needle insertion procedure and the forces involved during gesture are introduced. In section III, the general view of our simulator is presented. It consists of a mechanical and a Virtual Reality part coupled together. In section IV, the algorithms to render the different forces involved in the needle insertion process are described. In section V, the process to render an ultrasound view of the 3D scene is detailed. In section VI, preliminary results are presented, to validate the rendering of the force and its realism. Finally, section VII concludes this paper and introduces future work.

II. ABOUT PUNCTURING AND ITS TRAINING

A common procedure in rheumatology consists in performing infiltration or puncture into joints to reduce pain [11]. This procedure is commonly accomplished using ultrasound images. Thus, the physician uses an ultrasound probe in order to monitor the needle tip during its progression [12]. Let note that manipulation of both needle and probe is quite challenging and require the development of a motor-visual coordination and dexterity. This dexterity is mainly acquired by practicing and companionship under expert supervision.

A. Involved forces during puncturing

This subsection is dedicated to the presentation of the forces involved during the puncture procedure. Fig. 1 illustrates the three stages that can be distinguished during puncture [13] whereas the needle pierces soft tissue. Each of these stages generates a set of forces that need to be rendered through the haptic device.

(a) Pre-puncture (b) Puncture (c) Withdrawal

Fig. 1: Three stages can be distinguished during the needle insertion in soft tissue: pre-puncture, puncture, withdrawal.

a) Pre-puncture: A force appears when the needle is pushing the surface of the tissue which becomes distorted without being pierced. Several authors have parameterized the tissue behavior in this case. One model is proposed in [14] where they describe it as a visco-elastic interaction. We denoted this force as \( \vec{f}_{\text{pre-puncture}} \).

b) Puncture: Once the needle pierced the skin, several forces are involved to reproduce the action of cutting soft tissues. Three kind of forces [15] are contributing during the puncture due to the needle shaft rubbing against the tissue whereas it cuts the tissue. These forces (viewed in Fig. 2) are:

- Cutting force \( \vec{f}_{\text{cutting}} \) which acts on the needle tip in the axial direction. Its intensity depends on the penetrated tissue and the needle tip shape.

- Friction force \( \vec{f}_{\text{friction}} \) which tends to be in the opposite direction of the motion. This force is due to the surrounding tissue.

- Clamping force \( \vec{f}_{\text{clamping}} \) which acts on the side of the needle shaft in the normal direction by the tissue that surrounds it and constrain the needle’s movements.

\( \vec{f}_{\text{total}} = \begin{cases} \vec{f}_{\text{pre-puncture}} + \vec{f}_{\text{friction}} + \vec{f}_{\text{cutting}} + \vec{f}_{\text{clamping}} & \text{(soft)} \\ \vec{f}_{\text{withdrawal}} + \vec{f}_{\text{hardContact}} & \text{(hard)} \end{cases} \)  (1)

B. Previous work about needle insertion simulators

Kurita et al. [16] instrumented a Geomagic Touch in a virtual environment. A virtual needle can interact on a rubber sheet to obtain several forces like the pushing force from the needle and the reaction force of the rubber sheet. Despite introducing the rubber to improve the rendering forces, it does not allow it to work with different layers at the same time, with different tissues, nor hard surfaces like the bone.

Forest et al. [17] propose the use of two identical haptic devices to achieve a simulator for ultrasound-guided needle puncture: one haptic device is used to render the needle forces during the insertion, and the other to simulate the ultrasound probe. They created a virtual environment in which a 2D image ultrasound is displayed during the performance. This image is based on data obtained from real ultrasound images. Only one anatomy is thus available on this simulator which limits its application as a learning tool. Another drawback comes from the fact that the simulator does not offer hand support where the user can lie his hand to avoid trembling during the needle insertion which limits the realism of the simulated procedure.

Magee [18] introduces another ultrasound-guided needle simulator using a mannequin to represent the patient. The
ultrasound probe and the needle are instrumented with 3D position sensors. On a screen, a software recreates the ultrasound image. Concerning the force feedback, the needle has a slide mechanism that contracts itself when collisions occur with the plastic mannequin. This simulator allows puncturing any part of the patient’s body but does not constrain the needle’s movements, allowing thus to move the needle in any directions inside the body which is unrealistic as the tissues always limit the needle’s displacement.

In [19], authors describe an augmented reality simulator for femoral palpation and needle insertion. For the palpation part, they used two Novint Falcons devices that support the touching zone which recreates the behavior of the patient’s skin. To simulate the needle insertion, they modified the end effector of Phantom Omni so it looks like a real needle. The force feedback is taken from a set of recorded data of multiple patients. Although the presented results are satisfactory for the palpation part, the needle insertion simulations lack realism as the Phantom Omni does not offer angular restraint during the needle insertion, allowing to rotate it in any direction.

In [20], a VR simulator for anesthesia training is presented. This simulator uses pre-recorded data to determine the patient’s tissue behavior during the insertion, and a Phantom Omni with VR glasses to provide immersion to the student. Although this system allows the student to choose any entry point, it does not provide any wrist restriction, nor any limitations on the needle’s orientation.

In [21], authors present a haptic and VR simulator for liver biopsy. This work present the different components but it remains unclear how they coupled them. Moreover, it does not take into account the tissue deformation on US images and the needle orientation on the haptic interface.

In conclusion, several main characteristics are missing in existing needle insertion simulators which limit their realism:

- the needle’s advancement is not restrained which induces a non realistic insertion;
- the involved forces are not correctly rendered;
- the forces are not differentiated whereas that must be rendered to represent each inner layer of the tissue;
- no hand support is proposed, where physicians can lay on their hands over as in real procedures;
- no ultrasound image suitable for any anatomy or pathological case is proposed;
- no feedback on tissue deformation are provided, whereas that is considered as essential by practitioners to track the needle in the ultrasound view.

III. OUR CONTRIBUTIONS

To improve the existing needle insertion simulators for puncture gesture training, we propose a complete simulator based on haptics and VR technologies. Thus, several components have been developed and gathered to provide this immersive environment.

- We proposed a "mechanical part" based on two haptic devices representing the ultrasound probe and the needle. This mechanical part includes also a hand support representing the patient’s skin.
- We implemented several rendering forces to supply with the tactile feeling and the haptic feedback during the needle insertion.
- We developed a VR part to visualize the virtual scene (anatomy, needle, probe) in 3D and in 2D.
- We proposed a real time US view of the 3D scene. It is computed according to the location/orientation of the US probe and needle. It enables the visualization of the needle and resulting tissue deformations during the manipulation of haptic devices (i.e. during the puncturing).
- We offered an easy to set and flexible solution for shoulder joint, that can be easily adapted to large joints (knee, hip). No need for fastidious medical image pre-processing to integrate new 3D scenes and exercises.

A. Mechanical part of the simulator

Fig. 3 presents the mechanical part of our simulator including two haptic devices. A Virtuose™ 6D Desktop (Haption SA, Soulé-sur-Ouette, France) (see right picture) is used for the needle. Its 6 degrees of freedom can be controlled in order to reproduce forces up to 10 N. It lies on a base which includes a hand support that represents the patient’s skin. The user can thus lie his hand on it during the needle insertion, gaining comfort and stability during the gesture. One tip of the rod, which represents the needle, is attached to the haptic device. On the other tip, a mock syringe is attached. To ensure realism, this mock syringe was built matching the dimensions of a real one. An insertion point has been set in the hand support to allow the rod to freely pass through. Moreover, the stylus of a Geomagic® Touch™ (3D Sytems, Los Angeles, USA) (see left picture) is used to represent the ultrasound probe. It can be freely moved around the insertion point as in real procedure.

B. Virtual Reality part of the simulator

Fig. 4 presents two significant views provided by the VR part of our simulator: (a) a pedagogical textured 3D view of the complete scene with transparency; (b) a 2D ultrasound view similar to the one provided by the probe.

The first one enables to show global interactions in the scene. It permits to infer internal location of the tissues and needle, with their relative displacements. This choice is based on what is called didactic transposition, a process that aims to create the optimal conditions for learning, relying on the real conditions for the gesture but also paying attention to
the processes of construction of knowledge [22]. The second one proposes an ultrasound view to guide the gesture as in the medical room. This 2D view is generated according to the probe and needle position/orientation. Thus, a complete pipeline is proposed to obtain a real time US view integrating the deformations involved by the needle insertion.

C. Interactions between mechanical and Virtual Reality parts

To propose an ultrasound view according to the position/orientation of probe and needle, which are both manipulated by the user thanks to two haptic devices, the mechanical part of the simulator is coupled to the VR part to transmit adequate information, in both ways. Thanks to this combination (illustrated in Fig. 5), the user can practice the needle insertion under echography and develop the motor-visual coordination required to manipulate both tools, needle and ultrasound probe.

IV. Rendering forces on the haptic interface

The main objective of the haptic interface is to properly render all the involved forces during the needle’s insertion, in order to provide an adequate feedback to the user during this medical gesture. A survey of force models is proposed in [23].

A. Pre-puncture

For the pre-puncturing force, we use the model obtained in [24], where the authors parameterized it by inserting a needle in a bovine liver. As the pre-puncture behavior is non-linear, the model is based on a second-order polynomial, where the force increases steadily, and a sharp drop occurs when the skin is finally pierced. It is defined by:

\[ f_{\text{pre-puncture}} = \begin{cases} 0, & P_{\text{tip}} < d_1 \\ a_1 P_{\text{tip}}^2 + a_2 P_{\text{tip}}^2, & d_1 < P_{\text{tip}} \leq d_2 \\ 0, & P_{\text{tip}} > d_2 \end{cases} \]

where \( P_{\text{tip}} \) is the needle tip position, \( d_1 \) is the starting position of the layer, \( d_2 \) is the end position of the layer. The values of \( a_1 \) and \( a_2 \) are obtained by the authors to fit a real puncture, with \( a_1 = 0.0480 \) N/mm and \( a_2 = 0.0052 \) N/mm².

B. Puncture and withdrawal

Cutting and withdrawal. To reproduce the cutting force, the “tracking wall” method is used [25]. It is based on a virtual spring to compute the cutting forces. This approach is used with classic algorithms like the God-object which is focused on giving the user the sensation of exploring a surface [26]. The difference with classic methods is that no damper is required to dissipate the energy. It is substituted by a second wall which tracks the tool position during the displacement to help keeping the force constant. The method gives the possibility to set the virtual limb in any part of our workspace [25]. Let’s notice that this method enables to provide for the puncture: (i) different tissue stiffness; (ii) the ability to perform stops inside the virtual joint; (iii) the small rejection force generated by the muscles when the needle stops. The force obtained by this method is:

\[ f_{\text{cutting}} = K_t (\Delta h) \hat{e} \]

where \( K_t \) is a tuning parameter representing the stiffness of the penetrated tissue, \( \Delta h \) is the distance between the current needle tip position and the position of the “tracking wall”, \( \hat{e} \) is the director vector of the trajectory. The same method is used for the withdrawal force, but in the opposite direction.

There is no real consensus in the literature for living tissue [27], but we can extract an approximate value of \( K_t \). It is then refined with the help of a medical expert in order to reproduce a behavior similar to reality.

Let’s note that some other approaches have been proposed to render the cutting and withdrawal forces. They are based on bio-mechanical models or finite element methods. However, despite their accuracy, these methods are well known for being very high computation consuming and not be able to work with real-time simulations [28]. Thus, our original method overcomes these problems, and both solves chattering and allows to perform stops inside the tissue in real-time.
Friction. For the friction force, instead of using a general approach as the Coulomb model, we opted for a more realistic one designed especially for needle insertion. In [29], the authors used the LuGre model which is a dynamic model based on the microscopic representation of irregular contact surfaces and elastic bristles. The LuGre model uses an internal state \(z\) that represents the bending of the bristles. It is given by:

\[
z = v - \frac{\sigma_0 |v|}{g(v)} z, \tag{4}
\]

where \(v\) is the velocity of the insertion, \(\sigma_0\) is the stiffness coefficient for the microscopic deformations during pre-sliding displacement, \(g(v)\) describes the Stribeck effect. This last effect is given by:

\[
g(v) = \mu_c + (\mu_s - \mu_c)e^{-\beta|v|}, \tag{5}\]

where \(\mu_c\) and \(\mu_s\) are the Coulomb friction coefficients, and \(\beta\) is a constant determined by parametrization. So, the friction force computed by the LuGre model is determined as:

\[
\vec{f}_{\text{friction}} = F_n (\sigma_0 z + \sigma_1 \dot{z} + \sigma_2 v), \tag{6}\]

where \(\sigma_1\) is the damping coefficient associated with \(\dot{z}\), \(\sigma_2\) is the viscous damping and \(F_n\) is the injection cutting force.

The model parameters have been experimentally obtained by making a periodic penetration in a Gellan Gum (E418) with a needle attached to a 5-DoF manipulator [29]. Based on this work, table I presents the parameter values used.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(\sigma_0)</th>
<th>(\sigma_1)</th>
<th>(\sigma_2)</th>
<th>(\mu_c)</th>
<th>(\mu_s)</th>
<th>(\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>2.592</td>
<td>0.879</td>
<td>(2.04 \times 10^{-3})</td>
<td>1.763</td>
<td>0.052</td>
<td>0.075</td>
</tr>
</tbody>
</table>

TABLE I: LuGre model’s parameters used in our simulator.

Clamping. To implement the clamping force, we opted to use a virtual fixture [30] which corresponds to sensory information that overlays the environment feedback. This sensory information is used to establish limits or virtual borders, in order to restrain the user movements. In our simulator, we use the approach described in [25], wherein the virtual fixture provides a bilateral restriction that ensures the needle to move along the desired path. The desired trajectory is defined once the user starts its gesture. He estimates the correct trajectory according to the images provided by its US probe. Once its needle is inside the body, he will feel the clamping forces when it deviates from this initial trajectory. Thus, the haptic device exerts an orthogonal force in order to reproduce the tissue resistance.

Moreover, as one of our objectives is to allow the medical student to choose the initial inclination of his/her entry point on the virtual joint, it is thus not possible to establish a predefined trajectory for every case. So the trajectory of the needle and the clamping forces need to be calculated once the user has initiated his gesture inside the patient joint. To overcome this point, the tool orientation is obtained using quaternions provided by the haptic device.

For this, when the tool pierces the tissue, the current quaternion is stored as \(q_0\), which will be our reference to follow the orientation. So if the user changes the tool orientation, it will be necessary to calculate the deviation between the stored quaternion and the current one \(q_c\) to exert the correction forces to correct. For that, the quaternion rotation is computed using the following equation describing the rotation from \(q_0\) to \(q_c\):

\[
q_r = q_c^{-1} q_0 = (q_{00}, q_{01}, q_{02}, q_{03}). \tag{7}
\]

The term \(q_{00}\) refers to the real component, and the remaining three terms are the imaginary components.

Once this is done, the rotation corresponding to the angle of the relative rotation is calculated using:

\[
\theta_{qr} = 2 \cdot \arctan(q_{\text{norm}} \cdot |q_{00}|), \tag{8}
\]

where the euclidean norm \(q_{\text{norm}}\) is calculated by:

\[
q_{\text{norm}} = \sqrt{q_1^2 + q_2^2 + q_3^2}. \tag{9}
\]

Thus, the orientation error is obtained by:

\[
\vec{\epsilon}_{qr} = (q_{r1}, q_{r2}, q_{r3})^T \times \frac{\theta_{qr}}{q_{\text{norm}}}. \tag{10}
\]

Moreover, the trajectory generator is established by:

\[
q_{qr} = k \vec{\epsilon}_{qr} - B \vec{v}, \tag{11}
\]

where \(k\) and \(B\) are parameters describing the nature of the tissue; \(\vec{v}\) is the tool velocity. As for the cutting forces, \(k\) and \(B\) values are predefined based on literature and their final values are obtained empirically based on expert’s experience.

It is thus possible to compute the difference of orientation compared to the initial trajectory. A simple proportional control law is then applied to determine the magnitude of the clamping force to apply.

Hard contact.

As haptic interface stiffness is limited, hard contact can not be reproduced correctly. To solve this issue, Kuchenbecker et al. [31], proposed a method based on decaying sinusoid. It describes the dynamics of contact with rigid objects as two superimposed forces: a high-frequency one, and another with a slower extended response. The defined force response is computed depending on the time lapse and the incoming velocity of the tool, with:

\[
\vec{f}_{\text{hardContact}} = A |\dot{v}| e^{\ln(0.01) t/d} \sin(2\pi ft), \tag{12}
\]

for \(0 < t < d\), where \(A\) is the nominal amplitude (\(A = 19.9\) Ns/m), \(d\) is the fixed duration \((d = 0.055\) s), and \(f\) is the frequency \((f = 55\) Hz). They measured acceleration while tapping on wood with a needle tip, and they identified the parameters \(A, d,\) and \(f\) in order to have similar responses. We then experimentally adjusted the amplitude \(A\) with the user’s feeling. The benefit of this method is that the system remains passive thanks to the fact that the force is only computed during a short lapse of time.

V. VIRTUAL REALITY PART WITH US RENDERING

The aim of our complete VR haptic simulator is to propose exercises for the training of needle insertion gesture. Fig. 7 shows an example of the 3D view performed by the VR part. It represents a virtual joint used during the exercises as well as the corresponding ultrasound rendering. Thanks to this VR
part, the user can explore the joint using the ultrasound probe mock, identify the tissues and choose a path line to the target. During this exploration, the user is also able to rotate freely the virtual 3D scene. Once the insertion point is chosen, the user can insert the needle in the tissues with the desired orientation. Moreover, while the needle is inserted, the user can move its ultrasound probe and visualize the needle progression in an offset 2D ultrasound image generated in real-time.

Fig. 7: 3D scene and view provided by the VR part.

Fig. 8 presents the different modules of our framework for the VR part. It has been developed in C++/OpenGL. We used an Intel® Core™ i7-6800K CPU, an NVIDIA® GeForce® 1070GTX and 31.3 GB of memory for the following results.

The collision detection between haptic devices and objects in the 3D scene is treated in a same thread for both needle and probe, as long as the needle does not pierce the first layer of the object. Moreover, the used algorithm considers the direction and velocity of the needle to obtain accurate collision points [32] and correctly treat the puncturing.

We now focus on our complete rendering pipeline (illustrated by Fig. 6) which permits to generate the ultrasound view (see (e)) which is then deformed (see (final)) according to the manipulation of the haptic devices. This process enables a realistic ultrasound view for the simulator.

A. Ultrasound rendering pipeline on a 2D slice

The first step of the rendering process consists in computing a 2D slice (see (init)) of the 3D scene by using the Capping Clipped Solids method [33] according to the probe position.

Then, we apply the method proposed by [32] to successively add on this 2D slice all the effects required to provide an ultrasound view. Thus, the reflection and shadow are both added (see (a)) by filling a depth map, computed during the simulation (see (i)), into the texture before any other render pass. To add attenuation effect, the speckle is approximated by a Perlin noise (see (c)) and the shadow rendering pass is used to add absorption effect. Note that for thick tissue, we directly apply a texture (see (b)) acquired by selecting a zone with a representative pattern of the tissue from a reference image (see (1)). For this, we both consider the lateral and longitudinal orientations, with the result illustrated on Fig. 9.
Fiber orientation of thin tissues. To consider the orientation of thin tissues, some others treatments are performed providing a texture-dependent oriented blur [32]. Firstly, a pre-computed process consists in retrieving the fibers orientation (see (2)). It is computed for all vertices thanks to the specific geometry of tendon-like tissue. The direction is set by the smallest principal curvatures via quadratic fitting [34]. Secondly, the oriented blur (Fig. 10) works in two steps during the generation of the US view. The considered 3D tissue is clipped in the ultrasound plane according to the probe position, and its surface is colored according to the orientation of the fibers (see (ii)). This image is then used as an input to post-process the noisy image to create the oriented blur (see (d)). Then, the blurred picture is mixed with the image obtained with the reflection and shadow effects to create the final ultrasound picture (see (e)) of the rendering pass.

Fig. 9: Fiber texture according to probe orientation.

(a) Longitudinal view
(b) Transversal view

Fig. 10: Different grain-size noises for several fibers display of thin tissues.

(a) Longitudinal view
(b) Transversal view
(c) Thin fibers

B. Deformation of the ultrasound view

To take into account the interaction of the two haptic devices, we apply their displacements (see (iv)) directly into the pixels of the computed ultrasound picture (see (e)) [32].

For the displacement due to the needle insertion, the idea was to fit the results obtained by Gao et al. [35] to simulate the deformation of the skin, and those obtained by Crouch et al. [36] to simulate the inner tissues deformation involved after puncture. Thus, the displacement due to the needle, before puncture, is defined by:

\[
d(\tilde{r}, z, E) = \begin{cases} 
  \frac{\|f_{\text{pre-puncture}}\|}{E} g\left(\frac{\tilde{r}}{R_{\text{max}}}\right), & z < z_{\text{max}} \\
  \frac{\|f_{\text{friction}}\|}{E} g\left(\frac{\tilde{r}}{R_{\text{max}}}\right), & z > z_{\text{max}} \\
  0, & \tilde{r} > R_{\text{max}} 
\end{cases}
\]  

(13)

where \(g(t) = 1 - (3t^2 - 2t^3)\). \(f_{\text{pre-puncture}}\) is the pre-puncture force as defined in subsection II-A. \(E\) is the Young modulus of the tissue at the point \((\tilde{r}, z)\).

Fig. 11 illustrates that \(R_{\text{max}}\) is the influence radius of the needle from Crouch’s model (with \(R_{\text{max}} = 2\text{cm}\)), \(\tilde{r}\) is the cylindrical coordinate \(r\), when \(z < z_{\text{max}}\) (point A), \(\tilde{r}\) is the spherical coordinate \(r\) when \(z > z_{\text{max}}\) (point B). Indeed, as the needle pushes the surface, the displacement of the tissue at the needle tip is exactly equal to the displacement of this same tip.

Fig. 11: Two zones of effect for the displacement function: along (light gray) / beneath (dark gray) the needle tip.

And after puncture, the friction and cutting forces affect the tissues along the shaft and also below the needle. Locally, the friction force is dominant along the shaft, while the cutting force is dominant under the tip. It means that we can also split our displacement function in two, as follows:

\[
d(\tilde{r}, z, E) = \begin{cases} 
  \frac{\|f_{\text{friction}}\|}{z_{\text{max}} E} g\left(\frac{2 - \tilde{r}}{R_{\text{max}}}\right), & z < z_{\text{max}} \\
  \frac{\|f_{\text{cutting}}\|}{E} g\left(\frac{\tilde{r}}{R_{\text{max}}}\right), & z > z_{\text{max}} \\
  0, & \tilde{r} > R_{\text{max}} 
\end{cases}
\]  

(14)

where \(f_{\text{friction}}\) and \(f_{\text{cutting}}\) are the same forces defined in subsection II-A. Let’s remark that \(f_{\text{friction}}\) is divided by \(z_{\text{max}}\) as the friction force is spread along the needle.

These displacements depend on the Young modulus of the tissues in order to improve the realism. Fig. 12 shows some results obtained for the displacement of the soft tissues due to the needle, considering a single, or two values of \(E\) for the tissues (\(E = 0.5\) and 5 N/mm² for top and bottom layers). Fig. 13 gives an example of displacement map taking into account the needle orientation, and the resulting US image.
Fig. 12: Deformation due to the needle considering a single (top row) or two values of $E$ (bottom row) for tissues.

Fig. 13: Deformation due to the needle inserted at a 45° angle.

C. Performance

We performed several tests to analyze the performance. Even for 7,864,320 triangles, our rendering pipeline runs in about 0.002s including deformation and all the effects in the US image, which is enough for real-time.

VI. EXPERIMENTAL VALIDATION

The aim of this paper is to propose a first validation of the features available on our simulator. Thus in this section, we will present some experiments to validate our needle insertion simulator. Experiments have been conducted in order to validate separately the different components of the simulator.

It is important to firstly validate the needle force feedback. We thus proposed to our medical expert different tests in order to check the realism of the force feedback while puncturing. The different parameters can also be adjusted according to expert feedback. The cutting and the clamping forces were tested in basic situations to check their realism according to the expert experience. More experiments could then be processed including a full face and content validity with a larger population involving novices and experts.

In this context, the first subsection demonstrates the main problem while using commercial haptic interface to reproduce soft contact: the chattering phenomenon. Our proposed method solves this issue and allows us to reproduce different cutting forces. The second subsection is dedicated to the validation of all the forces involved during puncturing. Users can feel the forces in 3D as it happens in real procedures.

A. Validation of the cutting/withdrawal forces

Commercial haptic devices are built for quick implementation. Thus to generate force, it is only necessary to apply the desired one using the communication protocol or API given by the manufacturer. This approach is called Direct Method. It does not include any mathematical model to compute the required force. But, as we will demonstrate in this section, some problems occur with these rendering haptic methods.

Firstly, Fig. 14 shows a test made with a Haption Virtuose™ 6D desktop. On this figure, the wall (which can represent the surface of the skin) is depicted with the blue line and the tool with the green line. The virtual wall is set with a reaction force of 1 N. The tool can be freely moved while it is above the wall. Then, the user moved it until it collides with the virtual wall at $t \approx 4$ s. When the force is applied to the haptic device, this produces an effect called chattering. It is represented by the high-frequency change of force and speed. The chattering effect is a phenomenon that occurs when a sudden change of force happens in the haptic device. Moreover, this effect disturbs the force feedback sensation and can damage the haptic device if the force or frequency is high enough. The same phenomenon happens at $t \approx 7.5$ s when the user stops exerting effort on the tool, the haptic device tends to reject the tool outside of the wall, as there is no more opposing force from the user. This behavior does not correspond to the desired one, showing that the direct method can not be applied on our system.

![Fig. 14: Force injection performed with direct method.](image)

To avoid chattering, our solution consists to use the tracking wall method to model the environment. More details are available in [25]. Fig. 15 shows the results obtained with a spring environment with a stiffness of 250 N/m. As it can be observed, when the haptic device tool collides with the wall at $t \approx 3.5$ s, the chattering effect is attenuated, as the force increases smoothly according to the advancement of the user. However, as soon as the user stops inside the wall ($t \approx 13$ s), the system rejects the tool, forcing it to exit from the wall and giving the sensation of deformation of the tissue. The needle behavior is thus realistic according to our medical expert: this method allows us to properly reproduce the force feedback while a tissue is cut.
second one, the user performs a change of trajectory inside the virtual limb. The blue lines represent the user trajectory and the (purple or red) small arrows the clamping forces. We observe the expected behaviors in both tests.

### B. Validation of the complete simulated puncture

Secondly, we consider the forces involved during the insertion of the needle inside a shoulder (which corresponds to the exercise scene of Fig. 7). While puncturing, the user should both: (i) feel forces while going through the different shoulder’s layers; (ii) handle the US probe on a deported ultrasound rendering in order to watch the needle inside the tissues. Concerning the haptic feedback, the values of the cutting forces used were based on the expertise of our medical partner and the characterization obtained during the needle insertion in a bovine liver [27]. A value is thus defined for each layer (skin, muscle, bursa, tendon, cartilage, bone) of the shoulder of our experimental setup. But, it can be easily modified to offer different training scenarios. The values used in this work are gathered in Table II.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Skin</th>
<th>Muscle</th>
<th>Bursa</th>
<th>Tendon</th>
<th>Cartilage</th>
<th>Bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Force (in N)</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
<td>2.5</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

**TABLE II: Setup values used during the ”shoulder” exercises.**

In this context, we performed two exercises to get feedback from a medical expert of the needle’s trajectories and forces involved during puncture. In these tests, we mainly focus on the needle insertion but user has access to the US rendering if necessary. The first exercise consisted of inserting the needle following, as much as possible, a straight line without deviating from the initial trajectory. The goal of this exercise is to let the user feel the different layers while puncturing. For the second one, the objective is to test the forces while changing the trajectory. This may happen when the user detects a wrong direction (thanks to its US probe) and wants to change its trajectory. So an expert was asked to insert the needle with an incorrect trajectory and then change the needle’s trajectory.

**Trajectories** Fig. 16 and Fig. 17 show the trajectories that the user performed during both tests. Fig. 18 shows the displacement in the Cartesian space for both insertions. As mentioned previously: the first insertion was performed in a straight line without any change in the trajectory; during the

![Fig. 15: Spring environment model.](image1)

![Fig. 16: Needle insertion without changing direction.](image2)

![Fig. 17: Needle insertion with changing direction.](image3)

![Fig. 18: Needle displacement for both tests.](image4)
because of the trajectory modification but when the user starts advancing, these forces decrease since a new trajectory is chosen. However, as the user is in the final part of the insertion and his withdrawal does not follow the trajectory, the clamping forces are greater to simulate the forces exerted by the surrounding tissue.

Fig. 20 shows the cutting forces rendered for both tests. On these plots, it is seen how the cutting force \( (i.e. f > 0) \) is generated while the user pierces the virtual limb, and how the withdrawal force \( (i.e. f < 0) \) is generated when the needle is withdrawn from it. For the first insertion, the user pierces with constant motion until \( t \approx 0.7 \) s, and then he withdraws the needle. For the second insertion, the user pierces with constant motion until \( t \approx 2.5 \) s, after that he withdraws the needle, and at \( t \approx 3 \) s he tries to find the correct needle’s orientation. During this part, the user tries to keep the same depth while orienting correctly the needle but, due to its unintentional movements, a small variation of cutting and withdrawal forces are generated. At \( t \approx 4.4 \) s, he inserts again his needle with the new orientation, the cutting force increases until a certain depth at \( t \approx 4.9 \) s. After touching the bone, he finally decides to withdraw entirely the needle.

VII. CONCLUSION AND FUTURE WORK

We have presented in this paper, a complete simulator for ultrasound-guided needle insertion. The main objective is to assist the user in gaining motor and visual coordination, skills that are quite difficult to acquire but are mandatory to perform needle injections or puncture at reduced risks for the patient. This simulator is composed of two parts: a mechanical component including a haptic interface that provides a tactile sensation during gesture; and a Virtual Reality part with a remote ultrasound 2D rendering used to guide the medical gesture. This Virtual Reality part also enables a 3D view of tissues and instruments, both probe and needle, as a pedagogical view (that is not present in the real operation room) to assist the apprentices in orienting themselves through the anatomy during gesture.

The realism of the reproduced interaction forces leads to a real immersion feeling while the practitioner is using our simulator. This sensation is reinforced by the quality of the offset visual feedback. For this purpose, the simulator integrates the different mechanical properties of the layers encountered during insertion, in a coherent way between haptic and rendering. Moreover, let us note that the considered gesture is particularly difficult to practice, even for experts. Consequently, they may lose visual contact with the needle, which can be recovered by observing the moving tissues when slightly shivering the tip, although this later not being directly visible in the ultrasound view. The haptic feedback may also be considered by the practitioner to detect whether the bursa is reached or overpassed, as the resistance offered by the underlying tendon is higher than for the fat tissues situated above. Our results show that our implemented methods also provide the user with enough realism for the haptic rendering when the needle pierces the different tissues. This is thanks to the tracking wall algorithm, which renders the cutting forces that allow us to stop the needle during the insertion and to render different tissue stiffness with no chattering problems. Moreover, the implementation of the orientation control allows the user to establish the initial trajectory and offers him the possibility to update it in real-time. Even though this latter is only able to create straight trajectories. Furthermore, the combination of the haptic part with the virtual environment helps to choose the insertion point in the virtual joint, counterbalancing the fixed point of insertion in our mechanical design. To be more realistic, the probe should also offer haptic feedback to users.

Due to its high power/volume ratio, a pneumatic actuator could be inserted inside a volume equivalent to a probe. This actuator could reproduce a haptic feedback to improve the realism of the probe while in contact with the patient. Similar work has been done in [37].

As shown is the Virtual Reality section, some significant scenes have already been designed to cover different stages of the rheumatologist training, from simplified models to a complex shoulder anatomy. One major advantage of our method is the ability to integrate new scenes at a relatively low cost. Indeed, it is sufficient to provide a geometry of the considered layers of tissues, along with their physical properties. The scene can thereby be tuned to handle diversity in morphology.
by altering the geometry of organs, or thickness of the fat layers, for example. In the same manner, many pathological cases could be integrated for the rheumatologist to practice with a great variety of situations, whether they are common or rare. Once the new geometry is set and the organs are labeled, the US view will be computed in real-time to take into account the updated configuration, and the haptic feedback will adjust in the same way to the physical properties of the tissues present in the scene. If applicable, for example for the deltoid, the texture will be synthesized from real images in the right orientation, as long as the corresponding longitudinal and transversal view is available in the texture data bank.

Moreover, a study of the complete training scheme is under progress, that will permitted to identify the progression skills to be acquired by novices, and mandatory requirements of a training simulator at each stage of the learning process. A more complete set of scenes adapted to the progression of the student will be integrated in the framework. In addition, thanks to the flexibility of the mechanical and Virtual Reality parts, the simulator offers the possibly to be adapted to other types of joint like knee, hip, etc. Furthermore, the simulator could be easily adapted to other medical indications with similar gestures, like puncture of tumor tissues, among others.

Finally, the experimental validation of the mechanical part combined with the Virtual Reality rendering, as presented in this paper, was an important preliminary step in the design process of a simulator suitable for training in rheumatology. Everything is now set for the next step: an expanded campaign of measurement combined with a qualitative questionnaire will be carried out with cohorts of novices and experts. This campaign will allow to proceed to content and face validity in order to confirm the relevance of our simulator. Registering trajectories of the tools, and further study them with appropriate settings will help to discriminate novices and experts. That will be a strong marker of the realism and accuracy of the process. In the longer-term, the capacity for the students to transfer the skills acquired on the simulator to the operating room will also be considered, that being the ultimate objective of the simulator design.
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