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Chapter 13. Fundamental Frequency and Pitch

Daniel Hirst and Céline De Looze

13.0 Abstract

In this chapter, we introduce the reader to the concepts of pitch and
fundamental frequency from a functional, physiological and physical
perspective. Several issues, including the modelling of intonation, pitch
detection and measurement and acoustic scales, described below, are addressed
to inform the reader about best practice for teaching and learning.

Pitch, corresponding to the subjective impression of whether individual
speech sounds are perceived as relatively high or low, as on a musical scale, is
an important characteristic of spoken language, contributing in some languages
to the lexical identity of words (tone and accent) and in all languages to
the perception of the intonation pattern of utterances. Pitch corresponds to the
physiological parameter of the frequency of vibration of the vocal folds (aka
vocal cords) which can be measured in cycles per second (cps), or the
equivalent acoustic parameter of fundamental frequency (f0), measured in hertz
(Hz).

Estimating and measuring fundamental frequency and modelling pitch is
not an easy task. In this chapter, we first present some automatic models of
pitch that have been developed both for speech synthesis and for the empirical
study of intonation patterns. We then address issues related to the detection and
measurement of fundamental frequency, including tracking/detection errors and
explain how many of these errors can in fact be avoided by an appropriate
choice of pitch ceiling and floor settings. We finally discuss the use of acoustic
scales (e.g. linear, logarithmic, psychoacoustic) in the literature for the
measurement of pitch. Based on evidence from recent findings in neuronatomy,
neurophysiology, behavioural studies and speech production, we suggest that a
new scale, the Octave-Median (OMe) scale, appears to be more natural for the
study of speech prosody.

13.1 Introduction

Pitch is an important characteristic of spoken language, contributing in
some languages to the lexical identity of words (via tone and accent) and in all
languages to the perception of the intonation pattern of utterances. Pitch thus
contributes in all languages to the interpretation of utterances, in ways which
are not yet fully understood, via a number of different linguistic and
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paralinguistic functions including the identification of speech acts (statement,
question, command etc.), the recognition of different speaker states (attitudes
and emotions etc.), the perception of prosodic structuring via prominence and
phrasing, as well as many other discourse and dialogue related characteristics.
See further Warren and Calhoun (this volume).

Most phoneticians make a distinction between pitch and fundamental
frequency. The first corresponds to the subjective impression as to how voiced
sounds, particularly sonorants and vowels, are perceived on a scale going from
low to high as on a musical scale of notes, while the second corresponds to the
physiological parameter of the frequency of vibration of the vocal folds (aka
vocal cords) measured in cycles per second (cps), or the equivalent acoustic
parameter of fundamental frequency (fo), measured in hertz (Hz). The term pitch
i1s, however, sometimes loosely applied to the acoustic or physiological
measurement, as in the commonly used expressions pitch detection or pitch
range.

13.2 Historical Overview

13.2.1 Pitch detection and analysis.

It was possible, even before the invention of speech recording, to make
tracings of speech by means of a kymograph. This device, invented in the 1840s
by the German physiologist Carl Ludwig, originally for monitoring blood
pressure, was basically a revolving drum wrapped with a sheet of paper on
which a stylus recorded changes in pressure as a function of time. Jones (1909)
notes that this instrument had been used to make ‘accurate records of intonation
(...) by means of tracings of voice vibrations’ (p 1v).

With the invention of sound recording towards the end of the 19™ century,
it became possible, for the first time in history, to listen to utterances more than
once.

Due to the laboriousness of using the kymograph and the difficulty of
interpreting the output, Jones chose to use recordings from ‘a Gramophone,
Phonograph or other similar instrument’ [p v], noting on a musical stave the
pitch (or pitches) by picking up the needle immediately after hearing each
syllable and identifying the corresponding musical note(s) of the syllable by
comparison with a tuning fork.

Figure 13.1 gives an example of the type of transcriptions that Jones
managed to produce using this technique:
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Figure 13.1. Sample transcriptions from Jones 1909. The sentences are:
“The grocer's shop nearly opposite.” “I suppose I can buy stamps there?” “You
can do nearly all your postal business there”.

In more recent research, speech recordings are used to produce an acoustic
image by means of a computer. Figure 13.2 shows a portion of the waveform of
a vowel /a:/ with one period highlighted, displayed using the Praat software
(Boersma & Weenink, 1992). Here, the beginning and end points of the period
have been chosen at a zero-crossing, although other choices are possible such as
the maximum or minimum of the period. The representation of the speech
waveform here is essentially the same as that obtained mechanically by a
kymograph.

0.256379(0.007602 (133.298 [ s)|0.263881

0.4137

-0.4653

0.012587 [ 0.007502 \ 0.029169

Figure 13.2 The waveform of a portion of a vowel /a:/ with one period
highlighted.

From the waveform, the duration of the period can be accurately
determined (here it is 0.007502 seconds) and from this, the number of periods
per second can be calculated as the reciprocal of the duration of the period (here
1/0.007502 = 133.298 periods per second). This measurement of fundamental
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frequency, (f,), was originally called cycles per second (cps) but in 1930 the unit
of frequency was renamed hertz (Hz), in honour of the German physicist
Heinrich Rudolf Hertz, who first conclusively proved the existence of
electromagnetic waves.

The fundamental frequency of an utterance can be automatically displayed
as a pitch curve, f; as a function of time, as in Figure 13.3. Here the pitch
appears either as a continuous function when all sounds are voiced (cf 13.3a) or
as a discontinuous function (cf.13.3b), when the utterance contains voiceless
phonemes, like /t/ and /p/, for which there is no measurable pitch. In fact,
speakers do not necessarily hear a difference in pitch between the two
utterances. This corresponds to the observation (Nooteboom, 1997) that we do
not perceive the observable discontinuities of raw pitch-patterns unless they are
longer than about 200 ms: human perception appears to unconsciously bridge
the silent gap by filling in the missing part of the pitch contour.

papa—maman [4.34-523] papa—maman [185-2 93]

150 130
_/\
1q:5 _\_\ — i p— e \\f
IS
1 o s s g O A—— A —— i

y a ma MAMAn 0 a ton papa

(a) 45 A%ir @ 5 (b) 2 225 . [5)25 275
Figure 13.3: Speech signal and f, for the French phrases: (a) 4 ma maman (to my Mummy)
(b) 4 ton papa (to your Daddy) pronounced with a declarative intonation pattern.
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13.2.2 Automatic models of pitch

Many automatic models of pitch have been developed, both for speech
synthesis and for the empirical study of intonation patterns.

All these models, whether oriented towards the perception, the production
or the acoustic realisation of pitch patterns, take as input the acoustic parameter
of fundamental frequency (f;), measured in hertz (Hz).

The search for an appropriate scale for measuring fundamental frequency
was part of a systematic attempt, in particular by researchers from the ‘Dutch
school’ (for a comprehensive summary of the work of this school, see ’t Hart et
al., 1990), to develop a model of the way in which pitch is perceived. This was
done by stylising raw fundamental frequency patterns as a sequence of straight
lines, such that when the stylised frequency is used to resynthesise the utterance,
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the result is judged to be perceptually equivalent to the original intonation
pattern.

Following work by House (1990) on the tonal perception of speech, Piet
Mertens (Mertens & d'Allessandro, 1995; Mertens, 2004) developed an
algorithm called Prosogram for the semi-automatic transcription of pitch, which
assumes, somewhat controversially, that the perceptual segmentation of speech
into syllables is prior to, and fundamental for, the perception of pitch. The
following figure, from the Prosogram website (Mertens, 2018), illustrates the
application of the stylisation algorithm to an utterance in French.
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cessé durant touteges années donc |de yous pencher |sur [le| sort |des femmes

Figure 13.4 The output of the Prosogram algorithm applied to the French utterance “cessé
durant toutes ces années donc de vous pencher sur le sort des femmes” (stopped during all
these years then looking into the fate of women).

Another approach has been to attempt to model the way in which pitch is
produced by speakers. In particular, work by Fujisaki and his colleagues has
applied a model of pitch production (Fujisaki & Nagashima, 1969; Fujisaki,
2004) to a large number of languages, including several tone-languages,
analysing an intonation pattern as the superposition of a sequence of phrasal
components and of shorter accent components. These components are added in
the logarithmic domain to produce a raw fundamental frequency curve as
illustrated in Figure 13.5 (from Fujisaki, 2004).
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Figure 13.5 Analysis-by-synthesis of the Japanese sentence “Aoi aoinoewa yamanouenoieni
aru.” (The picture of the blue hollyhock is in a house on top of the hill) as a superposition of
phrase components and accent components. From Fujisaki 2004.

A third approach has been to model directly the acoustic data, i.e. the f,
curve. Fitting a raw f; curve with a mathematical model is not a simple
straightforward problem due to the fact that fundamental frequency curves are
not always continuous: unvoiced portions of the utterance have no associated f.
Even when the curve is continuous, it is often not smooth and this type of
irregularity is hard to model simply.

The discontinuity and irregularity of the f, curve is generally due to the
presence of obstruents in the utterance, stops and fricatives, which either
interrupt the curve (for voiceless obstruents) or make it irregular (for voiced
obstruents). The effect of these consonants has been called micromelodic as
distinct from the macromelodic characteristics of larger pitch movements
associated with accents and intonation patterns (Di Cristo & Hirst, 1986).
Micromelodic effects can be seen as a subset of more general microprosodic
effects, specifically related to the local variability of the f, curve.

Micromelodic effects, then, are caused by the aerodynamic characteristics
of the articulation of different phones. Phones like vowels and sonorants, which
hardly obstruct the airflow, have virtually no micromelodic effect whereas stops
and constrictives disturb or interrupt the flow of air through the vocal tract.

Linguists have known for a long time that fundamental frequency curves
obtained from utterances containing only sonorants and vowels are much better
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behaved than raw f;, curves obtained from unrestricted speech. It is for this
reason that linguists have often constructed sentences consisting of mainly
sonorants and vowels such as Eva Garding's Madame Marianne Mallarmé har
en mandolin fran Madrid (Madam Marianne Mallarmé has a mandolin from
Madrid) for Swedish (Garding, 1998), Annti livonen's Laina lainaa Lainalla
lainen (Laina lends Laina a loan) for Finnish (livonen, 1998) or, the example
from Figure 13.5, Hiroya Fujisaki's Aoi aoinoewa yamanouenoieni aru (The
picture of the blue hollyhock is in a house on top of the hill) for Japanese
(Fujisaki, 2004).

A raw intonation pattern, then, can be interpreted as the interaction
between two independent components: a macromelodic component determined
by the accentuation and intonation of the utterance and a micromelodic
component determined by the segmental phonemes. If we compare two simple
utterances in French like A ton papa (to your daddy) and A ma maman (to my
mummy), pronounced with a declarative intonation pattern, we can see that
there is the same underlying macromelodic pattern for the two utterances and
that the surface differences are simply due to the different phonemes of the
utterances, voiceless stops in Figure 13.3a and sonorant nasals in Figure 13.3b.

What is particularly worth noting is that the f, curve shown in Figure 13.3a
is practically superposable on that of Figure 13.3b. It seems as if the f, curve
continues to change during the voiceless segments of the utterance even though
this is not, of course, visible. This is not as surprising as it may at first seem if
we think in terms of a continuous change of the tension of the vocal folds,
which can, of course, continue to change even during voiceless segments.

Notice in particular that the rise and fall on the two syllables of papa do
not begin at the onset of the vowels: the f, at the vowel onset is already
considerably different from that at the end of the preceding vowel. This idea of
a continuously varying underlying pitch contour is not the model which is
generally assumed in phonological descriptions of tonal and intonation
contours. In the majority of these studies, it is assumed that tones are directly
associated with vowels (cf. Halle & Vergnaud, 1987 pp 4-5; Goldsmith, 1990 p.
44 for examples) and that the fundamental frequency observed on the
consonants is simply an interpolation between the tones on the vowels.

The fact that the f, curve follows the same trajectory in utterances with
voiceless consonants as the smooth and continuous curve observed on the
utterances with sonorants, however, and in particular the fact that the curve
continues to evolve during the non-voiced portions of the utterance, seems fairly
convincing evidence that the planning of these curves is the result of an
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underlying macromelodic pattern on which the micromelodic variations are
superposed.

The macromelodic component of an intonation pattern, then, has, we can
assume, the two characteristics of being smooth and continuous. This is
fortunate because, as mentioned above, modelling a discontinuous or irregular
function is much more difficult than one which is continuous and smooth.

Once we have a macromelodic profile, we can derive the micromelodic
profile by dividing each value of the raw f, curve by the corresponding value of
the modelling function. Such a modelling technique is not simply a stylisation
of the fy curve: the raw curve has actually been factored into two orthogonal
components without any loss of information. For speech synthesis it is of course
possible to model the micromelodic profile itself and to use this to improve the
segmental quality of the utterance (for an application to Arabic see Chentir et
al., 2009). For the study of intonation, the resynthesis of the utterance with the
macromelodic profile is generally of sufficiently high quality to study the nature
of the underlying intonation pattern.

One of the simplest ways to model a smooth continuous function like that
of Figure 13.3a is as a piecewise sequence of transitions between successive
points on the curve. We can call these points anchor points. In previous work
(e.g. Hirst, 2007) these points were referred to as target points. The term
anchor points is probably more appropriate, since the anchors do not necessarily
have any specific psychological reality for the speaker and listener. The
advantage of a piecewise function over a global function is that each segment of
the curve is defined locally by its own set of parameters, which means that a
modification of one portion of the curve does not entail modifications
throughout the rest of the curve. The simplest model, of course, would be a
linear transition between two anchor points, as was used in the perceptual model
of the Dutch school, mentioned above ('t Hart et al., 1990).

Naturally occurring f, curves, of course, are not linear but curvilinear. A
number of mathematical functions have been used in the past to model such
functions. One of the simplest of these is a quadratic transition, corresponding
to a constant acceleration followed by a constant deceleration of the pitch
change. A continuous piecewise quadratic function is known as a quadratic
spline function and has been in use since the 1980s to model intonation patterns
using an algorithm called Momel (for "modelling melody") (Hirst, 1981; Hirst
& Espesser, 1993).

The Momel model is in fact formally equivalent to a subset of the contours
which can be produced by the Rise/Fall/Connection (RFC) model of intonation
later developed by Paul Taylor (1995) as a tool for speech synthesis. The only
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difference is that the RFC model allows linear interpolations between two
successive anchor points as well as quadratic interpolations. In fact, if two
successive anchor points have the same value of fj, then the transition will be
linear (i.e. flat) with Momel too. It is, naturally, an empirical question whether
there exist cases where a non-flat linear transition gives a better approximation
to an f; curve than a quadratic one.

The original implementation of Momel allowed the user to define anchor
points manually by clicking on a representation of the f; curve on the computer
screen. The wuser could then resynthesise the utterance using PSOLA
resynthesis. This can be done today with the software package Praat (Boersma
& Weenink, 2019) by creating a Manipulation object and removing and adding
Pitch points manually. Praat displays the Pitch curve with linear interpolation
between the Pitch points but an implementation of the quadratic spline function
can be obtained by the command Interpolate quadratically....

Manual modelling of fj is, of course, highly subjective and it was for this
reason that an automatic version of the algorithm was developed, based on the
experience of using the manual implementation of the model over a period of
several years. The algorithm, which is described in detail in Hirst et al. (2000)
uses a form of robust regression to optimise the modeling of raw fundamental
frequency curves with a quadratic spline function.

The algorithm was later evaluated on a corpus of read speech in 5
languages (corpus Eurom1) during the course of the Multext European project
(Véronis et al., 1994). Examination of the errors in the f, modelling showed that
one type of error in particular occurred systematically. This concerned a pitch
rise before a silent pause where, frequently, the algorithm missed the final pitch
of the rise entirely.

The Momel algorithm has since been implemented as a Praat plugin (see
Hirst, 2007), which makes it possible to use its functions directly from the Praat
menus without needing to manipulate scripts. The systematic error observed
previously was corrected by a special treatment before silent pauses,
extrapolating the final rise to estimate the closest anchor point that will produce
such a rise. An evaluation of the improved algorithm was carried out on a
corpus of read speech in Korean (Hirst et al., 2007). It showed a significant and
systematic improvement on the fitting of the modelled curve to the raw
fundamental frequency as compared to the older version of the algorithm.

It 1s, naturally, desirable that the modelling tools we use should be as
theory-neutral as possible. Complete neutrality, though, is obviously not entirely
feasible, since any model necessarily makes some assumptions about the nature
of underlying representations, as we saw above in the discussion of whether the
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underlying contour should be based only on the contours observed on the
vowels or whether it should be modelled as a continuous underlying contour.

If not theory-neutral, the Momel algorithm might be described as theory-
friendly. That is the algorithm can be compatible with a number of different
theoretical approaches to the description of speech melody. It has, in fact, been
used in the past as a first step for modelling with the Fujisaki model (Mixdorff,
1999). It has also been used as first step for ToBI for both English
(Maghbouleh, 1998; Wightman & Campbell, 1995) and Korean (K-ToBI) (Cho
& Rauzy, 2008).

13.2.3 Pitch scales

The output of pitch detection algorithms normally uses a linear scale of Hz.
Although there has been some controversy on this point, it is generally accepted
that the perception of pitch differences is not linear — that is a pitch rise or fall
of, say, 50 Hz is perceived as being smaller for a higher-pitched voice (such as
that of a woman or a child) than for a lower pitched voice (such as that of a
man). Similarly, intonationally equivalent utterances, when produced by a male
and a female speaker, may sound the same to the listener, i.e. they may convey
the same linguistic or paralinguistic functions, even though, when measured in
Hz, they have different sizes: the pitch movements measured in hertz will
generally be larger for a female voice, as her pitch range is on average higher
and wider than that of a male voice (Graddol, 1986; Hermes & van Gestel,
1991).

The linear hertz scale should not, consequently, be used to measure
differences in frequencies, e.g. when analysing the span of a speaker’s pitch
range or the pitch movements of a melodic contour. This is why, in intonation
research, the hertz scale is generally transformed to a logarithmic scale (e.g.
semitones or octaves) or to a psychoacoustic scale (e.g. mel, Bark or ERB) as
described below.

In order to take into account the non-linear nature of pitch perception,
many studies of intonation adopted the solution of using a musical scale. As
early as the 18" century, Joshua Steele (1778) used a bass viol to imitate the
melody of speech and transcribed the pitch using a very detailed system of
transcription based on musical notation.

A musical scale effectively converts the values to a logarithmic scale.
Many studies (e.g. Jassem, 1952, 1971; °t Hart et al., 1990; Fant, 1968, 2004)
have used a scale in equal tempered semi-tones to represent pitch intervals, by
means of a mathematical formula like:
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(1) interval = 12*log,(h1/h2)

where hl and h2 are the two limits of the interval.

A frequency in Hz can be represented as a musical note using the
following formulas, where reference is the reference pitch, usually 440 Hz for
standard concert pitch (= A4, the A above middle C).

(2) a. semitones = logy(frequency/reference)*12+57
b. octave = round(semitones / 12)
c. note = round(semitones) mod 12 + 1
d. error = semitones - round(semitones)

For a frequency such as 157 Hz, this gives octave = 3, note = 4, error =
+0.159. Using the list of note names {C, C#, D,Eb,E,F,F#, G, Ab, A, Bb,
B}, we can then identify the frequency as corresponding to E b 3 with an error
of +0.159 semitones. These formulas have been implemented as a Praat script
diapason.praat (Hirst 2012) which can also convert a musical note such as
E b 3 to a frequency (= 155.56 Hz).

Log scales are used as an approximation to the perceptual value of pitch
height, following the Weber-Fechner law (https://en.wikipedia.org/wiki/Weber-
Fechner law), which states that the magnitude of a perceived sensation is
directly proportional to the logarithm of the physical magnitude of a stimulus.
Psychoacoustic pitch scales, have however been claimed to be closer to the
specific perception of the pitch of speech sounds.

Several studies have suggested that the optimal scale for pitch intervals is
intermediate between a linear scale and a logarithmic scale using the so-called
psychoacoustic scales measured in mels, Barks or ERBs. Psychoacoustic scales
aim to model the way spectral information is processed in the human auditory
system. They were designed to be as optimal as possible to measure pitch
intervals. They provide steps which correspond to pitch intervals that are
perceived to be of equal size.

The mel scale (Stevens, Volkman and Newman, 1937) is a perceptual
scale, which was based on listeners’ subjective judgements of equal pitch
magnitude using sinusoid tones to divide frequency ranges into sections.
According to Beranek (1949):

Mel is the unit of pitch. It is so designed that a 1000-cycle tone 40 dB
above threshold has a pitch of 1000 mels. [p28]
There is no single accepted formula for converting Hz to mels.
O'Shaughnessy (1984) gives the formula:
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(3)  mel=1127 * In (1 + £/700)

All the following formulas are given using natural logarithms /n(f),
although some of the original versions of the formulas used logarithms with
base 10: log10(f). The value of /n(f) is the same as log0(f)/logl0(e) = log10(f)
*2.302585.

Fant (2004) gives a formula for what he calls the technical mel scale:

(4) mel=1000*(In(1 + £/1000)/In(2))
while Praat (Boersma & Weenink 2019) uses the formula:
(5) mel =550 * In(1+1/550)
which, unlike most other versions, does not give 1000 mels for 1000 Hz.

The Bark scale (Zwicker 1961) was defined so that each critical band of
human hearing has a width of one Bark. There are many formulae that exist to
convert frequency values in hertz to Bark values, such as Traunmiiller’s
approximation (1990), using the formula:

(6) Bark=26.811/(1960+f) — 0.53,
Boersma & Weenink (1992) and Fant (2004) give:
(7)  Bark="7 In(f/650 + N(1+ (f/650)?))
where f'1s the frequency in Hertz.

The ERB scale (Equivalent Rectangular Bandwith), like the Bark scale,
was defined to be closely related to the critical bandwidth and was measured
from the ability to detect sinusoids in the presence of noise.

Moore & Glasberg (1983) give the following formula:

(9) ERB=6.23*f>+93.39 * f+28.52
then in 1996 they give:

(10) ERB= 24.7*(4.37 £/ 1000 + 1)
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Hermes & van Gestel (1991) use the formula:
(11) ERB=17.253 *In(1 + /165.4)
while Boersma & Weenink (1992) use:
(12) ERB=11.17 * In ((f +312) / (f + 14680)) + 43

Several experimental studies have shown that the logarithmic and
psychoacoustic scales account better for listeners’ perception of pitch
differences than a linear scale. There is, however, no consensus as to which
scale (or formula) is preferable and for what tasks.

It has often been claimed that these psychoacoustic scales are linear for
lower frequencies, under 500 or 1000 Hz and logarithmic for higher
frequencies. Umesh et al. (1999), however, tested a large number of formulas to
fit the data from the original presentation of the mel scale (Stevens et al. 1937).
For the region below 1000 Hz, the best fit was given by:

(13)  mel = 3294 - 3080*In(f) + 773*(In())*

although several other mathematical functions also gave a good fit.
They conclude that:

there is no evidence that there are two qualitatively different regions.
In particular there is no evidence that the lower region is linear and the
upper region is logarithmic. (p 220)

Figure 13.6 shows, from left to right (or top to bottom), the log scale, the
ERB scale (Hermes & van Gestel 1991), the Bark scale (Fant 2004), the me
scale (O'Shaughnessy 1987) and the linear scale.Each scale is normalised on the
y-axis between fn(50) and fn(500), where fn is the corresponding function. It
can be clearly seen from this figure that all the psychacoustic scales are between
linear and logarithmic.

Figure 13.6 From left to right (or top to bottom) the log scale, the ERB scale], the bark scale,
the mel scale and the linear scale. Each scale is normalised on the y-axis between fn(50) and
fn(500), where fn is the corresponding function.
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Traunmiiller (1997) gives a good description of the auditory processes

which are behind the perception of pitch. After an account of the different
auditory scales, he concludes:

In order to visualize pitch contours in speech, it is suggested to use a semi-
tone scale or to scale frequency (or period) logarithmically.

r300

F200

r100

100 200 300 400 500

Figure 13.6 From left to right (or top to bottom) the log scale, the ERB scale],
the bark scale, the mel scale and the linear scale. Each scale is normalised on
the y-axis between f1(50) and fn(500), where fn is the corresponding function.

In a production experiment (Nolan 2003), subjects were asked to replicate
the pitch contours of utterances produced by a female and a male speaker in
their own voice. In order to evaluate which scale best accounts for a listener’s
perception of intonation equivalence, the differences between the pitch span of
each template and that of its replication were calculated, and compared using
the hertz, semitone, ERB, bark and mel scales. Smaller differences were found
for the semitone and ERB scales, suggesting that the optimal scale for
comparing pitch contours is logarithmic or nearly logarithmic.

13.3 Critical Issues
One of the most critical problems in the study or modelling of pitch is to
obtain an accurate estimate of the fundamental frequency.
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13.3.1 Direct observation of vocal folds

The most accurate measurement of fundamental frequency can be obtained
by directly examining the movements of the vocal folds during speech
production, or their associated muscle activation. A number of techniques such
as laryngeal electromyography, laryngoscope, and depth kymography have been
used for this task. Less invasively, an electroglottograph (also known as
laryngograph) can be used to measure the electrical impedance through the
neck at the level of the larynx, giving a direct image of the opening and closing
of the vocal folds (Fourcin & Abberton 1971).

13.3.2 Detection from the acoustic signal

Detecting fundamental frequency from the acoustic signal is more
complicated since the semi-periodic glottal wave-form is distorted by its
passage through the vocal tract.

A large number of different algorithms have been proposed to estimate the
periodicity of the signal, and hence the fundamental frequency, calculated as the
reciprocal of the duration of the period. For a very thorough background to pitch
detection algorithms, see Hess (1983) who notes:

For a number of reasons (...) the task of pitch determination
has to be counted among the most difficult problems in
speech analysis’ (p vii).

The Wikipedia page Pitch Detection Algorithm (Wikipedia, 2018) gives a
useful update and references for more recent algorithms. Essentially, pitch
detection algorithms are of two basic types: time-domain approaches and
frequency domain approaches.There are also algorithms which use a
combination of both approaches.

The time-domain approach looks for semi-periodicity in the acoustic
waveform by comparing two consecutive short portions of the signal, the
duration of which corresponds to the shortest period considered acceptable. The
duration of the window is then progressively increased up to that of the longest
period considered acceptable. The window size giving the best match is taken as
the duration of the period at that point. Algorithms of this type such as ACF
autocorrelation function), AMDF (average magnitude difference function), YIN
(from oriental 'yin' and 'yang'), MPM (McLeod Pitch Method) generally use a
form of autocorrelation to compare the signal in consecutive windows.

The frequency-domain approach works by creating an estimate of the
frequency spectrum and then looking for the best candidate for a harmonic
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interval on the spectrum which is then taken as the fundamental frequency.
Algorithms of this type such as HPS (Harmonic Product Spectrum), cepstral
analysis, maximum likelihood, spectral comb function(Martin 1981, have the
advantage that they can provide a more reliable estimate of fundamental
frequency with degraded speech signals such as telephone speech.

In some recent algorithms,e.g. YAAPT (Yet Another Algorithm for Pitch
Detection), a combination of the time-domain and frequency-domain
approaches 1s used and the final pitch is computed by applying dynamic
programming to the candidates from the two approaches.

For details and references concerning most of these algorithms, see
Wikipedia (2018).

13.3.3 Pitch tracking errors

While current pitch detection algorithms perform relatively well, they may
still result in pitch tracking/detection errors. Vocal fold cycle irregularities (e.g.
creaky voice), rapid changes in f; and noisy environments may all be sources of
aberrant values in the f; detected (Kiessling et al 1995; Bronsted, 1997). Most
common errors come from the fact that the algorithm fails to accurately estimate
a frequency value or determine periodicity vs. non-periodicity for speech
segments. Octave errors are common examples of defective f, detection, where
the estimated frequency is half or the double that of the perceived value.

Other types of f; perturbations are due to the intrinsic nature of phones and
to their co-articulation (House & Fairbanks 1953; Di Cristo & Hirst 1986;
Silverman 1986; Hanson 2009). Pitch skips at the onset of vowels are examples
of such perturbations, resulting from the aerodynamic characteristics of the
articulation of phones like stops and constrictives.

Many errors of pitch tracking can fortunately be avoided by an appropriate
choice of pitch settings as described below.

13.3.4 Estimating optimal values for pitch floor and ceiling

Most speech analysis programs use default parameters defining the
minimum and maximum values which are allowed for the f,. In Praat, for
example, these values, referred to as Pitch Floor and Pitch Ceiling, are set by
default to 75 and 600 Hz respectively. Unfortunately, these default parameters
are rarely satisfactory. In order to reduce f, tracking errors, the authors
recommend in their manual (available in the Praat software and on the Praat
website http://www.praat.org) to set these parameters to an estimate of the
speaker’s pitch range. They suggest the values 100-500 Hz for female speakers
and 75-300 Hz for male speakers.
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The choice of parameters can also be automated by using a two-pass
detection process (De Looze & Hirst 2008). In the first pass, extreme values
(e.g. 60 and 700) are used as pitch floor and pitch ceiling. From the f, thus
obtained, the first and third quartiles (g1, ¢3) of the pitch distribution are then
calculated. These are rather robust with respect to pitch detection errors, which
are usually located in the upper and lower percentiles of the distribution (De
Looze, 2010). A value for the pitch floor can then be calculated as 0.75 ¢/. This
has been shown empirically to provide a fairly optimal estimate of the pitch
floor independently of the speaker's actual pitch range (De Looze, 2010). The
pitch ceiling tends to be more variable, depending on the degree of expressivity
of the speech. For fairly non-emphatic speech, the ceiling can be fixed to 1.5 ¢3,
for more emphatic speech the ceiling would need to be raised to something like
2.5 ¢g3.

13.3.5 The difference between pitch and {0

Even with all the precautions we have described, there are sometimes cases
where the output of the pitch detection algorithm does not correspond to what is
perceived. Mark Liberman on his website The Language Log (Liberman, 2017)
gives an example of a recording of the phrase: “once the eggs hatch” which
most people hear as containing a rise from the syllable “eggs” to the end of the
phrase. As we can see in Figure 13.7, however, the detected fy, even using the
optimised maximum and minimum settings, described in Section 13.3.4, shows
a significant drop to the final syllable. If we set the minimum f, higher, say to
125 Hz, then no f; is detected at all on the main part of that syllable.

In conclusion, as Mark Liberman comments:

(the psychological dimension of) pitch is not the same as the (physical
dimension of) fundamental frequency.
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Figure 13.7 Fundamental frequency of the phrase once the eggs hatch. (from
Liberman 2017).

13.4 Recent Research

13.4.1 Semitones and octaves

The semitone has frequently been used as the basic unit for a logarithmic
scale for the analysis and display of the pitch of speech, due partly to the fact
that a semitone is approximately the minimum interval that normal listeners
(without special musical training) can distinguish (Jassem 1952 p 37, citing
Zwirner & Zwirner 1937) and also to the fact that the equal tempered semitone
1s the basic interval for numerous Western musical instruments (notes on a
piano, frets on a guitar). For more accurate measurements, the semitone can be
divided into 100 cents. This is used in particular for the comparison of similar
intervals in different tuning systems.

In a recent study, however, (De Looze & Hirst, 2014) we suggested that
the octave, rather than the semitone, is the most natural interval for analysing
speech.

Following evidence reported in several studies based in neuronatomy,
neurophysiology, behavioural studies, speech production as well as speech
perception (see De Looze & Hirst 2014 and below), we recommended the
systematic use of the octave (0) and its subdivision the millioctave (mo) for the
study of pitch. The mo gives approximately the same degree of precision as the
cent (1 mo = 1.2 cents) and has the advantage of being in conformity with the
general practice of the International System of Units: SI, in which prefixes
corresponding to an exponent divisible by 3 (e.g. n, m, k, M) are generally
preferred.
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As a derived SI unit, the octave can be defined as:
(14)  o=log:(p™)

where p is the duration in seconds of a period.

The semitone is, in fact, the product of a complex history of Western
classical music culture, corresponding to the division of the octave into 12 equal
intervals. This idea was first described in a treatise published in China in 1584
(Kuttner, 1975). In Europe, the scale of 12 equal semitones (referred to as equal
temperament) has been used increasingly, particularly in the last century, to
tune keyboards, replacing the natural scale (‘just intonation’) previously used,
or Bach’s well-tempered scale (Lindley 2001). All these scales were the result
of a search for a compromise, which would allow musicians to modulate from
one scale to another without introducing major discord and without having to
switch keyboards.

In different civilizations at different times, musical scales have in common
the fact that the names of the notes can be repeated indefinitely within the
physical limits of sound production. This circularity (also known as chromatic
repetition) appears, in fact, to be universal, and seems to stem from a
physiological basis of human perception (Braun & Chaloupa, 2005; Braun
2006) including that of neonates (Liu et al, 2009) and also that of rhesus
monkeys (Wright et al, 2000). It was observed as early as the 1960s, in an
anatomical study of a cat, that the auditory thalamus is organised in stacked
layers or laminae. It was suggested that this organisation may have a specific
function in the processing of acoustic frequencies (Morest, 1965). Morel (1980)
and Imig and Morel (1985) later demonstrated that the auditory thalamus of the
cat actually contains a neural chroma map, underlying an octave architecture,
where octaves are represented by clusters of neural laminae. While the
functional role of the mammalian auditory thalamus octave topography still
needs to be determined, recent research by Braun and Chaloupka (2005) has
suggested that it may cause, as a side effect, the octave circularity of pitch that
has been observed in the rhesus monkey as well as in humans. Their study
investigated the effect on a musician with absolute pitch, of the neurotropic
medical drug carbamazepine (CBZ), known to have a down-shift pitch side
effect, in order to better understand the mechanism of octave circularity of
pitch. They observed in their subject, during a pitch identification task, an
internal tone-scale or chroma representation. When CBZ was taken, a pitch shift
was indeed observed but the pattern of tone representation remained unchanged.
This suggests that the human brain may be hard-wired for octave-circular pitch
perception. In any case, it is the octave, not the semi-tone, which appears clearly



In Rachael-Anne Knight and Jane Setter (eds) (in press)
The Cambridge Handbook of Phonetics.

as the basic unit for the natural perception of the pitch of speech sounds and
music.

The first author has suggested elsewhere (Hirst, 1981, 1983) that there may
also be a physiological explanation for the octave and half octave as a basis for
the production of melodic intervals. Hirst (1983) reported an experiment where
these two intervals (octave and half-octave) were observed as modal values in a
task of producing varied contours on isolated syllables in French, oui and non.

If we assume that the vocal folds behave like vibrating strings, the
relationship between tension and frequency is governed by Mersenne’s law
(https://en.wikipedia.org/wiki/Mersenne's_laws), which states that the frequency
of a vibrating string is proportional to the square root of its tension. A doubling
of the tension would consequently correspond to a rise of half an octave. This
might explain why the intervals — octave and half octave (respectively 12 and 6
semitones) — have been found to be so frequent in the production of speech
melody, even though a rise or fall of a complete octave on a single syllable is
certainly not perceived in its entirety (Rossi, 1971).

The use of the semi-tone has paradoxically had the negative effect of
masking the importance of the octave as a basic unit in pitch production and
perception. A number of studies on pitch range have reported an interval close
to an octave (= 12 sts) or half octave (= 6 sts) without drawing attention to this
fact, or perhaps, even, sometimes without having noticed it.

't Hart et al. (1990) note that:

In Dutch intonation, excursions most frequently vary around six
semitones (...). In German intonation, the excursion (for full-size
movements) can be taken as ten semitones, only slightly less than in
British English intonation. (p 53)

Paesche & Sendlmeier (2000) reported an f, mean at the beginning of
sentences produced in neutral, happy, angry and scared voices of 6.72, 12.64,
12.52 and 12.38 sts respectively. If we calculate the difference between the
mean f, of neutral voice and that of the other types of voice, we find for each
‘arousal’ voice a shift of half an octave.

The intervals octave and half-octave may play a specific role in speech
production. Braun (2001) investigated the pitch contours of utterances produced
under two conditions (in a normal voice in a quiet room vs. in a louder voice
when exposed to noise over headphones), and observed a raising of half an
octave for the increased loudness condition. A rise of a half an octave or an
octave may be used to convey specific linguistic and paralinguistic functions in
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speech, e.g. signalling focus, topic change, turn-taking as well as expressing
arousal.

13.4.2 The Octave-Median scale

In De Looze & Hirst (2014), we further recommended the use of the
Octave-Median (OMe) scale for the display of the fundamental frequency curve
and for comparison of utterances produced by speakers with different pitch
ranges. The value on the OMe scale can be calculated as:

(15) ome = log,(Hz/median),

where Hz is the value of the frequency in hertz and median, the median, also in
hertz, of the speaker’s fundamental frequency.

In this transform, the reference is given by the median of the speaker’s
pitch range.

It should be noted that the median is a far more robust measurement of the
central tendancy of a pitch distirubution than the mean. Unlike the mean, the
median is generally not affected by pitch errors at the top or bottom of the
distribution. The median is also independent of the pitch scale so that the same
value will be selected for a linear scale as for a logarithmic (semitone or octave)
scale.

The OMe scale was defined following an analysis of several corpora of
neutral non-emphatic speech in French and in English (De Looze, 2010), where
it was found that the speakers’ non-emphatic pitch range tends to lie within one
octave around the median pitch (i.e. -0.5 : +0.5 on the OMe scale). The bottom
of the central octave of the speaker’s voice is then half an octave below the
median, while the top is half an octave above.

Using the Momel-INTSINT algorithms (Hirst, 2007), we investigated the
relationship between the median, minimum and maximum values of a speaker’s
pitch range. The INTSINT algorithm uses a symbolic alphabet to code the
anchor points found by the Momel algorithm. These tonal symbols T(op),
B(ottom), M(id), H(igher), L(ower), S(ame), U(pstepped), and D(ownstepped),
can be used to generate a synthetic intonation pattern from two parameters
representing the mid point (key) and the span of the speaker's pitch range.

We found, in fact, very strong correlations between the speakers’ median
pitch and their bottom (B) and top (T) values.

(16) a.  B=0.706*median (R*=0.92)
b.  T=1.561 * median (R*=0.91)
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In Figure 13.8 the corresponding linear regressions are plotted in solid
lines and dashed lines represent the intervals (from top to bottom) + octave, +
half-octave, unison, - half-octave and - octave with respect to the median. The
linear regression on the mean of the bottom tones (B) coincides almost exactly
with the half-octave below the median so that the two lines are not
distinguishable in the figure. That of the average of the top tones (T) falls
between half an octave and one octave above the median.
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Figure 13.8 Graphical representation of the average bottom tones (B) and the average top
tones (T) using the Momel-INTSINT algorithms compared to the speaker’s median pitch
(from De Looze & Hirst 2008).

The coefficient 0.706 corresponds almost exactly to half an octave
(1og2(0.706) = -0.502) and the coefficient 1.561 is just slightly over half an
octave (log2(1.561) = 0.642). These results suggested that the average of the
high tones and the average low tones, i.e. the limits of the range of a speaker,
for unemphatic speech, usually correspond to about one octave, centred on the
speaker’s median. This also means that it is possible, at least as a reasonable
approximation, to predict the limits of the register of a speaker and hence its
span, from the median of the distribution of 0.
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Within the frame of an OMe representation, top lines of the display should
not be thought of as physical obstacles for speakers. Rather, in more
spontaneous corpora, larger pitch ranges - up to two octaves are likely to be
expected. Pitch often goes beyond these lines (De Looze 2010), particularly in
the case of the top line, but when it does so, it may be taken as a good sign that
the speech is expressive or signalling important information.

13.4.3 The graphic representation of pitch patterns
Figure 13.9 illustrates the sentence “What can I have for dinner tonight?”
read by one female and one male speaker. The visualization of these recordings

was obtained automatically from the signal and TextGrid using the Praat plugin
ProZed (Hirst, 2015).
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Figure 13.9 Pitch patterns for 2 speakers, 1 female (top) and 1 male (bottom) reading
the sentence What can I have for dinner tonight? (see text).

The diameters of the circles correspond to the syllable durations and the
dotted line corresponds to the Momel curve. The horizontal dashed lines
correspond to the speaker’s median (middle line) and a half octave above and
below the median, delimiting the speakers unemphatic pitch range
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corresponding to the median-centred octave. The values of the Median and the
Top and Bottom of the central octave are given in Hz and as musical notes.
With this technique, the optimal parameters for the analysis of the fundamental
frequency of the speaker can be automatically determined from the median
pitch.

13.5 Best Practice for Teaching and Learning

Students beginning to learn acoustic analysis are confronted with the fact
that the visual representations of speech which they can obtain on their
computers are an unfamiliar way of representing a very familiar object.
Considerable experience in working with these representations is needed before
being able to rely on intuitions about how the visual form of a waveform or a
spectrogram relates to the corresponding sound.

In the specific case of pitch, the situation is slightly different. Nearly every
student is more or less familiar with the standard classical notation of music
even though skills in interpreting these representations vary greatly from
individual to individual. In this notation, pitch height is represented by the
vertical position of the note on the stave, so that it is fairly straightforward to
generalise from this to using continuous lines which rise and fall in imitation of
the pitch of a voice.

The main problem with interpreting raw fundamental frequency patterns
comes from the fact that, as we saw in Section 13.2.1, these patterns are a
mixture of continuous and discontinuous lines; it is not evident for a beginner to
realise that Figures 13.3a and 13.3b, for example, (“A ma maman” and “A ton
papa”) represent the same intonation pattern with different segmental material.
The solution to this is simple: a lot of practice. Students need to devote several
hours to listening to spoken material and examining the corresponding pitch
patterns. An efficient way to do this is to label by hand a corpus of speech and
then to compare the labelling with the output of an automatic labelling system
(e.g. Bigi, 2015), checking the pitch at the same time. Accompanying this with a
stylised representation of the intonation such as those described in this chapter
is also a very useful technique.

Attention should be drawn to the possibilities of pitch tracking errors as
described in Section 13.3.3, in particular those associated with creaky voice or
octave errors, the latter often due to an inappropriate choice of pitch floor and
pitch ceiling.

It 1s strongly recommended, in case of doubt, to check the pitch
measurements perceptually. With Praat (Boersma and Weenink, 1992), this can
be done very easily by selecting the Pitch object and calling the command Play
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pulses or Hum. It should be noted that to do this, the Pitch needs to be extracted
as a separate object. It cannot be done using the display of Pitch in the sound
editor. Many of the pitch tracking errors we have described can easily be
identified as errors using this technique.

13.6 Future Directions

A number of unsolved problems could be the object of future research.
Although many studies have been devoted to the perception of pitch there is still
some uncertainty, as we mentioned in Section 13.2.3, about the optimal scale
for representing the pitch of spoken utterances.

There is even less certainty about the relationship of pitch to basic
physiological characteristics such as vocal tract length or the length of vocal
folds of speakers. It seems obvious that speakers take such features into account
when they perceive pitch, but current models of pitch detection do not make use
of this type of information.

We suggested in Section 13.4.1 that the relation between pitch and the
tension of vocal folds may follow Mersenne's law, which states that the
frequency of a vibrating string is proportional to the square root of its tension.
As far as we know there have been no empirical studies testing this hypothesis
although it would be relatively easy to imagine ways to test this empirically.

A better knowledge of the way in which physiological constraints interact
with perceptual constraints will certainly provide a solution to many of these
questions.
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