
HAL Id: hal-03585337
https://hal.science/hal-03585337

Submitted on 23 Feb 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Dynamics of Information Erasure and Extension of
Landauer’s Bound to Fast Processes

Salambô Dago, Ludovic Bellon

To cite this version:
Salambô Dago, Ludovic Bellon. Dynamics of Information Erasure and Extension of Landauer’s
Bound to Fast Processes. Physical Review Letters, 2022, 128 (7), pp.070604. �10.1103/Phys-
RevLett.128.070604�. �hal-03585337�

https://hal.science/hal-03585337
https://hal.archives-ouvertes.fr


Dynamics of information erasure and extension of Landauer’s bound to fast processes

Salambô Dago and Ludovic Bellon∗
Univ Lyon, ENS de Lyon, CNRS, Laboratoire de Physique, F-69342 Lyon, France

Using a double-well potential as a physical memory, we study with experiments and numerical
simulations the energy exchanges during erasure processes, and model quantitatively the cost of fast
operation. Within the stochastic thermodynamics framework we find the origins of the overhead to
Landauer’s Bound required for fast operations: in the overdamped regime this term mainly comes
from the dissipation, while in the underdamped regime it stems from the heating of the memory.
Indeed, the system is thermalized with its environment at all time during quasi-static protocols, but
for fast ones, the inefficient heat transfer to the thermostat is delayed with respect to the work influx,
resulting in a transient temperature rise. The warming, quantitatively described by a comprehensive
statistical physics description of the erasure process, is noticeable on both the kinetic and potential
energy: they no longer comply with equipartition. The mean work and heat to erase the information
therefore increase accordingly. They are both bounded by an effective Landauer’s limit kBTeff ln 2,
where Teff is a weighted average of the actual temperature of the memory during the process.

Information processing in the physical world comes
with an energetic cost: erasing a 1-bit memory at tem-
perature T0 requires at least kBT0 ln 2 of work, as demon-
strated theoretically [1] and experimentally [2–10], with
kB Boltzmann’s constant. Practical implementations re-
quire an overhead to Landauer’s Bound (LB), observed to
scale as kBT0×B/τ , with τ the protocol duration and B
close to the system relaxation time [7]. Most experiments
use overdamped systems, for which minimizing the over-
head means minimizing the dissipation. Underdamped
systems [10–12] therefore seem natural to reduce this en-
ergetic cost. But cutting the dissipative energy cost has
a counter part: in this letter we show experimentally
and theoretically that, for such systems, fast erasures in-
duce a heating of the memory and an accordingly higher
energy expense, kBTeff ln 2. The work influx is indeed
not instantaneously compensated by the inefficient heat
transfer to the thermostat, which results in a transient
temperature rise visible in the kinetic and potential en-
ergy evolutions. Our model covering all damping regimes
paves the way to new optimisation strategies [13], based
on the thorough understanding of the energy exchanges.

The system under scrutiny is illustrated in Fig. 1: an
underdamped micro-mechanical oscillator confined in a
double-well potential U1(x, x1) = 1

2k(|x| − x1)2, with x
the position of the oscillator, k its stiffness and x1 the
user-controlled parameter tuning the barrier height [10].
In our study, the only relevant degree of freedom of the
physical system, a micro-cantilever, is its first deflection
mode. The 1-bit information is encoded in the mean posi-
tion: using a large barrier (x1 = X1 � σ0 =

√
kBT0/k),

the system can be at equilibrium either in the state 0 (in
the left-hand well centered in −X1) or in the state 1 (in
the right-hand well centered in +X1). The erasure pro-
cess (illustrated in Fig. S1 in the Suppl. Mat.) consists
in lowering the barrier and merging the wells (stage 1:
decreasing x1 from X1 to 0 in a time τ), then translating
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the single well U2(x, x1) = 1
2k(x+ x1)2 to position −X1

(stage 2: increasing x1 from 0 to X1 in a time τ), before
recreating the second well centered in +X1 to recover
the initial potential U1 [10]. The experimental proba-
bility distribution function (PDF) evolution in grey on
Fig. 1c points out the 100% success rate: this protocol
always drives the system in state 0 independently of its
initial state.

Along a trajectory, the total energy of the system con-
sists in the sum of the potential energy U and of the
kinetic energy K = 1

2mv
2 (with m the oscillator mass

and v = ẋ its speed): E = U +K. This quantity equili-
brates with the stochastic work W and heat Q through
the energy balance equation:

dE

dt
=
dU

dt
+
dK

dt
=
dW
dt
− dQ

dt
. (1)

This energy balance is the starting point of the model de-
veloped in this Letter to explain the heating of the mem-
ory during erasure, similarly to the approach followed in
the theoretical description of feedback cooling [11, 12].

The data plotted in Fig. 1c (x and x1 along a trajec-
tory) contains all we need to compute the quantities in-
volved in Eq. (1). Indeed, applying to the underdamped
regime the generic computations of stochastic energy ex-
changes [10, 15–20], we have:

dW
dt

=
∂U

∂x1
ẋ1, (2)

dQ
dt

= −∂U
∂x

ẋ− dK

dt
. (3)

In Ref. 10 we measure the mean work and dissipated
heat of erasure processes at different ramp speeds, start-
ing from the quasi-static regime (τf0 = 250), to very fast
erasures (τf0 ∼ 6 in Fig. 1c). As stated in the introduc-
tion, reducing the operation time requires an overhead to
LB: the mean work and heat on an erasure cycle are, to a
first approximation, 〈W〉 = 〈Q〉 ∼ kBT0(ln 2 + B/τ). In
this Letter, we explain the origin of this overhead increas-
ing with the speed: it comes in underdamped memories
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FIG. 1. Experimental set up and fast erasure cycle (a)
Schematic diagram of the experiment: the underdamped os-
cillator (resonance frequency f0 = ω0/(2π) = 1270Hz, qual-
ity factor Q = 10) is a conductive cantilever, sketched in
yellow. Its deflection x is measured with a differential in-
terferometer [14]. The potential U is created by the electro-
static force F between the cantilever and the electrode facing
it [10]. (b) Measured double-well potential energy U1 (blue)
when x1 =

√
10σ0 (5 kBT0 barrier height), with T0 = 295K

and σ0 =
√
kBT0/k ∼ 1 nm the standard deviation of the

deflection at equilibrium inside a single well. The potential is
inferred from the measured PDF of x during a 10 s acquisition
and the Boltzmann distribution. The fit to the U1(x, x1) ex-
pression is excellent (dashed line). (c) Time recording of the
cantilever deflection x on a single trajectory (blue, starting
in state 1 in this example), superposed with the centers of
two wells: +x1 (black) and −x1 (red). Snippets of the po-
tential energy on top of the plot sketch the erasure protocol.
Stage 1 (red background) et 2 (green background) both last
τ = 5ms. The equilibrium periods around stages 1 and 2
are chosen freely as long as they allow the cantilever to relax
(natural relaxation time: τr = 2Q/ω0 ∼ 2.5ms). The grey
map corresponds to the PDF of x, computed from N = 2000
experimental trajectories of the erasure process.

from the transient rise of the effective temperature Teff, a
source of energy loss that fundamentally differs from the
viscous dissipation contribution of overdamped systems.

For this purpose, we measure the mean kinetic and
potential energy during either a quasi-static erasure
(Fig. 2a-b) and a fast one (Fig. 2c-d). When we pro-
ceed in a quasi-static fashion, the mean kinetic energy
stays as expected at its equilibrium value 1

2kBT0, while
odd evolution of the mean potential energy complies with
equipartition for the bi-quadratic shape of U1 as detailed

c) d)

a) b)

FIG. 2. Energy evolution during an erasure procedure
(a) In blue, the time evolution of the mean kinetic energy
〈K〉 in kBT0 units over N = 2000 iterations of a quasi-static
erasure (τf0 � 1): stage 1 and stage 2 (red and green back-
grounds) both last τ = 100ms. The red line corresponds to
the theoretical prediction detailed in the Letter. (b) Same,
with the mean potential energy 〈U〉. (c) and (d) Same for
a fast erasure: τ = 5ms. We add in black line the results
of a numerical simulation for step 1 that provides more sam-
ples than the experiment, Nsim = 5× 106 and is thus free of
statistical uncertainty.

in section S4A of the Suppl. Mat. For fast operations,
the energy profiles are completely different: in particu-
lar they strongly increase during stage 1, before relax-
ing during the equilibration step. K can be decomposed
into 〈K〉 = 1

2m(〈v〉2 + σ2
v), summing the contribution

of the velocity mean value 〈v〉 that reflects the response
to the well motion, and the velocity variance σ2

v which
defines the kinetic temperature (following Ref. [21]) of
the first deflection mode: T = mσ2

v/kB . The first
term is responsible for the transient oscillations at the
beginning of step 1 and during step 2, but the energy
rise during step 1 mainly comes from the thermal term:
1
2m〈v〉

2 ∼ 1
2kBT0X

2
1/(2πσ0τf0)2 � 1

2kBT0. It therefore
demonstrates a transient temperature rise.

This warming and its consequences on the operation
cost can be interpreted using a simple analogy: during
step 1, the system behaves as a single-particle gas [22]
at pressure p, compressed so that the available volume
V is divided by 2. The infinitesimal work required for
the compression is dWc = −pdV = −kBTd lnV . If the
transformation is quasi-static, T = T0 and the work sim-
plifies into Wc = kBT0 ln 2. On the contrary, if the pro-
cess is too fast to allow heat exchanges with the surround-
ing thermostat, the transformation is adiabatic, and the
temperature T of the gas increases during the compres-
sion. Hence, the compression work for fast operations
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writes Wc = kB
∫ τ

0
Td lnV = kBTeff ln 2 with Teff ≥ T0.

The heat exchanges after the adiabatic compression will
then allow the system to thermalize at T0.

By analogy, we will also call "compression" the re-
duction of the phase space volume explored when the
bi-stable potential progressively shrinks until reaching a
single well during step 1. This analogy highlights the fact
that the warming during the compression is specific to the
underdamped system, and would not exist if a strong cou-
pling to the bath allowed efficient heat exchanges. The
objective of the following sections is to build a model
which describes both the compression and translational
motion as observed in experiment.

We first proceed with the mean dissipated heat, de-
scribed by (details in section S4B of the Supp. Mat.):

d〈Q〉
dt

=
ω0

Q

(
m〈v〉2 + kB(T − T0)

)
. (4)

This expression is completely general and highlights that
the heat exchanges are reduced at high quality factors Q.

To compute the other energetic terms (〈W〉, 〈K〉 and
〈U〉), we rely on the PDF of position x and speed v. Let
us introduce this PDF during the compression stage, sup-
posing that the system is at equilibrium: it is governed
by the Boltzmann distribution

P c(x, v) =
1

Zc
e−

1
2βmv

2

e−
1
2βk(|x|−x1)2 (5a)

Zc(β, x1) =
2π√
kmβ

V, V = 1 + erf

(√
kβ

2
x1

)
, (5b)

with β = 1/(kBT ), Zc the partition function, and V a
volume-like function that shrinks by a factor 2 when x1

decreases from X1 to 0. We can directly apply this PDF
to the slow erasures, in equilibrium at temperature T0 at
all time. We extend the use of this PDF to the case of fast
erasures as well, under the hypotheses that (i) the can-
tilever oscillates several times in the double-well before
its shape changes significantly (|ẋ1| � ω0σ0), so that the
phase space is adequately sampled and (ii) a Boltzmann-
like distribution still holds. In this case, however, we
let the temperature T as a parameter free to evolve due
to a possible heating. Note that the PDF P c(x, v) only
describes the volume compression and does not include
any transients, leaving aside any coupling between x and
v. The main transient, due to the translational motion
of the wells, is addressed in the next paragraph. In sec-
tion S5 of the Suppl. Mat., we compare the PDF of our
ansatz with one sampled on a large numerical simulation,
demonstrating its relevancy.

During stage 2, or at the beginning of stage 1 before
the oscillator crosses the barrier, the dynamics is ruled
by a linear Langevin equation: the potential energy is
quadratic (no switching). x(t) is therefore the sum of
the stochastic response to the thermal fluctuations, and
of the deterministic response ±xD(t) to the driving force
FD(t) = ±kx1(t) (the sign depending of which well is
considered). xD(t) can be easily computed for our simple

x1(t) ramps, and the PDF P t(x, v) which determines the
translational motion is then described by [23, 24]:

P t(x, v) =
1

Zt
e−

1
2βm(v−ẋD)2e−

1
2βk(x−xD)2 (6a)

Zt =
2π√
kmβ

V, V = 1. (6b)

We easily retrieve 〈x〉 = xD and 〈v〉 = ẋD.
In complement to Eq. (4) for the mean heat, the knowl-

edge of the PDF allows the computation of all mean en-
ergetic quantities. During compression for example, the
mean energy is 〈Ec〉 = −∂ lnZc/∂β, while the mean work
derivative is 〈Ẇc〉 = 〈∂U/∂x1〉ẋ1 = −ẋ1/β ∂ lnZc/∂x1.
In section S4 of the Suppl. Mat., we derive the following
expressions, valid for all stages:

d〈Q〉
dt

=
ω0

Q

(
2KD + kBT − kBT0

)
(7a)

d〈W〉
dt

=
dWD

dt
− kBT

∂ lnV

∂x1
ẋ1 (7b)

〈K〉 =KD +
1

2
kBT (7c)

〈U〉 =UD +
1

2
kBT + kBT

2 ∂ lnV

∂T
(7d)

where WD, KD and UD are respectively the determinis-
tic work, kinetic and potential energy which vanish in the
quasi-static regime. With Eq. (7b) for a quasi-static com-
pression in equilibrium at T0, we recover the gas analogy
dWc = −kBT0d lnV , hence LB: 〈Wc〉 = kBT0 ln 2.

Using Eqs.(1) and (7), we derive a differential equation
governing the time evolution of the temperature: the de-
terministic terms cancels out, since they comply to the
energy balance as well, and we’re left with

d〈E〉
dt

=
∂〈E〉
∂T

Ṫ +
∂〈E〉
∂x1

ẋ1

= −kBT
∂ lnV

∂x1
ẋ1 +

kBω0

Q
(T − T0).

(8)

Explicit formulas for ∂〈E〉/∂T and ∂〈E〉/∂x1 are read-
ily computed from Eqs. (7c-7d). When we proceed in
quasistatic fashion (ẋ1 ∼ 0), or when the volume is con-
stant (∂/∂x1 = 0) , we observe no heating: T = T0. For
fast compressions, this equation can be solved numeri-
cally and leads to the evolution of the kinetic tempera-
ture T (t).

Thanks to the knowledge of T (t), our model describes
the evolution of all energetic quantities in Eqs. (7) during
the erasure process. For slow erasures, kinetic (Fig. 3a)
and potential (Fig. 3b) energies comply as expected with
equipartition. For fast erasures, we obtain a strong tem-
perature increase [25] during step 1, visible on both en-
ergy profiles. The system then thermalizes, before re-
sponding to the translational motion of step 2 with tran-
sient oscillations. Those theoretical results superimposed
on Fig. 2 in red lines are in very good agreement with
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a) b)

c)

FIG. 3. Model prediction: energy and stochastic work
profiles (a) Time evolution of the mean kinetic energy 〈K〉
for different duration τ of the erasure steps computed from
Eq. (7c). For small τ , 〈K〉 is affected during step 1 (red
background) by a transient oscillation due to the dragging,
followed by a strong rise in temperature. Only the dragging
transient appears during step 2 (green background). (b) Same
plot for the potential energy 〈U〉 from Eq. (7d). (c) Time evo-
lution of the mean power over 2000 trajectories, following the
fast protocol (τ = 5ms) corresponding to Fig. 1 (blue). The
red line is computed using Eq. (7b) and closely matches the
experimental results. Results of a numerical simulation (black
dashed line), corresponding to 5× 106 trajectories, match the
model so well that we cannot distinguish the curves.

the experimental observations for both slow and fast era-
sures, with no adjustable parameters. We supplemented
the model validation by numerical simulation data (see
Suppl. Mat. section S2): the black curve on Fig. 2c-d
closely matches the model, except for tiny ripples during
the thermalization that correspond to transients unac-
counted for. Additionally, the model predicts that a fast
erasure cycle will cause a mean power evolution that dis-
plays transient oscillations and a rise during compression,
both of which are consistent with the experimental data
of Fig. 3c, and perfectly matches the simulation results.

All in all, we propose an efficient theoretical frame-
work to predict the energy exchanges and explore the
fast information erasure cost. The model only requires
the system parameters (f0 and Q) and the protocol ones
(X1 and τ) to estimate the erasure cost. As a further
illustration of the model reliability, in Fig. 4 we compare
its predictions with the experimental points and the em-
pirical description of the overhead in B/τ : it success-
fully quantifies the divergence from LB as the speed is
increased. The remaining difference may result from cal-
ibration drifts or experimental imperfections [26], or from
the shortcomings of the model with respect to transients.

FIG. 4. Divergence from the Landauer limit for fast
erasures. Erasure cost (〈W〉 and 〈Q〉 in kBT0 units) for
different operation speeds X1/(σ0τ). Experimental data (in
blue) computed from N = 2000 iterations each with X1 ∼
6σ0, are in good agreement with the analytical computation
(red line). As a comparison, we plot the empirical description
of the divergence from LB as kBT0(ln 2 + B/τ) used in the
existing literature, with B = (2.6 ± 0.2)ms here (red dotted
line). Inset: same considering only the translational motion
in step 2.

Furthermore, the model distinguishes the part of the
overhead due to the compression to the one due to the
translational motion. The latter, plotted in the inset of
Fig. 4, behaves at first order as X2

1/(Qω0)τs [7, 10]. On
the contrary, the former increases with the quality factor
Q: it behaves as kBTeff ln 2, with Teff > T0 the effec-
tive temperature during the process (details in section
S6 of the Supp. Mat.), rising when the heat exchanges
with the bath are reduced (at high speeds or high Q). In
the mean adiabatic limit (as defined in Ref. 21) for era-
sure, however, the compression work saturates at kBT0,
as shown section S7 of the Supp. Mat. Indeed, for adia-
batic transformations of underdamped systems, the con-
servation of the phase space volume [21] requires to en-
slave the variations of the temperature T to those of the
volume V . These considerations open several possibili-
ties (that could be combined) to optimise the information
processing: applying optimal protocols for the transla-
tional motion (predominant for overdamped systems) as
suggested in Refs. 7, 27, and 28; moving to the under-
damped regime to reduce the operation time scale and
decrease the dragging cost [10], while paying only the
adiabatic limit kBT0 for Q� 1.

As a conclusion, the underdamped framework ad-
dressed in this Letter opens up new possibilities in infor-
mation processing: the operation times are several orders
of magnitude smaller than the ones encountered in the
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overdamped regime, as well is the cost required to move
the system in the bath. Nevertheless, the price to pay
to get rid of the viscous slowdown hides in the low cou-
pling to the bath, allowing the memory temperature to
strongly rise for fast drivings. We provide a full theoreti-
cal description of an erasure cycle which results are veri-
fied by a wide panel of high-resolution experimental mea-
surements and complementary numerical simulations. It
culminates in the prediction of the overhead to LB for
fast erasures. Such an understanding of the erasure pro-
cess, covering all damping regimes, paves the way to new

approaches to the information processing optimisation.
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Dynamics of information erasure and extension of Landauer’s bound to fast processes
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S1. EXPERIMENT

The experimental setup is described in Refs. 10 and
26, and we summarise in this paragraph the main char-
acteristics. The underdamped oscillator is a conductive
cantilever (Doped silicon cantilever OCTO 1000S from
Micromotive Mikrotechnik, 1 mm long, 90µm large, 1µm
thick) in air at room temperature. Its deflection is mea-
sured with a differential interferometer [14], which fea-
tures a high stability and high resolution (∼ 1 pm for a
10 kHz bandwidth). To modify the energy potential seen
by the oscillator, we create an electrostatic force by ap-
plying a voltage V to a nearby electrode. The value of
V is set by a feedback loop on the position x measured
by the interferometer [5, 10]: V = V0 + S(x − x0)V1,
where S is the sign function. The threshold x0 is chosen
midway between the two equilibrium positions to cre-
ate the symmetric double-well, or chosen far above (or
below) to force one single well. The amplitude of V1

tunes the distance between the wells, thus x1 in our pro-
tocols. The sign function is implemented with a high
speed analog comparator (response time below 1µs). To
avoid multiple fast switching of the comparator around
the threshold because of measurement noise, we apply
a short temporal lockup: once triggered, the comparator
cannot switch back to the preceding state during the next
quarter period f−1

0 /4 ∼ 200µs. During this lockup pe-
riod, the oscillator is expected to have reached a position
far enough from the threshold before rearming the trig-
ger. This strategy allows the feedback potential experi-
enced by the oscillator to be equivalent to the prescribed
double-well [10, 26].

S2. NUMERICAL SIMULATION

The experimental results are supplemented by a nu-
merical simulation providing a large number of trajecto-
ries (N sim = 5× 106) without any calibration drift in the
initial position X1. The simulation is meant to mimic the
experimental system during step 1, and therefore uses the
experimental parameters ω0, m, Q, X1 and τ . The simu-
lation code consists in integrating the Langevin equation
that rules the cantilever position:

ẍ+
ω0

Q
ẋ+ ω2

0x =
Fth
m

+ S(x)ω2
0(X1 −

X1

τ
t), (S1)

where Fth the stochastic forcing from the bath, satisfying
〈Fth(t)Fth(0)〉 = δ(t)2kBT0mω0/Q. Fth is implemented
as a random number normally distributed around 0, with
a standard deviation

√
2kBT0mω0/(Q∆t), with ∆t the

simulation time step. We choose the symplectic Euler
method [31], better suited to stochastic differential equa-
tion than the Runge-Kutta one [32], to solve numerically
Eq. (S1) and output the position and speed of the can-
tilever at every time step. We display in Listing 1 the
first steps of the symplectic Euler method with normal-
ized quantities, z = x/σ0 and s = ω0t:

1 Fth=sqrt (2/(Q*ds))*randn(N)
2 for i in range(N-1)
3 z[i+1]=z[i]+v[i]*ds
4 dz=z[i+1]-sign(z[i+1])*z1[i+1]
5 v[i+1]=v[i]-(dz+v[i]/Q+Fth[i])*ds

Listing 1. Symplectic Euler method

The initial position and speed are distributed accord-
ing to the Boltzmann equilibrium distribution, corre-
sponding to Eq. (5) with β = 1/kBT0 and x1 = X1.

S3. ERASURE PROTOCOL

The erasure protocol is the one described in Ref. 10:
stage 1 consists in lowering the barrier and merging the
wells (decreasing x1 from X1 to 0 in a time τ), then
stage 2 consists in translating the single well to position
−X1 ( increasing x1 from 0 to X1 in a time τ), before
recreating the second well centered in +X1 to recover the
initial potential U1. Fig. S1 maps the protocol evolution
during the erasure process, with U1(x, x1) = 1

2k(|x|−x1)2

and U2(x, x1) = 1
2k(x+x1)2 respectively the stage 1 and

stage 2 potential expression.

S4. ENERGETIC QUANTITIES
COMPUTATION

A. Equipartition theorem in a double well potential

We apply in this section the equipartition theorem to
the underdamped cantilever evolving in a double well po-
tential U1(x, x1) = 1

2k(|x|−x1)2. The total energy of the
system E = U1+K (with K = 1

2mv
2) is given at thermal

equilibrium (at bath temperature T0) by the very general
equipartition formula:

〈xm
∂E

∂xn
〉 = δnmkBT0, (S2)

where the xn are the degrees of freedom of the system.
In our 1D description of the underdamped cantilever,

we consider only two degrees of freedom: the velocity
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Stage 1

Stage 2

t

FIG. S1. Erasure protocol The two wells initially at a distance 2X1, high enough to secure the bit initial value, are brought
together during stage 1 until they merge into one single well in x = 0. Then, during stage 2, the memory is reset by bringing
back the well center to −X1, before rebuilding the bi-stable potential with the barrier at position x = 0. A trajectory is
superimposed on the energy surface in a 3D spatio-temporal representation on the left, while snippets of the potential energy
are shown on the right to sketch the protocol.

v = ẋ and the position x. The equipartition theorem
(S2) applied to the velocity degree of freedom results in:

〈v ∂E
∂v
〉 = 〈v ∂K

∂v
〉 = 2〈K〉 = kBT0 (S3)

For the second degree of freedom, the position x, we de-
rive:

〈x∂E
∂x
〉 = 〈x∂U1

∂x
〉 = k〈x2 − |x|x1〉 = kBT0 (S4)

2〈U1〉+ kx1(〈|x|〉 − x1) = kBT0 (S5)

The term 〈|x|〉 can be computed using the equilibrium
probability distribution, as detailed in the Supplemen-

tary Materials of [10] (introducing σ0 =
√
kBT0/k):

〈|x|〉 = σ0

√
2

π

e
− x21

2σ20

(1 + erf x1√
2σ0

)
+ x1 (S6)

Finally, pluging in the above expression into Eq. (S5)
gives the mean potential energy:

〈U1〉 = kBT0(
1

2
− x1

σ0

e
− x21

2σ20

√
2π(1 + erf x1√

2σ0
)
) (S7)

Eq. (S7) deduced from the equipartition theorem ex-
plains the dip in the potential energy in the quasi-static
regime when x1 decreases during stage 1. Eq. (S7) is not
intuitive because we are used to the equipartition result
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in the harmonic potential case: 〈U〉 = 1
2kBT0. Never-

theless for a bistable potential the equipartition theorem
leads to a more complex expression. Let us point out
here that for x1 = 0 and x1 = +∞, Eq. (S7) tends to the
harmonic result.

B. Mean heat

The computation of the mean dissipated heat re-
quires writing the general Langevin equation of an un-
derdamped system in a potential U :

mẍ = −∂U
∂x
− mω0

Q
ẋ+ Fth (S8)

Multiplying Eq.(S8) by ẋ leads to the dissipated heat
defined by Eq. (3):

dQ
dt

= mẍẋ− dK

dt
+
mω0

Q
ẋ2 − Fthẋ (S9)

Some caution is required before taking the mean value
of the above expression, because it involves products of
stochastic quantities: in that respect, the Ito discretiza-
tion prescribes for a stochastic function f(v),

df

dt
=
∂f

∂v
v̇ +

1

2

∂2f

∂v2
v̇2dt (S10)

If we combine Eq. (S8) and Eq. (S10) applied to K =
1/2mv2, before taking the mean value and making dt
tend to 0, most terms simplify out. Indeed, only re-
main the terms that involve the thermal noise scaling
in 1/

√
t, some of which are cancelled by the Ito prescrip-

tion: 〈Fthv〉 = 〈Fthx〉 = 0. Finally, we obtain the re-
lation: d〈K〉/dt = m〈ẍẋ〉 + kBT0ω0/Q. Eq. (S9) then
simplifies into Eq. (4).

C. Mean work, potential and kinetic energy

Let us split the PDF P c(x, v) describing compression
and its associated partition function Zc of Eqs. (5) into
their kinetic and potential contribution:

P cK(v) =
e−βK

c

ZcK
, ZcK =

∫ +∞

−∞
e−βK

c

dv =

√
2π

mβ
(S11a)

P cU (v) =
e−βU

c

ZcU
, ZcU =

∫ +∞

−∞
e−βU

c

dx =

√
2π

kβ
V.

(S11b)

We now easily compute the mean values of K and U :

〈Kc〉 =

∫ +∞

−∞
Kc e

−βKc

ZcK
dv = −∂ lnZcK

∂β
=

1

2β
, (S12a)

〈U c〉 =

∫ +∞

−∞
U c

e−βU
c

ZcU
dx = −∂ lnZcU

∂β
=

1

2β
− ∂ lnV

∂β
.

(S12b)

Because there are no deterministic terms (〈x〉 = 0 and
〈v〉 = 0) in the compression framework, those equations
equivalently arise from Eqs. (7c-7d). The mean work
time derivative is computed from Eq. 2:

〈dW
c

dt
〉 =

∫ +∞

−∞

∂U c

∂x1

e−βU
c

ZcU
dxẋ1 = − 1

β

∂ lnZcU
∂x1

ẋ1,

(S13)
which is again equivalent to Eq. (7b) in the absence of
deterministic work.

The case of translation follows a similar pattern, ex-
cept that we now need to include deterministic terms,
since here 〈x〉 = xD and 〈v〉 = ẋD. We then rewrite the
energies as:

〈Kt〉 =〈1
2
mv2〉

=〈1
2
m(v − ẋD)2 +mẋD(v − 1

2
ẋD)〉

=〈1
2
m(v − ẋD)2〉+

1

2
mẋ2

D (S14)

〈U t〉 =〈1
2
k(x− x1)2〉

=〈1
2
k(x− xD)2 +

1

2
k(xD − x1)2

+ k(x− xD)(xD − x1)〉

=〈1
2
k(x− xD)2〉+

1

2
k(xD − x1)2 (S15)

The mean values of the energies are thus the sum of a
deterministic and a stochastic term. The expressions of
latter and of the PDF P t(x, v) in Eq. (6a) are those of
an harmonic oscillator in the referential centered in xD,
which directly lead to the equipartition. Since V = 1
during a translation, we recover the mean values antici-
pated by Eqs. (7c-7d). The mean work time derivative is
again computed from Eq. 2:

〈dW
t

dt
〉 = 〈∂U

t

∂x1
〉ẋ1 = −k(xD − x1)ẋ1 (S16)

In this case, the mean work is purely deterministic, as
expected in Eq. (7b) with V = 1. The ansatz for the
PDF in the compression or translation stages thus lead
to the Eqs. (7) describing all the energetic terms is any
situation.

D. Deterministic terms

The trajectory x(t) in a moving well decomposes into
the stochastic response to the thermal fluctuations, which
vanishes on average, and the response to the driving force
ramp which is the solution of the following deterministic
equation:

ẍD +
ω0

Q
ẋD + ω2

0xD = ω2
0x1(t) (S17)
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with x1(t) = X1(1− t/τ) decreasing from X1 to 0 during
step 1. We solve the above equation of motion, introduc-
ing Ω = ω0

√
1− 1/4Q2, and obtain the deterministic

trajectory ±xD(t) (the sign depending of which well is
considered):

xD(t) = x1(t) +
X1

τ

[
1

Qω0

(
1− e

tω0
2Q cos Ωt

)
−1− 2Q2

2Q2Ω
e
tω0
2Q sin Ωt)

] (S18)

Those results can be applied for the translational mo-
tion during step 2, and at the beginning of step 1. In-
deed, as long as the cantilever hasn’t left its initial well,
the above description holds during step 1. After the first
commutation, the cantilever switches frequently between
the symmetric wells so that the deterministic terms can
be neglected. We therefore introduce Π(t) the probabil-
ity that the cantilever remains in its initial well until time
t (see next section for its expression), in order to modu-
late the deterministic contribution accordingly. The de-
terministic work, kinetic and potential energies are then
given by:

dWD

dt
=− k(xD − x1)ẋ1 ×Π(t) (S19a)

KD(t) =
1

2
mẋD ×Π(t) (S19b)

UD(t) =
1

2
k(xD − x1)2 ×Π(t) (S19c)

During step 2, xD(t) is still described by Eq. (S18) with
x1(t) = −X1t/τ , and the energetic terms correspond at
all time to Eqs. (S19) with Π(t) = 1 as the cantilever
remains in the single well allowed.

E. Escape time probability distribution

To compute Π(t) during step 1, we tackle the escape
time probability distribution of the cantilever. Indeed we
want to know when on average happens the first commu-
tation, that is to say when cantilever crosses the barrier
and switches in the other well for the first time. In a good
approximation, the Kramer’s theory [33] prescribes the
escape rate Γ(t) = ω0

2π e
−∆U(t)/kBT0 , with the potential

barrier at time t being worth ∆U(t) = kx1(t)2/2. The
probability that a trajectories hasn’t commuted at time
t derives from it:

Π(t) = e−
∫ t
0

Γ(u)du. (S20)

The integral in Eq. (S20) can be analytically expressed:∫ t

0

Γ(u)du =
ω0τ√

2π

σ0

2X1

[
erf(

X1√
2σ0

)− erf(
τ − t
τ

X1√
2σ0

)

]
.

(S21)

This estimation is consistent with the experimental data.

S5. VALIDATION OF THE PDF ANSATZ

Using the PDFs of Eqs. (5) and (6) is based on some ap-
proximations: the dragging effect is assumed to vanish af-
ter the first commutation of the system. We unavoidably
leave aside some transients mixing position and speed
during compression. In order to investigate on the valid-
ity of this approach we compare the numerical simulation
data to the PDF models, using the following ansatz

Pmodel(x, v, t) = Π(t)P t(x, v) + [1−Π(t)]P c(x, v)

(S22)

P c(x, v) =
1

Zc
e−

1
2βmv

2

e−
1
2βk(|x|−x1)2 (S23)

P t(x, v) =
1

Zc
e−

1
2βm(v−S(x)ẋD)2e−

1
2βk(|x|−xD)2 (S24)

with S(x) the sign of x. The PDF P sim(x, v, t) is
computed from 5× 106 trajectories, half of them start-
ing from each well, with X1 = 5σ0 and τ = 6f−1

0 .
We can then study the relevance of our model by
comparing the PDFs. This is done in the movie
PDF_erasure_process.mov (ancillary file), a frame of
which is shown as an example in Fig. S2 corresponding
to t = 4.5f−1

0 . It demonstrates how good is the model to
estimate the position and velocity distribution: the oscil-
lations due to the dragging force are replaced by the tem-
perature rise predicted by the compression model. The
relaxation in temperature after step 1 predicted by the
model also matches the simulation data, except for the
transient relaxation oscillations which are not included in
the model after the 1st commutation of the system dur-
ing step 1. The comparison of the PDFs by their ratio in
panel (f) also demonstrates that for statistically relevant
portion of the phase space, the agreement between the
two is better than 20%. The main deviations occur in
the middle of step 1 in the bottom left and top right cor-
ner areas. These areas corresponds to trajectories where
the system has switched once and presents a mean veloc-
ity component from motion of the well it has switched to.
The deviation is therefore explained by the fact that the
model PDF doesn’t includes the mean driving velocity
after the first commutation. But because the error made
is symmetrical with the initial state, it doesn’t impact
the computation of average values such as the velocity
variance.

S6. Teff APPROXIMATION

To retrieve the gas analogy, we apply Eq. (7b) to the
step 1 compression (no deterministic work), and reframe
it to identify the volume total derivative:

〈dW
c
1

dt
〉 = −kBT

∂ lnV

∂x1
ẋ1 (S25)

= −kBT
d lnV

dt

(
1 +

d lnT

d ln(x2
1/T )

)
(S26)
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FIG. S2. Comparison of the PDFs Pmodel(x, v, t) from our ansatz and P sim(x, v, t) from a numerical simulation.
This frame is captured from the movie PDF_erasure_process.mov (ancillary file), corresponding to t = 4.5f−1

0 . (a) Mean
kinetic energy 〈K〉 vs time from the simulation and the model. The quasistatic case is shown for comparison. (b) Average
absolute value of the position 〈|x|〉 vs time (c) 2D representation of the PDF in P sim(x, v, 4.5f−1

0 ) with the color scale on top.
(d) PDFs in position (obtained by integrating over all speeds the 2D PDF) from the simulation and the model. The quasistatic
case is shown for comparison. (e) PDFs in speed (obtained by integrating over all positions the 2D PDF). (f) Ratio of the
PDFs P sim(x, v, 4.5f−1

0 )/Pmodel(x, v, 4.5f−1
0 ) in a 2D representation using the color scale on top.

The second term in the parenthesis on the right hand side
can be evaluated from our model once the time evolu-
tion of the temperature has been numerically computed.
After integration, it represents at most 10% of the fi-
nal result (upper limit reached for the highest temper-
ature rise in the adiabatic limit). The work required
for a fast compression can therefore be approximated by
〈Wc

1〉 ∼ kBTeff ln 2, and meet the gas analogy with the
effective temperature being worth

Teff =
1

ln 2

∫
Td lnV. (S27)

For the erasure cycle in Fig. 1, we derive Teff = 1.35T0

which gives the compression work with a 6% error.

S7. ADIABATIC LIMIT OF THE
COMPRESSION WORK

For large quality factors, heat exchanges with the bath
are cancelled: d〈Q〉 = 0. Such compressions, called
adiabatic compressions (or mean adiabatic [21]), corre-

spond to the highest temperature rise because the ki-
netic temperature of the system cannot dissipate in the
bath. Let us remind that the entropy variation during
an adiabatic compression (assumed reversible) vanishes:
dS = d〈Q〉/T = 0. Consequently, we have by definition
of the entropy:

∆(kB lnZc +
〈Ec〉
T

) = 0 (S28)

As for X1 � 1 the system starts and ends in the same
quadratic potential, the energy in the initial and final
states satisfies 〈Eci 〉/T0 = 〈Ecf 〉/Tf = kB (derived from
equipartition, or equivalently from 〈Ec〉 = ∂ lnZc/∂β).

Therefore, only remains in Eq. (S28) the variation of
the compression partition function written in Eq. (5b):

∆(kB lnZc) = 0 → ∆(TV ) = 0 (S29)

As the volume is divided by two, the temperatures dou-
bles during the adiabatic compression: Tf = 2T0. The
corresponding work is given by the first law of thermo-
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dynamics (with 〈Q〉 = 0):

〈Wc〉 = ∆〈Ec〉 (S30)
= kBTf − kBT0 (S31)
= kBT0 (S32)

As a conclusion, an adiabatic compression results in
doubling the system temperature and requires on aver-

age kBT0 of work. The above paragraph describes how a
quasi-static adiabatic transformation affects the kinetic
temperature in response to a volume change. It is worth
noticing that Refs. 21 and 24 developed the reverse rea-
soning and prescribe the relevant temperature-volume ra-
tio to be maintained for the realization of adiabatic pro-
cesses.
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