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Abstract—Multimedia subjective quality assessment experiments are the most prominent and reliable way to evaluate the visual quality as perceived by human observers. Along with laboratory (lab) subjective experiments, crowdsourcing (CS) experiments have become very popular in recent years, e.g., during the COVID-19 pandemic these experiments provide an alternative to lab tests. However, conducting subjective quality assessment tests in CS raises many challenges: internet connection quality, lack of control on participants’ environment, participants’ consistency and reliability, etc. In this work, we evaluate the performance of CS studies for 3D graphics quality assessment. To this end, we conducted a CS experiment based on the double stimulus impairment scale method and using a dataset of 80 meshes with diffuse color information corrupted by various distortions. We compared its results with those previously obtained in a lab study conducted on the same dataset and in a virtual reality environment. Results show that under controlled conditions and with appropriate participant screening strategies, a CS experiment can be as accurate as a lab experiment.
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I. INTRODUCTION

Subjective quality assessment experiments are of primary importance for assessing the Quality of user Experience (QoE), understanding human physiological and psychological behavior (perception of multimedia content), benchmarking and tuning objective measures and algorithms. With the growing trend of machine learning, large datasets are needed and are in high demand, which has prompted researchers to invest more in subjective experiments.

Subjective quality assessment experiments have been traditionally conducted in laboratories in a controlled environment and with high-end equipment. In recent years, crowdsourcing (CS) experiments have gained quite a lot of popularity, especially with the development of the internet, and have been an alternative to laboratory (lab) experiments in certain cases, particularly during the COVID-19 pandemic, where participants could not be physically present in the laboratory to carry out tests. CS has been exploited in several fields and for different types of media, such as the evaluation and annotation of images, videos, audio, speeches and documents. CS and lab studies differ considerably in several aspects. (1) A task is performed by an unspecific internet crowd in the former rather than a specific group of people in the latter. Thus, CS enable researchers to access a much larger and more diverse subject pool and build generalized datasets representative of real-life scenarios. (2) Experiments conducted in a lab environment typically last around 20-30 minutes [1], while CS experiments should be kept as short as possible. Indeed, previous works [2]–[4] pointed out that a CS task should last 5-10 minutes to avoid participants’ boredom, frustration and decreased attention, leading to unreliable behavior and results. (3) Regarding time-effort, CS experiments are dramatically less time-consuming than lab tests, especially when evaluating large datasets. (4) Last but not least, lab experiments allow better control of the study setup, while CS experiments are carried out in uncontrolled test environments (different viewing conditions that affect participants’ perception of quality, e.g. lighting, bandwidth constraints, display device, distance between the participant and the viewing screen, etc.).

As a result, CS imposes several challenges to overcome compared to similar lab tests, notably those related to the lack of control over the participants’ environment and the trustworthiness of the participants since they are not supervised in these tests. A thorough overview of these concerns can be found in [5], [6]. To detect and deal with malicious/unreliable participants, several mechanisms have been proposed over the years [5], [7], [8]. Despite these challenges, CS studies are still capable of producing accurate and reliable results if the experiment framework has been properly designed [9], [10].

Regarding the experimental methodologies used in crowdsourcing, most CS studies have used the pairwise comparison (PC) method as it is straightforward: the task of choosing one of the two stimuli is simpler than rating them on a discrete or continuous scale [9], [11], [12]. Other works have adopted the Absolute Category Rating (ACR) method [3], [10].
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Available crowdsourcing frameworks already implement these methods and offer the possibility of modifying them to fit the needs of the study. A detailed overview of the crowdsourcing frameworks and an evaluation of them is provided in [13].

In this work, we investigated the accuracy and reliability of CS studies to assess the quality of 3D graphics. Thus, we conducted a CS experiment based on the Double Stimulus Impairment Scale (DSIS) method, which is, to the best of our knowledge, one of its first uses in CS studies. We used a dataset of animated 3D models [14]. The results of this experiment were compared to those obtained from a previous lab experiment conducted in a Virtual Reality (VR) environment. The design of the CS experiment is detailed in section 2, while its results are presented in section 3. Note that, the only 3D representation used in this work is meshes, however, we believe that our results remain valid for other 3D representations, such as point clouds, hence the use of the term “3D graphics”.

II. CROWDSOURCING EXPERIMENT

A crowdsourcing (CS) experiment has been carried out in which subjects were recruited to assess the quality of an animated 3D graphics dataset. Since our goal is to compare the results of this experiment to previously collected lab results [14], we replicated the lab experiment as much as possible, using the same instructions, dataset and subjective evaluation methodology. This section provides details on the CS experiment.

A. Dataset

The 3D graphic stimuli used in this study were previously used in the laboratory based subjective experiment, reported in [14]. This dataset contains 80 animated meshes with diffuse color information. It was generated from 5 source models (“Atx”, “Ari”, “Chameleon”, “Fish”, “Samurai”), corrupted by 4 types of geometry and color distortion that represent common simplification and compression operations: Uniform geometric quantization (QGeo), Uniform LAB color quantization (QCol), simplifications that take into account either the geometry only (SGeo) or both geometry and color (SCol). Each distortion was applied with 4 different strengths adjusted manually in order to cover the whole range of visual quality from imperceptible to high levels of impairment. The source models as well as examples of distortions are illustrated in [14].

B. Experimental procedure

In order to be able to compare the results of the CS and lab studies, we opted for the same setup as implemented in the lab experiment [14]: the stimuli were animated with a slow rotation (of 15° around the vertical axis in clockwise and then in counterclockwise directions) and displayed in a neutral virtual room (light gray walls) under the same viewpoints as those used in the lab experiment. Their material type complied with the lambertian reflectance model, and they were visualized without shadows and under a directional light.

The subjective testing methodology used in CS is also the same as the lab experiment, namely the Double Stimulus Impairment Scale method (DSIS), in which observers see the reference model and the same model impaired, simultaneously, side by side, for 10 sec and rate the impairment of the second stimulus in relation to the reference using a five-level impairment scale, displayed after the presentation of each pair of stimuli. Thence, we generated videos of the final rendered dynamic stimuli. The videos were all in 650 x 550 resolution (so that the videos of the reference and degraded models fit simultaneously on a screen with a minimum resolution of 1920 x 1080) with a frame rate of 30 fps and encoded using H.264 encoder (mp4 container) at a bitrate of 5 Mbps to ensure imperceptibility of compression artifacts. The duration of the videos is 10 sec, which corresponds to the display time of the models in the lab experiment.

To conduct the crowdsourcing subjective experiment, a web-based platform was developed suitable for presenting videos according to the DSIS method. It does not require the participants to install any software on their device (except a web browser with an H.264/AVC decoder). The platform first checks the screen resolution of the participants (must be equal to or higher than 1920 x 1080) as well as the page zoom level and ask them to keep the full screen mode until the end of the experiment. Otherwise, they are not allowed to proceed in the test. Once the device’s compatibility has been verified, the test instructions are displayed to the participants. At the bottom of this page is a progress bar showing the status of the loading process of all the video pairs that will be used in the test. When the loading is completed a start button appears leading to the test. In this way, the videos of the reference and distorted models are ensured to be played simultaneously without any latency or unintended interruptions.

The experiment starts with a training, during which observers familiarize themselves with the task [11]. We selected the same training model used in the training of the lab experiment as well as its distorted versions which cover the whole range of distortions. After displaying each pair of training videos for 10 sec, the rating interface is displayed for 5 sec and an example score assigned to this distortion is highlighted. Once the training is completed the actual test starts. The videos of the stimuli are displayed in a random order (3D models, distortion types and levels all mixed) to each participant. Each video/stimulus is presented once; participants are not able to replay the videos. Moreover, participants are not able to provide their score unless the videos have been played completely. There is no time limit for voting and videos of the stimuli are not shown during that time. At the end of the experience, participants will receive unique codes allowing them to get their remuneration. Figure 1 illustrates the graphical interface of our CS experiment.

C. Test sessions and participants

As stated in the introduction, CS experiments should be kept as short as possible to keep participants motivated and to avoid unreliable results. Therefore, we divided our dataset of 80
stimuli into 4 groups, called playlists (i.e. 20 stimuli/playlist), and each participant evaluates one playlist of the dataset. The stimuli were distributed evenly across the playlists so that each playlist contained the 5 source models and the 4 distortion types and strengths. Furthermore, as this database encloses the subjective scores obtained in the lab test, we opted to distribute the stimuli between the playlists so as to have the same Mean Opinion Scores (MOSs) distribution in these playlists.

Since participants in CS cannot be supervised, it is important to ensure the quality of annotations by detecting unreliable and malicious participants. To do so, there are 3 common/popular strategies [15]. The first one, known as gold standard, is the insertion of dummy stimuli or stimuli with trusted annotations. The second strategy (a.k.a consistency question) is to collect multiple scores for repeated stimuli, which allows to assess participant’s consistency, while the third strategy is a grading task in which a participant looks at several annotated images and scores every annotation. Inspired by the first and second strategies and as in [6], we injected 3 trapping stimuli, that we called golden units, into the playlists of our test. They consisted of (1) a very poor quality stimulus (high level of impairment), (2) a very high quality stimulus (the reference is compared to itself) and (3) a stimulus displayed twice to assess the participant’s consistency (coherence of his/her scores). Participants who fail to answer the golden units correctly are considered outliers and their scores are rejected (more details in section IV-A).

Thus, the test session of our CS experiment is constituted of 23 pairs of videos to rate (1 playlist) and lasts about 10 minutes: informed consent + loading videos + instructions + 6 training stimuli x (10s video length + 5s Rating) + 23 test stimuli x (10s video length + ∼ 4s Rating).

We ran our experiment until each playlist was fully rated by 60 participants, which required approximately 12 hours. A total of 240 participants took part in this study: 148 males and 92 females. They were from 33 different countries and aged between 18 and 68. All participants were naive about the purpose of the experiment. Note that, participants who started the experiment and did not complete it (101 participants) were discarded. The recruiting process of the participants was performed using Prolific\textsuperscript{1}, an internet marketplace that provides tens of thousands of trusted participants. Only participants having a high reliability score (score based on how well they did in past studies) and an adequate number of duly completed jobs (number that reflects their familiarity with the platform) on Prolific were admitted to the experiment.

### III. Lab Experiment

We have previously conducted a lab experiment using this dataset to assess the perceived quality of 3D graphics in virtual reality (VR) [14]. The experiment was based on the DSIS method and conducted in a VR environment, using the HTC Vive Pro headset. Stimuli, animated with the same slow rotation as the CS test, were rendered for 10 seconds in a virtual scene at a fixed distance from the observer and rotated in real time. The study involved 30 participants: students and professionals at the University of Lyon. Each participant evaluated the whole dataset (80 stimuli) in one session that lasted about 23 minutes. The rating scores collected in the lab experiment are compared to those obtained in the CS experiment in the following section.

### IV. Results and Comparison of Experiments

This section presents the results of the crowdsourcing experiment described above and compares them to the lab results in terms of accuracy, confidence intervals, and participants’ agreement. For the subsequent analyses, subjective scores ranging from very annoying to imperceptible are mapped on a discrete numerical scale from 1 to 5. Note that the scores assigned to the golden units are only taken into account in observers screening and are not considered in the rest of the analyzes.

#### A. Participants screening

Before starting any analysis, it is necessary to identify and remove outliers which could affect the accuracy of the results. The participants of the lab experiment were filtered according to the ITU-R BT.500-13 recommendation [1]. We found 1 outlier (i.e. 29/30 subjects remain).

For the CS study, as recommended in [5], participants were screened by combining: (1) the ITU-R BT.500-13 screening procedure, which revealed 7 outliers among the 240 participants and (2) the golden units analysis (trapping stimuli): we found that 4 participants incorrectly rated the very poor quality stimulus (i.e. its distortion is rated as imperceptible or

\textsuperscript{1}https://www.prolific.co/
perceptible but not annoying). 2 participants misjudged the very high quality stimulus (i.e. its distortion is considered very annoying or annoying; however, this stimulus is not degraded.), and lastly, 1 participant gave inconsistent scores to the third golden unit, called G (i.e. \( s_{i}^{G_{rep1}} - s_{i}^{G_{rep2}} \geq 3 \), where \( s_{i}^{G} \) denotes the score assigned by participant \( i \) to stimulus \( G \), shown twice \( rep1 \) and \( rep2 \)). As a result, a total of 7 participants failed to rate the golden units, 3 of which were detected by the ITU-R BT.500-13 screening procedure. Thus, 11 participants were rejected (ITU-R outliers \( \bigcup \) Golden units outliers), i.e. 229/240 subjects remain. After outliers removal, each stimulus is rated by 29 participants in the lab test and by at least 56 participants in CS test. Only the scores of these screened participants will be used in our subsequent analyzes.

\[ \frac{\text{Number of ratings}}{10\ 15\ 20\ 25\ 29\ 35\ 40} \]

**B. Resulting MOSs**

In order to analyze the results of the CS experiment, we computed for each stimulus the Mean Opinion Score (MOS), rating scores averaged over all participants. We compared them to those obtained from the lab experiment. Figures 2, 3 and 4 illustrate the results.

![Figure 2](image2.png)

**Fig. 2.** Comparison of the mean opinion scores of the lab and CS experiments, for all the stimuli. Results are grouped by source models and types of distortion.

![Figure 3](image3.png)

**Fig. 3.** Score distributions for the lab and CS experiments.

![Figure 4](image4.png)

**Fig. 4.** Boxplots of MOSs obtained for the lab and CS experiments.

Figure 2 shows that the MOS results of the CS experiment strongly correlate with those of the lab test. Indeed, the (Pearson, Spearman’s rank) correlation coefficients between CS’s and lab’s MOSs are (0.975, 0.954). Overall, no significant difference was found between the MOS means of the 2 studies (p-values = 0.191).

For both the lab and CS experiments, MOSs decrease as distortions strengths increase. However, we can notice some differences in the distribution of the scores and the use of the rating scale in the 2 experiments (see Figures 2 and 3): overall, the stimuli rated in the lab scored lower than those in CS. This effect is more visible for high strength distortions (strengths \( \geq 3 \)), meaning that the lab test participants were able to detect some distortions that the CS participants missed. Indeed, the lab test was conducted in a VR environment. Therefore, we believe that detecting visual quality losses of stimuli is easier in VR than on a 2D screen (CS), since VR headsets provide a bigger/wider field of view (FoV) than a desktop setup and so the size in terms of visual angle of objects in VR is considerably larger than on screen (the stimuli size is approximately 37 and 18 degrees of visual angle in VR and on-screen, respectively).

**C. Confidence intervals**

Since participants in a CS experiment are not supervised, the evaluation of confidence intervals (CIs), i.e. the dispersion of individual scores, is particularly important. We therefore calculated the 95% CIs of the MOSs for the CS study and compared them to those obtained in the lab test. We assessed the evolution of the CIs width according to the number of ratings collected per stimulus (which is indirectly related to the number of participants involved in the test). Thus for each stimulus, we considered all possible combinations (without repetition) of \( N \) ratings and averaged the width of the CIs over all these ratings combinations. \( N \in [1, 29] \) and \([1, 56]\) for the lab and CS test, respectively. Results are shown in Figure 5.

![Figure 5](image5.png)

**Fig. 5.** Variation of CIs according to the number of ratings per stimulus in the CS and lab experiments. ns and (*) refer to not statistically significant (p-value \( \geq 0.05 \)) and 0.01 \( \leq \) p-value \(< 0.05 \), respectively.

Overall, for a given number of ratings, the CIs of the lab test are slightly larger than those of the CS test. This
difference is not significant, according to the results of the t-tests (at a level of significance of 5%). Thus, both studies showed similar agreement between the participants’ scores. Participants’ agreement is further explored in section IV-E.

D. Accuracy of subjective scores

We investigate, in this section, the accuracy (discrimination ability) of the CS test and compare it to that of the lab test. A more accurate test should yield in a larger number of pairs of stimuli whose quality can be considered different in a statistical test. As in [14], we conducted two-samples Wilcoxon tests between rating scores of each possible pairs of stimuli and computed the percentage of pairs of stimuli rated significantly different (p-value < 0.05) among all the possible pairs (80 × 79/2 = 3160 pairs).

Similar to the previous subsection, we evaluated the evolution of accuracy as a function of the number of ratings per stimulus: for a given stimulus and number of ratings N, we averaged the number of pairs of stimuli rated significantly different over the possible combinations of ratings. Figure 6 shows the results.

Figure 6. Variation of the accuracy according to the number of ratings per stimulus for the CS and lab experiments. The accuracy (y-axis) is defined as the percentage of pairs of stimuli whose qualities were assessed as statistically different. Curves represent mean values of these percentages and areas around curves represent 2.5th - 97.5th percentiles.

Ratings of the lab test are slightly more accurate than those of the CS test. For instance, at least 17 rating scores per stimulus (equivalent to 17 participants) are needed in the lab experiment to achieve accuracy with an overall level of 70%, whereas this number increases to 19 ratings in the CS experiment (corresponding to at least 76 participants in our actual CS test setup). Although there was no significant difference between the CIs of the 2 experiments (see section IV-C), the lab study produces slightly more accurate results, as the lab participants used the rating scale better (as shown in section IV-B).

Regarding the overall trend of the curves and despite this slight difference in the accuracy, the DSIS method offers consistent performance in the lab and CS experiments.

E. Participants’ agreement / consistency

In this section, we evaluate the agreements between the participants. To do this, we evaluated the internal consistency

of participants’ data, as proposed by [6]. For each stimulus, we randomly split the participants who rated it into two equal size groups and computed the Spearman’s rank correlation between the MOSs of the 2 groups. After 500 splits, the range of correlations was between 0.94 and 0.978 (with a mean of 0.963) in the CS experiment, and between 0.898 and 0.965 (with a mean of 0.934) in the lab experiment. Results show a high degree of inter-subject agreement in both experiments. This agreement is slightly lower in the lab experiment, possibly due to its more complex immersive viewing environment. This is in line with the CIs being slightly larger in the lab test (see section IV-C).

F. Content ambiguity

As stated in [16], some contents tend to be more difficult to rate than others. This is known as “Content ambiguity” and can be estimated by the Maximum Likelihood Estimation (MLE) model [16]. Therefrom, we computed the ambiguity values of the 5 source models that constitute our dataset. Since the content ambiguity obtained by the MLE model [16] depends on the participants, we considered the same number of rating per stimulus (N = 29) for the lab and CS experiments in order to be able to compare their results. Thus, for the CS experiment, we randomly selected 100 combinations of 29 ratings for each stimulus. We averaged the ambiguity values over these combinations of ratings.

Figure 7 shows that all the source models are more ambiguous in the lab experiment than in the CS experiment. This may be because in VR, due to the larger FoV (as explained in section IV-B), participants can see more details and low-level features, which makes the task of assessing the differences between the reference and the distorted stimulus more difficult. The Chameleon model is associated with the highest content ambiguity in both experiments.

Content ambiguity is related to the dispersion of subjective scores (CIs). Therefore, we averaged the CIs of the stimuli over the models. For both experiments, we obtained the same shape of curves as in Figure 7, meaning that models with high CIs are also associated with high ambiguity values.
We designed a subjective experiment for assessing the quality of 3D graphics in crowdsourcing (CS). The experiment was based on the DSIS method. Since in CS experiment, participants are unsupervised, we sought to impose controls on several aspects: (1) we used the Prolific platform which is more selective in recruiting and filtering participants than other similar platforms such as Mturk, Microworkers, etc. (2) We pre-screened participants during the recruiting process based on their reliability score on this platform. (3) We tried to control the viewer’s environment as much as possible (e.g. minimum screen resolution required, maintain a full screen mode, limited interactions to rating). Finally, (4) we combined different screening strategies to identify outliers. The results of this experiment were compared to results collected from a previous lab experiment conducted in a VR environment.

Results showed that under controlled conditions and with a precise/proper participant screening/filtering approach, a CS experiment can be as accurate as a lab experiment. Indeed, we obtained a high correlation between the mean opinion scores of the 2 experiments as well as a good agreement between the participants’ ratings (CIs). This agreement was slightly lower in the lab test which can be due to the VR environment. Our findings corroborate previous studies, by [6], [10], [12], which also achieved high correlation with the lab results, and furthermore, they highlight the quality of the Prolific participants involved in our CS study, their reliability and seriousness despite the fact that the participants were not supervised. It is worth mentioning that the golden units approach we implemented seems to work well. In fact, all the outliers detected by the inspection of golden units were found to have a high inconsistency according to MLE model [16]. Regarding the experimental methodology, DSIS seems accurate and adapted for evaluating the quality of 3D graphics in crowdsourcing. We believe that this due to the fact that this method presents explicit references which simplifies the task and makes it easier: according to a short questionnaire asked at the end of our CS test, 89% of the participants found the experiment’s instructions clear and 94% rated the work as easy.

In term of time-effort, it took us 12 hours to collect all the data in the CS experiment (5520 quality judgments collected), compared to 36 hours in the lab experiment (2400 quality judgments collected). Crowdsourcing is quite faster. It is frequently used to evaluate large datasets, which requires weeks of laboratory evaluations. However, building and designing our CS experiment tool was a time-intensive task and required significant software development effort (both technical and of conceptual challenges). Furthermore, as stated earlier, the CS experiment must be short to keep participants accurate and consistent, making our CS test require additional programming effort to implement a tool that evenly divides the dataset into batches/playlists and assigns a different batch to each participant.

In this work, we investigated how crowdsourcing could be used for quality assessment of 3D graphics. CS experiments based on the DSIS method appear to be a promising way not only to quickly collect a large amount of realistic quality judgments, but also to provide (when combined with appropriate participant screening strategies) accurate and reproducible results. We expect our findings to help the scientific community when designing subjective quality assessment studies in CS. Further experiments are still needed to find the best compromise between the number of stimuli, the duration of the test and the accuracy of the results. Also, it would be very interesting to repeat the same experiment in the lab, this time using a desktop setup, to clearly isolate the effects of VR.
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