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Text segmentation is a traditional task in NLP where a document is broken down into smaller, coherent segments. While several methods and benchmarks exist for well-formed, and clean textual documents that can be found in long articles or synthetic datasets, segmenting media content comes with different challenges such as the errors produced by the procedure of Automatic Speech Recognition and the lack of sentence end markers that are found in written text (e.g. punctuation marks or HTML tags). Many radio or TV programs are also conversational in nature (e.g. interview and debate), and thus, rely less on repeated words unlike encyclopedia text (e.g. Wikipedia articles) that are frequently used for textual segmentation evaluation. This is even further compounded when working with non-English content. In this work, we present an approach to content segmentation that leverages topical coherence, language modeling and word embeddings to detect change of topics. We evaluate our approach on a real production dataset of French programs that have been manually annotated for segments. We also show how, when a ground truth summary of the content is provided such as segment titles, we can align them to their corresponding segments using the same representations.

CCS Concepts: • Computing methodologies → Natural language processing; • Information systems → Content analysis and feature selection.

Additional Key Words and Phrases: Content segmentation; Content Alignment

1 INTRODUCTION

As the amount of multimedia content created and published every day has seen a remarkable growth in the recent years, the ability to serve end-users the content they are interested in becomes a crucial ingredient to ensure their engagement. There is therefore a need to segment available long-format content into shorter pieces that can match a user’s preferences better. For instance, segmenting a news broadcast into multiple stories spanning different themes and topics can help online content distribution platforms to serve different users with different parts of the same broadcast. Content segmentation has also been shown to improve other media-related tasks such as content retrieval [19], content summarization [9], and sentiment analysis [10].

While the task of document or text segmentation has been studied extensively in the literature, segmenting multimedia content present challenges that are particular to the medium: multimodality, automatic transcription errors, lack of proper punctuation, and presentation style (more informal talking, the use of pronouns and references instead of repeating words, etc.). To tackle the task of media content segmentation using automatically generated subtitles, we propose a textual approach that relies on combining several linguistic methods (topic modeling, words embeddings and sentence encoders) with minimal supervision to generate richer representations of the content that we then use to predict segment boundaries.
2 RELATED WORK

While work on the task of document segmentation dates back to at least as early as 1984 [16], the most popular approach to text segmentation, TextTiling, was proposed by Marti Hearst in 1997 [7], who devised an unsupervised approach in 3 steps: first, the text is divided into fixed-length sequences of words (called blocks), which are then transformed into a Bag of Words representation. The cosine similarity between adjacent sequences is computed, and the boundary between segments is determined at the position where the similarity is at its lowest, based on a sliding window. This classic text segmentation algorithm has been subsequently enhanced by different improvements addressing multiple challenges for the algorithm. [1] showed how introducing the time spoken by every participant in a recorded meeting as a feature can be used to better predict segment boundaries, as participants are typically not interested in every part of the meeting. [20] proposed to use word embeddings instead of word counts (bag of words) as more robust representations of the blocks to compare, and introduced a new heuristic to better capture the semantic coherence with the distributed document representations. More recently, He et al. proposed an improvement over the last step of the algorithm, boundaries detection, by average-smoothing the similarity curve for adjacent blocks [6]. This allows the local variations within topics to be smoothed-out whereas the topic switch would be perceived more clearly.

With the paradigm shift to neural networks in the 2010s, multiple neural models were proposed to address this task as a supervised learning problem. Recently, Lukasik et al. [12] proposed an approach based on training a BERT-based [5] model on the task, where they compared 3 potential architectures to detect segment boundaries. They show that relying on attention between words and then between segments improves the results significantly on some standard benchmarks. Similarly, Yoong et al. [21] relied on BERT and the attention mechanism, and proposed 3 training pipelines: a naive approach where a BERT model is given two sentences as input and is trained to decide if they belong to the same segment or not (binary classification); in a second approach, all sentences of the documents are fed to the model, and a decision is made on the [SEP] token separating them; finally, in a third approach, the segment boundary is modeled as a [SEP] token, and thus the task of segment prediction becomes one of a masked token prediction.

While the aforementioned methods are mostly evaluated on either synthetic datasets (where unrelated documents are concatenated to produce a segment boundary) or Wikipedia articles, some research work was particularly devoted to media content. In [18], Schikh et al. proposed an supervised approach based on a Bi-LSTM that is trained on a synthetically generated dataset to predict content segments of French News programs. Similarly, Scaiano et al. [17] proposed an approach for automatic segmentation of movie subtitles to improve information retrieval from films. They based their approach on TextTiling, but used synsets instead of words only to construct the Bag of Word representation of sentences. They also propose a filtering of segments based on the expectation that the similarity curve should be sinusoidal, and thus a minimum difference between the peaks (highest similarity) and valleys (lowest similarity) should be present to validate a proposed segment. Berlage et al. [2] proposed improving automated segmentation of radio programs by adding audio embeddings to the text input. Finally, Zhang and Zhou [22] used a temporal convolutional network (TCN) combined with BERT features to perform dialog stream segmentation, while introducing speaker information as part of the input sequence, and observed significant improvement over several dialog segmentation datasets.

3 APPROACH

The main steps of our approach are similar to TextTiling [7], i.e. partitioning text into fixed-size sequences of words, or blocks, computing pairwise similarity between adjacent blocks, and assigning segment ends to the minima of the...
Fig. 1. High level illustration of the approach: (1) Generate a transcript of the program using ASR. (2) Partition the transcript into blocks of equal size \( N \). (3) Generate different representations of the textual content of each block. (4) After measuring the similarity between each block and its neighborhood, each ‘valley’ in the similarity curve is a candidate to be the topic transition block (i.e. end of the segment).

similarity curve (Figure 3). We extend this approach by leveraging multiple text representations instead of simple word counts or embeddings, and by smoothing the similarity curve by considering a window of adjacent similarity.

The high-level description of our approach is illustrated in Figure 1. We detail each steps in the following subsections.

3.1 Transcript Partitioning

One of the main differences between traditional documents and automatically generated transcripts is the lack of natural sentence end markers. While most ASR systems cut long utterances into smaller sentences, they vary considerably in length, and tend to be too short to carry meaningful topical information. As a simple partitioning method, we divide the content of each program, as generated by the ASR system and after removing stopwords, into blocks of a fixed number of words per block \( N \).

3.2 Text Representation

To find segment boundaries, we need to find the blocks in the transcript where a topic shift takes place, i.e. where the similarity between the current block and the following one (or ones), is lowest. To do that, we generate several textual representations that allow us to measure similarity between blocks from the transcript. Since all these methods produce a fixed-size vector representation, we compute the similarity between blocks using cosine similarity (i.e. normalized dot product).

The curve of adjacent blocks similarity tends to be spiky: a lot of peaks and valleys come naturally from the variability of the vocabulary between immediately consecutive utterances. Therefore, we also consider measuring the similarity of each block to the ones following it within a perimeter of window size. This has both a smoothing effect for sharp transitions in similarity as well as removing saddle points (stretches of the curve where the score does not change).

3.2.1 Word Embeddings. Pretrained word embeddings have been a fixture in most NLP tasks, especially for unsupervised methods. For our experiments, we use the pretrained French fastText embeddings [3]. Beyond their empirical performance as standalone word embeddings, fastText embeddings have the capacity of generating a representation even for words that are outside of the training vocabulary by leveraging their sub-word components. We use the 300-d pretrained vectors, available on the official website.\(^1\)

\(^1\)https://fasttext.cc/docs/en/crawl-vectors.html
3.2.2 *Sentence Encoder.* Another way to represent the textual content is through the use of Sentence Encoders which attempt to capture the meaning of a sentence through both its constituent words and its grammatical structure. While there is a rich literature on the topic, most state-of-the-art applications use *Sentence-BERT* [15], which uses pretrained BERT to construct semantically meaningful sentence embeddings that can be compared using cosine-similarity. We use the *sentence-transformers* Python package\(^2\) to generate sentence embeddings for our program content.

3.2.3 *Topic Modeling.* Since the ultimate goal of this task is to segment text into topically coherent segments, it shares several aspects with Topic Modeling. While generally used to infer topic information about given texts, the output of a topic model can be used as a “feature vector”, or a representation of a given text, i.e. as a linear combination of its latent topical components. We select LDA as our topic model based on empirical evaluation of several models (using the Python library Tomodapi [11]). We train the model on a synthetic dataset that we create by concatenating adjacent blocks from our original dataset (as adjacent blocks are highly likely to talk about the same topic) as well as succeeding lines from the automatically generated transcript (i.e. before partitioning into blocks). It is worth noting that LDA has also the property of producing sparse representation, i.e. every document only falls into a few (3 or less) topics, which makes most of the representation components null.

Figure 2 visualizes the representations for an example on the dataset using LDA features.

\[\text{Fig. 2. Visualizing the topic distribution over an example in the dataset. The vertical lines represent the ground truth segment boundaries.}\]

3.3 **Boundaries selection**

As mentioned above, we consider a *boundary candidate* to be a minimum in the similarity curve, i.e. the similarity scores resulting from comparing the content of the block at position \(i\) with that at position \(i + 1\). In the case of \(\text{window\_size} > 1\), we average the similarity scores between the content at block \(i\) and all blocks between \(i + 1\) and \(i + \text{window\_size}\). Figure 3 shows an example of the process (with \(\text{window\_size} = 3\)).

An important parameter in the boundaries selection is the *number of segments* in the program. Because our main goal is to find good textual representations for the task of segmentation, we consider the number of parts as given, i.e. for every program, we only propose as many segments as there are in the ground truth. We show in Section 4 some simple heuristics to guess this ground truth information.

\(^2\)https://github.com/UKPLab/sentence-transformers
4 EXPERIMENTS AND RESULTS

In this section, we describe the dataset we are using for our experiments as well as the different experimental settings. For the evaluation, we consider segmentation as a classification task, where each block is assigned a label: 0 if it is part of a homogeneous segment, or 1 if it represents a topic transition block, i.e. having a low similarity to the blocks following it.

4.1 Dataset

For our evaluation, we use a production dataset from INA (the French National Audiovisual Institute) containing 46 programs from the same week of publication (May 19th to 26th, 2014), with a total runtime of 15 hours, that were segmented into 476 parts, of 112 seconds duration in average. The segmentation is done manually by archivists and each part is given a title. Most of the programs that are provided are news broadcasts, with the segments corresponding to news stories, but the dataset also includes some sport and cultural event coverage. Each program in this dataset has been automatically transcribed using the LIUM ASR system [4]. It is worth noting that the segmentation boundaries contain some noise as they do not perfectly align with ASR nor does the total duration of segments usually add up to the duration of the program.

4.2 Segmentation

For each of the textual representation, we evaluate the data using traditional classification measures (Precision, Recall, F1 score) which quantify the amount of exact segment boundaries detected by each method, as well as two segmentation-specific metrics [14]:

- $P_k$: computes the probability that two blocks (sentences) $i$ and $j$ such that $i + j = k$ are within the same reference (ground truth) segment. Concretely, moving a sliding window of size $k$, each time there is a disagreement between the hypothetical segmentation (produced by the algorithm) and that of the ground truth (i.e. the ground truth saying that the two blocks belong to the same segment but the model predicts otherwise), a counter is increased.

\[\text{Precision} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}}\]

\[\text{Recall} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}}\]

\[\text{F1 score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}\]

The reader interested in the dataset can contact the authors.
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The final $P_k$ score is the value of this counter divided by the number of evaluated windows. Thus, it is equal to 0 if the two segmentations are identical, and 1 if there is a disagreement in every possible window of evaluation.

- **WindowDiff** : A variation of $P_k$ that "penalizes false-positives and near-misses equally" [13]. It does so by considering not only whether the blocks fall into the same or different segments, but also whether there are extra segmentation boundaries (i.e., false positives) within the evaluation window $k$. Similarly to $P_k$, the metric gets closer to 0 the closer the predicted segmentation is to the ground truth.

As per convention, we set $k = 2$ for both $P_k$ and WindowDiff, which corresponds to half the average length of a segment (in blocks).

Considering the three text representations described in Section 3, we propose several variants:

- **Sentence-BERT**: We consider three variants representing pretrained multilingual models on different tasks: `distilusebase-multilingual` (distilled base multilingual BERT), `paraphrase-xlm-r-multilingual` (XLM fine-tuned on the task of paraphrasing), and `stsb-xlm-r-multilingual` (XLM fine-tuned on the task of Semantic Textual Similarity Benchmark).

- **fastText**: For both variants we use pretrained French fastText embeddings. We test two similarity measures: averaging all the embeddings in each block to form a block representation that is then used for cosine similarity (fastText-avg), or, as suggested by [20], we keep the best cosine similarity between two blocks, i.e., the similarity scores for the most similar words in the two successive blocks (fastText-max).

- **LDA**: We train an LDA model with the same hyper parameters with different number of topics, thus changing the size of the representation vector. We set both $alpha$ and $eta$ (the Dirichlet priors for the per-document topic distributions and per-topic word distributions, respectively) to 'auto' (learned from the corpus), while varying the number of topics $T$ between 10, 20 and 30.

As previously mentioned, the similarity scores are computed using cosine similarity (normalized dot product) between the vector representations of adjacent blocks or within a window thereof. We set the block size $N = 20$.

In Table 1, we show the results on the INA dataset using the different text representations used to measure textual similarity between content blocks. For the Combined line, we consider a linear combination of similarity scores generated from the best performing variant from each representation (on our evaluation dataset, the combination 0.6, 0.3, 0.1 for LDA-20, fastText-avg and S-BERT-stbt, respectively). Among the text representations, we see that LDA performs best for both the classification and segmentation metrics. The combined score, however, generally outperforms the individual representations, showing that each of the representations contain different but complementary information.

In Table 2, we improve on the previous approach by extending the similarity measure to a window of size $> 1$, as the smoothing effect can cover some of the noise that is present in the data. This turns out to be the case, as extending the similarity to a vicinity of 3 (selected empirically) blocks instead of just one, we see a noticeable improvement over almost all representations. We also report the best results on the Combined representation, which outperforms all individually presented methods (in this setting, we use S-BERT-paraphrase in the combined representation as it provides better results).

### 4.2.1 Block Size

In this section, we study the empirical effect of the size of the unit partitioning block $N$. We repeat the experiments explained in this section for block size 10, 20 and 30. In Table 3, we report the results on the dataset using the Combined representation with window_size = 3, as it still performs best among all approaches considered.
Table 1. Segmentation results on the INA dataset (window size = 1). We observe that for $P_k$ and $WD$, lower values are better.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Pre</th>
<th>Rec</th>
<th>F1</th>
<th>$P_k$</th>
<th>WD</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-BERT-paraphrase</td>
<td>0.235</td>
<td>0.311</td>
<td>0.261</td>
<td>0.467</td>
<td>0.505</td>
</tr>
<tr>
<td>S-BERT-distiluse</td>
<td>0.255</td>
<td>0.343</td>
<td>0.284</td>
<td>0.445</td>
<td>0.476</td>
</tr>
<tr>
<td>S-BERT-stsb</td>
<td>0.266</td>
<td>0.352</td>
<td>0.296</td>
<td>0.447</td>
<td>0.495</td>
</tr>
<tr>
<td>fastText-max</td>
<td>0.235</td>
<td>0.271</td>
<td>0.251</td>
<td>0.416</td>
<td>0.440</td>
</tr>
<tr>
<td>fastText-avg</td>
<td>0.258</td>
<td>0.300</td>
<td>0.277</td>
<td>0.401</td>
<td>0.439</td>
</tr>
<tr>
<td>LDA ($T = 10$)</td>
<td>0.297</td>
<td>0.377</td>
<td>0.330</td>
<td>0.378</td>
<td>0.424</td>
</tr>
<tr>
<td>LDA ($T = 20$)</td>
<td>0.291</td>
<td>0.421</td>
<td>0.335</td>
<td>0.398</td>
<td>0.447</td>
</tr>
<tr>
<td>LDA ($T = 30$)</td>
<td>0.297</td>
<td>0.440</td>
<td>0.344</td>
<td>0.412</td>
<td>0.474</td>
</tr>
<tr>
<td>Combined</td>
<td><strong>0.321</strong></td>
<td><strong>0.371</strong></td>
<td><strong>0.344</strong></td>
<td><strong>0.355</strong></td>
<td><strong>0.392</strong></td>
</tr>
</tbody>
</table>

Table 2. Segmentation results on the INA dataset. We observe that for $P_k$ and $WD$, lower values are better.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Pre</th>
<th>Rec</th>
<th>F1</th>
<th>$P_k$</th>
<th>WD</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-BERT-paraphrase</td>
<td>0.281</td>
<td>0.377</td>
<td>0.313</td>
<td>0.427</td>
<td>0.492</td>
</tr>
<tr>
<td>S-BERT-distiluse</td>
<td>0.253</td>
<td>0.342</td>
<td>0.283</td>
<td>0.443</td>
<td>0.503</td>
</tr>
<tr>
<td>S-BERT-stsb</td>
<td>0.270</td>
<td>0.352</td>
<td>0.298</td>
<td>0.422</td>
<td>0.474</td>
</tr>
<tr>
<td>fastText-max</td>
<td>0.245</td>
<td>0.281</td>
<td>0.262</td>
<td>0.423</td>
<td>0.451</td>
</tr>
<tr>
<td>fastText-avg</td>
<td>0.278</td>
<td>0.324</td>
<td>0.298</td>
<td>0.399</td>
<td>0.454</td>
</tr>
<tr>
<td>LDA ($T = 10$)</td>
<td>0.397</td>
<td>0.469</td>
<td>0.429</td>
<td>0.313</td>
<td>0.368</td>
</tr>
<tr>
<td>LDA ($T = 20$)</td>
<td>0.399</td>
<td>0.473</td>
<td>0.431</td>
<td>0.319</td>
<td>0.370</td>
</tr>
<tr>
<td>LDA ($T = 30$)</td>
<td>0.374</td>
<td>0.453</td>
<td>0.409</td>
<td>0.340</td>
<td>0.396</td>
</tr>
<tr>
<td>Combined</td>
<td><strong>0.431</strong></td>
<td><strong>0.500</strong></td>
<td><strong>0.462</strong></td>
<td><strong>0.291</strong></td>
<td><strong>0.345</strong></td>
</tr>
</tbody>
</table>

Table 3. Comparing performance as a function of the partitioning block size

<table>
<thead>
<tr>
<th>Block Size</th>
<th>Pre</th>
<th>Rec</th>
<th>F1</th>
<th>$P_k$</th>
<th>WD</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.178</td>
<td>0.327</td>
<td>0.222</td>
<td>0.320</td>
<td><strong>0.334</strong></td>
</tr>
<tr>
<td>20</td>
<td><strong>0.431</strong></td>
<td><strong>0.500</strong></td>
<td><strong>0.462</strong></td>
<td><strong>0.291</strong></td>
<td>0.345</td>
</tr>
<tr>
<td>30</td>
<td>0.521</td>
<td>0.345</td>
<td>0.400</td>
<td>0.419</td>
<td>0.456</td>
</tr>
</tbody>
</table>

From the results, we see clearly that for $N = 10$, the smaller blocks fail to capture enough topical information, as we see a significant drop in all metrics. As for $N = 30$, we see an increase of Precision (i.e. a higher ratio of true positives), but at the cost of recall and overall F1-score.

4.2.2 Number of segments. For the previous experiments, we set the number of segments for each program to be equal to that of the ground truth, which is an ideal setting just to evaluate the performance of the representations. In Table 4, we present experiments with two simple heuristics:

- 1/6: we pick the number of segments to be equal to a sixth of the number of blocks generated for the program.
  As we computed the ratio of blocks to segment to be equal to 1/6.

<table>
<thead>
<tr>
<th>Block Size</th>
<th>Pre</th>
<th>Rec</th>
<th>F1</th>
<th>$P_k$</th>
<th>WD</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.178</td>
<td>0.327</td>
<td>0.222</td>
<td>0.320</td>
<td><strong>0.334</strong></td>
</tr>
<tr>
<td>20</td>
<td><strong>0.431</strong></td>
<td><strong>0.500</strong></td>
<td><strong>0.462</strong></td>
<td><strong>0.291</strong></td>
<td>0.345</td>
</tr>
<tr>
<td>30</td>
<td>0.521</td>
<td>0.345</td>
<td>0.400</td>
<td>0.419</td>
<td>0.456</td>
</tr>
</tbody>
</table>
• **Thresh:** we only keep the segmentation candidate at position $i$ if it satisfies the following inequality:

$$h(i) = \min(hr(i), hl(i))$$

$$\frac{1}{N} \sum_{j} h(j) - sim(j, j + 1) < h(i) - sim(i, i + 1)$$

with $hr(i)$ and $hl(i)$ two functions returning the nearest peak (maximum) to the right and the left of $i$, respectively, and they are both defined for each program. In concrete terms, this means we only keep the candidates which are situated at valleys that are deeper (expressed in the left-hand term) than the average valley in the entire similarity curve (right-hand term).

• **GT** (ideal case): we reproduce the results from the previous experiments with the number of segments to be picked equal to that of the ground truth.

<table>
<thead>
<tr>
<th>Block Size</th>
<th>Pre</th>
<th>Rec</th>
<th>F1</th>
<th>$P_k$</th>
<th>WD</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT</td>
<td>0.431</td>
<td>0.500</td>
<td>0.462</td>
<td>0.291</td>
<td>0.345</td>
</tr>
<tr>
<td>1/6</td>
<td>0.266</td>
<td>0.478</td>
<td>0.340</td>
<td>0.278</td>
<td>0.297</td>
</tr>
<tr>
<td>Thresh</td>
<td>0.451</td>
<td>0.297</td>
<td>0.384</td>
<td>0.329</td>
<td>0.394</td>
</tr>
</tbody>
</table>

Table 4. Comparing performance as a function of the number of segment selection method

As we see the results in Table 4, the different methods offer different compromises. While using 1/6, by virtue of detecting less boundaries on short programs, we get better $P_k$ and WindowDiff scores than when using the ground truth, but the classification scores are comparatively low. Whereas for *Thresh*, we get segmentation scores that are close to GT, while not losing as much in classification scores.

### 4.3 Aligning segments with description metadata

In our ground truth, every annotated segment is given a title that corresponds to a summary of its content. Given how in production, there is typically metadata about the content of the program (e.g. news segment titles), we further test the scenario of aligning the automatically generated transcript with the existing metadata. In this setting, we consider at first the number of segments given (to be equal to the number of provided segment titles), and we create an alignment by measuring the similarity between each block in the transcript (we keep the block size $N = 20$) and a title from the ground truth annotation, using all the representations we mentioned above. To find the segment boundaries, we measure the similarity of each title to all blocks. Starting from the first title $t = 0$, segment boundaries are put where the similarity to title $t + 1$ is higher than that to $t$ (similarity to the next segment title is higher than the one to the current examined title, signaling a topic switch).

As we can see in Table 5, the results based on content alignment with the titles, while comparable to the segmentation results on $P_k$ and WindowDiff, are significantly lower on classification metrics. Upon analysis, we see that this is probably due to the shortness of the descriptive titles, which do not carry enough information to measure similarity significantly, regardless of the chosen textual representation (all methods perform comparatively the same). A combined decision (obtained by assigning the coefficients 0.5, 0.3, 0.2 to the similarity score of S-BERT-paraphrase, fastText and LDA, respectively), however, does improve the results, which highlights again the fact that leveraging on multiple textual representations is key to improving the overall segmentation results.
5 CONCLUSION AND FUTURE WORK

In this paper, we propose a method for content segmentation based on combining multiple text representations, and we show that topic modeling is a useful representation for this task. More advanced methods for deriving and combining the representations, as well as finding the number of segments in the program, can be considered in the future. We would also like to explore the use of multimodal features to further improve the segmentation: audio features such as silence periods and speaker turns, and visual features (e.g. visual shot similarity, scene segmentation) can also help complementing textual content for programs that present more visual diversity.
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