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This paper is part of the Special Session organized to report progress made by NATO
AVT-349 RTG on the topic of Non-Equilibrium Turbulent Boundary Layers at High Reynolds
Number. The aim of this effort is to develop opportunities for collaboration between NATO
researchers in the area of non-equilibrium turbulent boundary layers in high Reynolds number
flows at incompressible conditions including, specifically, effects of surface roughness, curva-
ture, favourable and adverse pressure gradients, and three-dimensionality. A particular aim is
to foster joint experimental and computational studies of such flows with a view to developing
improved turbulencemodels, low order predictionmethods for design and control, and physical
understanding. Here, we report progress on the experiments and computations of the test case
where a body-of-revolution is placed on the centerline of fully-developed turbulent pipe flow,
thereby imposing on the turbulence the effects of pressure gradients, streamline curvature, and
flow divergence and convergence. In addition, the test case encompasses the far-wake where
the turbulence relaxes to its equilibrium conditions, albeit very slowly.

Nomenclature

'4� = bulk flow Reynolds number, '4 = *1�/a
'4g = friction Reynolds number, '4 = Dg'/a
� = pipe diameter
' = pipe radius
3 = body diameter (in the mid-body portion)
*1 = bulk velocity
Dg = friction velocity, Dg =

√
gF/d

gF = wall shear stress
a = kinematic viscosity
d = fluid density
G = streamwise distance measured from bow

= (accent) time or ensemble average

I. Introduction
Here, we report progress on the experiments and computations of the AVT-349 test case where a body-of-revolution

is placed on the centerline of a fully-developed turbulent pipe flow, thereby imposing on the turbulence the effects of
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Fig. 1 Test section geometry. Three body diameters were tested, i.e. 3/� = 1/3,
√

2/3 and
√

3/3. Blue solid
lines are selected streamlines from a potential flow calculation. Flow is from left to right.

Fig. 2 Schematic of the experimental set-up for measurement in the bow section plus part of the mid-body
region (G/' < 5.5). For the stern region and thewake, only one camerawas employedwith a similarmagnification
at locations up to 40' downstream of the stern.

pressure gradients, streamline curvature, and flow divergence. In addition, the test case encompasses the far-wake where
the turbulence relaxes to its equilibrium conditions, albeit very slowly.

The experiments and some preliminary computations were performed at Princeton University [1], while the primary
computations were conducted at the CNRS Research Laboratory in Hydrodynamics, Energetics and Atmospheric
Environment (LHEEA) in Nantes, France. There are three test cases, for different blockage ratios, at a fixed Reynolds
number '4� = *1�/a = 156, 000 ('4g = 3550). Only the results for the medium blockage case where the area ratio
was 2/9 (3/� =

√
2/3) are reported here. The computations were performed using a finite volume RANS approach on

unstructured meshes [2].

II. Experiment

A. Experimental methods

Figure 1 illustrates the test configuration. A streamlined axisymmetric body was placed on the centerline of a
long pipe that has an inner diameter of � = 2' = 38.1 mm. The body consisted of three parts – the bow section
(0< G/' <2.67), the cylindrical recovery section (2.67< G/' <10), and the stern section (10< G/' <12.67). The bow
section is a half prolate spheroid , the recovery section has a constant diameter 3, and the contour of the stern follows a
4th-order power law to minimize the drag [3]. The body was rigidly supported by an aerodynamically shaped sting
(NACA 0015) (more detail of the set-up is given in Ding et al. [1]). Three body diameters, 3/� = 1/3,

√
2/3 and

√
3/3,

were chosen to vary the magnitude and rate of change of pressure, divergence and curvature, and the results for the
medium body are compared to computations in the current work. The inflow was ensured to be fully-developed turbulent
pipe flow by allowing 200� of development length upstream of the body. The presence of the body causes the incoming
turbulent pipe flow to experience a favorable pressure gradient (FPG), streamline divergence and convex curvature
over the bow, followed by a relaxation over the recovery section, and an adverse pressure gradient (APG), streamline
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Fig. 3 Comparison of PIV results with NSTAP data for mean velocity and turbulence intensity in the bow
section. For PIV, '4� = 163000; for NSTAP, '4� = 202000. Here, H is measured from the pipe wall, and .C is
the distance between the pipe and body walls. The origin of each profile is shifted up by 5 (mean velocity, left)
or 4 (turbulence intensity, right) to elucidate the comparisons.

convergence, and convex curvature over the stern region. Far downstream the flow then slowly recovers to its initial state.
The upstream fully developed flow had a bulk velocity*1 ≈ 4.1 m/s, corresponding to '4� = *1�/a ≈ 156,000,

where a = 10−6 is the kinematic viscosity of water at 20◦C. Using the friction factor correlation reported by [4], the
upstream friction velocity was determined to be Dg = 0.186 m/s, and '4g = Dg'/a = 3550.

The mean flow and Reynolds stress development and recovery were characterized in two measurement campaigns
using particle image velocimetry (PIV) in the axial-radial plane on the opposite side of the sting. The flow in the
anterior section of the body (bow and mid-body up to G/' = 5.5) was measured in the first campaign with a set-up
shown schematically in figure 2. Two cameras (LaVision Imager sCMOS) offset in the axial direction were positioned
on opposite sides of the pipe to simultaneously achieve high spatial resolution and an extended field of view. A 2×
teleconverter (Vivitar) was attached to each camera to further enhance the resolution, leading to a magnification of 0.54
(83 pix/mm). A water-filled box was sealed around the pipe to alleviate image distortion due to unmatched indices
of refraction. Images were taken at two locations so that the full field of view encompassed the region up to G/' =
5.5. First- and second-order flow statistics were calculated from 20,000 image pairs at each station and an in-house
particle tracking code based on the non-iterative algorithm developed by Fuchs et al. [5]. Flow statistics at desired grid
points were then calculated by averaging velocities of individual particles within a small volume [6, 7]. The final spatial
resolution is 0.8 mm (streamwise) × 0.4 mm (stream normal).

The second PIV campaign was conducted to measure the flow in the stern region and the wake at multiple stations
(8.5 < G/' < 52). The experimental procedure was similar to that described in Ding and Smits [8], except that a 20 mm
extension ring was used to achieve a magnification of 0.49 (75 pix/mm), matching that in the bow section. 10,000 image
pairs were recorded at each station and processed using the multi-grid iterative image deformation algorithm in DaVis
8.3 with a final spatial resolution of 0.43 mm × 0.43 mm and 50% window overlap.

B. Validity of PIV data
Before making comparisons between computation and experiment, the accuracy of the experimental data needs

to be assessed. Figure 3 compares PIV results in the bow section with those obtained using a NSTAP sensor [10]
in the Princeton Superpipe at a similar Reynolds number. The NSTAP sensor is a nano-scale hot-wire probe with a
sensing length of ;+ ≈ 3 (; = 60 `m) for this Reynolds number, yielding minimal spatial filtering effects for resolving
small-scale motions. As seen in the left panel of figure 3, the agreement of the mean velocity is exceptional with a
maximum deviation of approximately 1%. For the streamwise turbulence intensity, shown in the right panel of figure 3,
while the agreement is satisfactory for H/.C > 0.15 (.C is the distance between the pipe and body walls), the spatial
filtering inherent in PIV leads to an underestimation of D2 in the near-wall region. As an extreme example, at G/' =
2.43 and H/.C = 0.05, PIV only resolves about 60% of the energy measured by NSTAP.

The spatial filtering of PIV is further made clear by comparison with DNS results of the upstream turbulent pipe
flow at a slightly lower Reynolds number, as presented in figure 4. Again, we see good agreement for the mean velocity
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Fig. 4 Comparison of PIV results with DNS data for mean velocity and turbulence intensity in the bow section.
For PIV, '4� = 166000; for DNS, '4� = 133000. DNS data taken from [9].

(except for some small differences in the wake due to unmatched Reynolds numbers), whereas all three Reynolds stresses
are subjected to noticeable spatial filtering effects near the wall. Farther from the wall, the effects quickly moderate, and
for H/' > 0.2 −DE and D2 the maximum deviation is < 8%. For E2, strong attenuation is observed over most of the pipe
cross section where small-scale wall-normal fluctuations are significant.

The above comparisons suggest that the mean velocity measured by PIV is a reliable source to compare to, whereas
comparisons of turbulent stresses will need to take into account the effects of spatial filtering in the near-wall regions.

III. Computation

A. Flow solvers used in this study
The computations were performed with two different solvers. The first one is the in-house solver ISIS-CFD

developed by the French authors, also available as a part of the FINE™/Marine computing suite worldwide distributed
by Cadence Design Systems. ISIS-CFD is an incompressible multiphase unsteady Reynolds-averaged Navier-Stokes
(URANS) solver mainly devoted to marine hydrodynamics. It is based on a fully-unstructured (face-based) finite
volume discretization with specific functionalities needed for multiphase flows and industrial applications [2, 11]. The
method features several sophisticated turbulence models: apart from the classical two-equation k-n and k-l models, the
anisotropic two-equation Explicit Algebraic Reynolds Stress Model (EARSM), as well as Reynolds Stress Transport
Models, are available [12–14]. All models are available with wall-function or low-Reynolds near wall formulations.
Hybrid RANS/LES turbulence models based on Detached Eddy Simulation (DES-SST, DDES-SST, IDDES) are also
implemented and have been thoroughly validated on automotive flows characterized by large separations [15] and ships
at steady drift [16]. Moreover, the solver accepts sliding and overset grids and features an anisotropic adaptive grid
refinement functionality ([17], [18]) applied to unstructured hexahedral meshes.

Two different turbulence models have been selected for the simulations shown in this present study. The first one is
the well known linear isotropic k-l SST model by Menter [19]. The second one is a Reynolds stress transport model
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Fig. 5 Axial velocity profiles D/*1 for the inlet condition. Experiment is at '4� = �*1/a = 144580; computa-
tion is at '4� = 156000.

based on the SSG-LRR pressure-strain model [14].
The second solver used by the American authors is OpenFOAM (v6). The Reynolds-averaged momentum equation

combined with Menter’s : − l SST model was solved using the SIMPLE algorithm provided in OpenFOAM for a
steady flow solution. The computation domain started from 43 upstream of the bow and extended to 83 downstream of
the stern. The inflow condition was generated from DNS data of a fully developed pipe flow at '4g = 3008 [9]. A 5◦
wedge with periodic boundary conditions was used to simulate the axisymmetric flow, and a structured mesh containing
387K hexaheldral cells was generated with the OpenFOAM built-in mesh generator, blockMesh. The computation was
wall-resolved with the first grid point located at H+ ≈ 0.5, and a normalized residual of 10−6 was specified to ensure
sufficient accuracy and convergence.

B. Computational setup
First, a computation of fully developed pipe flow at the same Reynolds number was performed to obtain the inlet

condition for the simulation. When the computed mean velocity profile is compared with the fully developed profile
obtained in the Princeton Superpipe facility at a similar Reynolds number [20], a noticeable difference is observed in
the wake region. See figure 5. The experimental velocity profile rises above the law of the wall at about H = 0.2�,
signalling the start of the wake region, with a wake strength that is consistent with past experience [21]. In contrast, the
CFD prediction continues to follow the law of the wall until about H = 0.3�, then deviates from it to form a wake with a
considerably lower wake strength. At the center of the pipe, the axial velocity D normalized by the bulk velocity*1 is
about 1.206 in the measurements, while in the computations it is about 1.1495 with the SST model and 1.1570 with the
SSG-LRR model. This under-estimation of the axial velocity near the center of the pipe (about 5%) is a discrepancy
that needs to be taken into account when comparing the CFD and experimental results over the body.

A 2D mesh containing 139K cells is generated with the unstructured hexahedral mesh generator Hexpress. It is
transformed to fit to the axisymmetric configuration covering a section of 0.8◦. The distance to the wall of the first cell is
about 4 10−6, giving a H+value lower than 0.02, small enough for a computation using a no-slip wall boundary condition.
The computation is performed using Cartesian velocity components with appropriate boundary conditions. A coarser
grid around the body containing 85K cells gives almost the same results indicating that the numerical uncertainty is low
enough. A 3D computation covering the whole domain containing more than 10M cells has also been performed for
further verification. It indicates that three-dimensional effects are negligible and also provides the same results as the
computations mentioned above.

The CFD results are compared to measurement data for the axial velocity and the shear stress in figures 6 to 9, for
four different regions from the bow to the wake: the bow, the center body, the stern, and the wake.

For the bow region (figure 6), the first profile is located at G = −0.1'. At this location, the measurement data for
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Fig. 6 Bow region. Top: axial velocity profiles. Bottom: shear stress profiles. Profiles are shown from G/' =
-0.1 to G/' = 1.1 with a 0.1' increment.

axial velocity near the center of the pipe is higher than the CFD prediction, most likely because of the differences
in the inlet profiles seen in figure 5. The SST model over-predicts the turbulence kinetic energy near the stagnation
point, resulting in too high a shear stress and a very thick turbulent boundary layer. This is a well known fault of linear
isotropic eddy-viscosity models. At this station, the shear stress obtained by the measurement is relatively high, while
with the Reynolds stress SSG-LRR turbulence model, the shear stress is very small. It is important to have additional,
highly-resolved measurements in the region just upstream of the bow. Such measurements are currently underway using
NSTAP probes in the Princeton Superpipe [22].

The shear stress measurements at the next two stations in the bow region reveal a surprising result. Here, the shear
stress has an opposite sign compared with its behavior in a typical boundary layer, which means that there is an energy
transfer from turbulence kinetic energy to mean momentum energy of the flow. Instead of decelerating the flow in
this region, the turbulent shear stress accelerates the flow. This can be clearly observed from the rapid increase of
axial velocity near the body from station 2 (G/' = 0) to station 3 (G/' = 0.1) which is completely missed by the CFD
simulation with either turbulence model. Further downstream, there is a distinct difference between the two predictions,
where the Reynolds stress model shows a much faster acceleration near the wall. Starting from station 7 (located at
G = 0.5'), a good agreement for the axial velocity between the CFD and the measurement is observed near the body, but
the shear stress levels display noticeable differences. The better prediction obtained with the Reynolds stress transport
equation model can be explained by the fact that it takes into account the transport effect of the Reynolds stress which
has an important impact in momentum transport near a curved surface.

For the center body region (figure 7), the differences between the CFD prediction and the measurement data are
mainly due to the discrepancies observed in the upstream region propagating downstream. The thickness of the boundary
layer grows too quickly even when the Reynolds stress transport equation model is employed. In the main flow region
between the two walls, the shear stress predicted by the SSG-LRR model agrees much better with the measurement data
compared with the prediction given by the k-l SST model. Near the wall, the shear stress in the measurement is much
smaller than the CFD prediction. This may be exacerbated by the spatial resolution issues in the PIV data, as discussed
earlier.

In the stern region (figure 8), the consequences of the poor predictions by CFD in the bow region become smaller.
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Fig. 7 Center body. Top: axial velocity profiles. Bottom: shear stress profiles. Profiles are shown from G/' =
4.17 to G/' = 5.37 with a 0.2' increment.

Fig. 8 Stern region. Top: axial velocity profiles. Bottom: shear stress profiles. From station x/R=8.67 to
station x/R=12.17 with a 0.25' increment.
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Fig. 9 Wake region. Top: axial velocity profiles. Bottom: shear stress profiles. From station x/R=12.9167 to
station x/R=16.4167 with a 0.5' increment.

Fig. 10 Wake region. Predicted streamlines with contours of axial velocity magnitude.
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Fig. 11 Preliminary computations using OpenFOAM v6 with the :-l-SST model by [19]. Mean flow compar-
isons over the bow and mid-body of the case with 3/� = 1/3.

Both turbulence models can provide a prediction in relatively good agreement for the axial velocity in this region. At
the first stations in this region, the SSG-LRR model provides a better prediction both for the axial velocity and for the
shear stress, especially near the surface of body. But at the farthest downstream sections, additional discrepancies are
observed in the predicted axial velocity given by the SSG-LRR model, where near the wall the predicted shear stress is
always much larger than the experimental values. The spatial resolution of the PIV is about the same as in the bow
region, so undoubtedly the measurements underestimate the actual shear stress levels to some extent in this region.

In the wake region (figure 9), it is the SST model that provides the best prediction for the axial velocity. The
under-estimation of axial velocity near the wall of the pipe observed in upstream locations is no longer observed.
However, the predicted shear stress remains much higher than the experimental values, even near the center of the pipe
where possible interference due to the wall in the measurement can be excluded. It should be noted that the strong shear
layer in the immediate wake of the body is not fully resolved by PIV.

Both turbulence models predict a flow re-circulation zone in the wake as shown in figure 10, while it is not observed
in the measurement. In addition to possible turbulence modelling errors in the after body region, the under-estimation
of axial velocity near the body in the upstream region may also have an impact. Momentum energy in the boundary
layer near the wall is higher everywhere in the measurement compared to the CFD.

Some preliminary results obtained using OpenFOAM (v6) with the : − l SST model are given in figure 11 for the
mean flow over the bow and mid-body of the case with 3/� = 1/3. The shear stress results in the same region are shown
in figure 12. Here, flow statistics are compared based on a streamline coordinate system consisting of mean streamlines
and stream-normal lines. Despite the difference in coordinate systems, the comparisons between measurement and
computation are very similar to those discussed earlier. The agreement of the mean streamwise velocity is overall good
except near the initial part of the bow. The shear stress comparison shows considerable deviations, where the SST model
overpredicts the development of turbulence near the body wall, resulting in a much thicker boundary layer.

IV. Conclusions
Comparisons between CFD simulations and the PIV measurements reveal that the initial response of the upstream

turbulent flow to the presence of body and its subsequent acceleration around the body is the most challenging turbulence
modelling task for the RANSE approach in this configuration. Due the strong pressure gradient and curvature effects
induced by the geometry of the body in a very confined region, turbulence destruction and even transfer from turbulence
kinetic energy to momentum energy occurs based on experimental observations. The linear eddy-viscosity turbulence
model fails to predict such flow phenomena completely. Reynolds stress transport models can provide a better prediction,
but energy backward transfer from turbulence kinetic energy to momentum energy is not predicted. It is desirable that
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Fig. 12 Preliminary computations using OpenFOAM v6 with the :-l-SST model by [19]. Shear stress com-
parisons over the bow and mid-body of the case with 3/� = 1/3.

more detailed measurement be made in this region in future so that the physics of the flow in this important region can
be better understood, especially for the shear stress. It is crucial to confirm that energy backward transfer does occur in
this region, which can be characterized by a negative turbulent eddy-viscosity when the shear stress is expressed using
the Boussinesq assumption. It is to be expected that the model for the rapid distortion terms will play an important role
in this assessment.

One source of the uncertainty in the present simulation comes from the inlet condition used in the CFD simulation.
The inlet condition extracted from the computation of fully developed pipe flow does not match very well with the
experimental results. A measurement at an upstream section far enough from the body where the pressure gradient due
to the body is small will be very useful to calibrate the inlet condition for CFD simulation in any future study. It would be
also very useful to make additional measurements just upstream of the body to investigate the evolution of turbulent flow
under the action of adverse pressure gradient before impinging on the body. Due to the very poor prediction in the bow
region, the assessment of turbulence modelling in the other parts of the flow becomes very difficult. Overall, it seems
that the more complex SSG-LRR Reynolds stress transport equation model does not provide better predictions compared
with the simple SST linear eddy-viscosity model, except in the bow region where it clearly shows its superiority. One
possible way to avoid this difficulty is to perform a simulation with a computational domain starting from a mid section
of the body where the inlet condition is prescribed based on the measurement data. However, imposing an appropriate
inlet condition in this way is not an easy task, especially for turbulent quantities such as turbulent dissipation.
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