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Abstract. Television is a medium that is implicitly highly codified. Ev-
ery TV program has its own visual identity that is often rich in infor-
mation; most of the time, a single frame extracted from a TV broadcast
contains enough information for a human agent to determine the genre
of the program, and sometimes even to predict who is likely to appear
in it. Our goal is to exploit the visual context of TV programs to help
identify the people appearing in them.
In this work, we introduce a new dataset of over 10M frames extracted
mainly from french TV programs and aired between 2010 and 2020. We
also present an original approach for deep similarity metric learning in
order to learn a descriptor that effectively captures the visual context
of a TV program and helps to recognize the subjects appearing in the
program.

Keywords: dataset · similarity measure, · visual context · television

1 Introduction

Automatic facial recognition efficiency has increased considerably in the last
decade and can now achieve impressive results. However, these state-of-the-art
models may still make some mistakes on faces that are very hard to distinguish.
In most cases, humans would not make the same mistakes as they would have
access to much more information.

Among the additional information that the human brain uses to identify
people, the visual context, i.e. all the visual information except for the face to
identify, is particularly useful. We know, for example, that a human agent is able
to achieve an accuracy score of 94.27% on the LFW protocol [3], which is a face
verification protocol, when all faces have been masked [5], meaning using only
the surrounding visual context.

We also know that the television is a very codified medium; given only a
few static frames, a human is most of the time able to say from which kind of
program they have been sampled, whether it is a sport match, a newscast, a
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political debate, and so on. We believe that this knowledge carries much infor-
mation about the people possibly appearing in that program and could be used
to disambiguate the cases in which facial recognition systems fail. Our goal is
to exploit the visual context to improve face retrieval and face verification in a
dataset of TV programs.

In this paper, we present two contributions: 1) we introduce a new large-
scale dataset of over 10M images from TV programs aired between 2010 and
2020; 2) we propose a deep metric learning approach for visual context building
an effective descriptor specific to TV. We experimentally show that this new
descriptor can be used jointly with state-of-the-art face descriptors to improve
the performances over a face verification task and a face classification task when
such a visual context is available.

2 Related Work

Exploiting contextual information in order to improve facial recognition is an
approach that has already been studied. However, as the available contextual
information can be very specific to a given problem, the different approaches
and solutions can differ a lot.

Some studies focused on exploiting a social context by identifying the re-
lationships between the subjects or the events they appear in. This approach
is particularly suitable for social networks where the relationships between the
users are explicit [11] but have also been applied to other kinds of datasets such
as movies [4] or TV shows [6].

Other papers chose not to limit the visual appearance of the subjects to their
faces but also took advantage of their clothes by extracting features from different
body parts and merging them together. This approach, which is particularly
suited for person re-identification in a unique event, has been applied on photo
albums [15] and on movies [4].

A different problem which is worth mentioning here because of its proximity
with our approach is the genre classification for TV videos. The goal is to classify
TV videos into a few different genres. Some models rely on automatically learned
features, like Varghese et al. [12] classifying videos into different genres (”news”,
”entertainment” and ”sport”) using features learned on the SUN dataset [14].
Other models, on the other hand, use handcrafted features like Daudpota et al.
[1] who rely on the number of scenes and quantify the motion of the subjects in
order to classify videos as ”talk shows” or ”others”.

Several datasets have already been proposed to deal with the scene catego-
rization problem in a general setting. Two of them in particular are widely used:
the SUN [14] and the Places365 dataset [17]. They contain a large number of
indoor and outdoor scene categories. These scene categories are very diverse;
Places365, for example, includes categories like ”igloo”, ”synagogue” or even
”stables”. This large number of various categories is very interesting but does
not make these datasets particularly suited to learn a visual descriptor of TV
frames, as most categories are not related to TV programs.
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3 Dataset

3.1 Motivation

Our goal is to be able to exploit the visual information in a video frame other than
the facial appearances to help identify the people appearing on TV programs.
We want to be able to extract continuous feature descriptors from video frames
that carry information about the context of the program, and hence about the
peoples appearing in those frames.
Existing datasets oriented towards context recognition have been designed in
order to classify the images. Some datasets of locations images like SUN [14] or
Places365 [17] are quite exhaustive in terms of labels, however they do not allow
to capture the semantic proximity that can exist between two different classes,
like between an airfield and an airport terminal, or between the ocean and a
harbour. Also their distribution is quite different from what is to be expected in
a dataset of TV frames. Some other datasets which are more TV specific only
focus on classifying TV programs in a few classes like news, sports, music, and
so on, but they fail at capturing the diversity within each of these classes and
the semantic relationships that can exist between them.

3.2 Dataset structure

We introduce a dataset of 10,684,217 frames of TV programs aired between 2010
and 2020, mostly on the French TV, but not only. It is public and is completely
available3. This dataset covers the diversity of visual contexts prone to appear on
television with frames selected from a large number of TV programs of all sorts,
such as news, sports, entertainment, talk shows, and so on. For legal reasons
as well as practical reasons that will be detailed below, all the faces have been
blurred in this dataset, so as to be unrecognizable. Fig. 1 shows a few examples
of frames from our dataset.

This dataset is unlabeled. However, it comes with a list of 4,362,818 pairs of
frames where at least one individual appears on both frames.

4 Visual context metric learning

The dataset has been built in order to be able to compute a continuous feature
descriptor from a static image that captures its visual context and that can
help identify the people depicted in it. To this end, we propose a deep metric
learning approach and organize our dataset in triplets including one anchor, one
positive element and one negative element, so that a similarity metric can be
learned using the triplet loss or the TSML loss. This approach has been proved
to be efficient for continuous visual descriptor learning [7], and we adapted it to
specifically learn visual context as explained in the following.

3 URL to the dataset will be released after the review process
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Fig. 1. Sample of the frames from our dataset. The visual contexts are various and
reflect the diversity of the programs one can see on TV: news, entertainment, sport,
weather forecast, and so on.

4.1 Triplet formation

The difficulty lies in being able to define what makes a positive or a negative pair
of frames. The purpose of this dataset is to help identify the persons appearing
in the frames. Thus, we decided to rely on person identities to build our positive
and negative pairs of frames, needed to form the (anchor, positive, negative)
triplets.

Positive pairs We consider one pair of frames as positive context-wise if we
are able to identify at least one person that appears in both frames. Given the
impossibility to label manually all of the faces appearing in over 10M frames,
we performed this automatically. We first detected all of the faces in the origi-
nal frames of our dataset (not blurred) and computed the corresponding facial
features descriptors. We then formed our pairs using a selective distance thresh-
old between the faces to assert they do in fact belong to the one same person.
Some examples are displayed on Fig. 2. The facial features model we used is a
ResNet18 architecture trained on the VGGFace2 dataset. It achieves a 98.98%
score on the LFW protocol [3].

Negative pairs A common and effective strategy in similarity metric learning
setting is to focus on hard negative examples during training. For example, for
facial features learning, comparing similar identities help differentiating them
[10, 13, 9, 7]. This often implies selecting negative pairs with similar embeddings.
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Fig. 2. Examples of two positive pairs from our dataset.

Our problem, however, differs. If we can consider a pair as being positive when
a common person appears in both frames, the absence of such a person is not
enough to consider a pair as being negative. We might for example, sample two
frames from the same program where no common people appears on both frames.
We do not expect this pair to be considered as negative since the context is not
expected to be any different within a unique program from one scene to another.
The same can apply to two different programs with a very similar context but
no common participant.

This make such an adversarial sampling very difficult to apply in our case
as it could lead to sampling too many false negative pairs. For this reason, we
decided to sample the negative elements of our triplets randomly and to rely on
the large size and on the diversity of our dataset to make false negative pairs
highly unlikely.

4.2 Model learning

Architecture To train our visual context model, we use a Resnet50 archi-
tecture[2] pre-trained on Places365 [17]4. The last classification layer, with 365
nodes, is replaced with a 16-dimensional layer. The input of this network are
256 × 256 images.

Loss function The pretrained model is fine-tuned using the Triangular Similar-
ity Metric Learning (TSML) loss [16]. This loss function is similar to the widely
used triplet loss introduced in [7]. However, we observed that the performance
using the TSML loss is slightly better. Hence, in this paper, we report only the
TSML results.

About the face blurring We mentioned earlier that all faces in our dataset
have been blurred, in particular for legal reasons. It appears it is also a practical
choice. A first model has been trained similarly using the same dataset on which
faces had not been blurred. Its performances were satisfying; however, we noticed
using some visualization techniques like the Smoothgrad algorithm [8] that this
model focuses primarily on the faces appearing on the images and not on the

4 https://github.com/CSAILVision/places365
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background as was desired (see Fig. 3). Moreover, its performances decreases
when applied on frames where faces were blurred, which proves that it learned
to recognize the faces as well as to recognize the visual context. This is not
surprising given our triplet formation strategies, described above, where at least
one person appears in both images of a positive pair. Blurring the faces in the
dataset helped to largely avoid this issue.

Fig. 3. When using a variant of our dataset where faces are not blurred, the trained
model focuses mainly on the actual faces and not on the surrounding context (left).
This is not the case when trained on our dataset with blurred faces (right).

5 Experimental evaluation

We split our dataset in three subsets:

– a training set, containing 4,357,969 positive pairs and 4,331,132 more ele-
ments to form the negative pairs of the triplets during training

– a validation set, with 2,456 triplets
– and a test set containing 2,393 triplets

After training our model on our training set, and using the validation set for
early stopping, we evaluated it on our test set and compared it to other existing
models.

5.1 Visual context metric evaluation

To evaluate our model, we split our test set into 5 and use it to perform a 5-fold
cross-validation to determine the best threshold to classify a pair as positive or
negative, i.e. same or different context. The overall accuracy displayed in Table 1
is the average accuracy obtained over the 5 folds ± the standard deviation.

We compare our model with the pre-trained Places365 models. For these pre-
trained models, we use either the 365-dimensional outputs of the classification
layer or the 2048-dimensional output of the previous layer (which is the input
of the classification layer itself).
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Table 1. Average accuracy ± standard deviation with 5-fold cross-validation over our
test set, for our model and for pre-trained Places365 models

Model Ours Pl365 Resnet50 Pl365 Resnet50 2048-d layer Pl365 Densenet161

Acc. 85.17 ± 1.46% 75.34 ± 0.68% 76.72 ± 0.65% 74.70 ± 0.68%
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Fig. 4. Distributions of the distances of the positive and negative pairs of the test set
computed with our visual context model.

Figure 4 shows the distribution of the cosine distances of the positive and
negative pairs of the test set using our model. We can observe that the distri-
bution of the negative pairs matches what would be expected from a random
distribution uniformly distributed on the hyper-space. The distribution of the
positive pairs, however, is much more concentrated towards low distance values.

5.2 Evaluation on a face verification task of doppelgangers

We evaluate the ability of our model to help recognize people when used jointly
with facial features descriptors. In order to do this, we sample several face pairs
to form a face verification task. The positive pairs are sampled in the same way as
for the training set, i.e. with two face images of the same person. The negative
pairs, however, have not been sampled randomly; we selected hard examples
where both members of a pair are visually similar but are not the same person
(see Fig 5). All images have been sampled from TV programs that do not appear
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in the training, validation or test set introduced above. These face verification
images are available with our dataset.

Fig. 5. Example of doppelgangers pair used for the face verification task.

We use a total of 2922 pairs distributed into 2 splits. The first split is used
to learn the best weight to combine the facial descriptors distances and the
contextual descriptors distances and to learn the best threshold to classify pairs
as positive or negative. These parameters are applied on the second split to
get an accuracy score. The two splits are then swapped and this operation is
repeated.

In Table 2 are displayed the average accuracy scores over the two splits.
We observe that the combination of both facial and visual context descriptors
achieves a better performance than the facial descriptors alone.

Table 2. Average accuracy over both splits of the doppelgangers verification task

Input Faces only Context only Faces + context

Accuracy 85.87 ± 0.03 % 65.86 ± 0.47% 87.10 ± 0.17%

6 Qualitative results

In order to illustrate how our model performs, Fig. 6 displays a few sample
images and their nearest neighbors in our test set.

From these examples, we can see that frames from newscast, cartoons or
weather forecasts are close to each other, respectively, even when coming from
different TV channels.

7 Conclusion

In this paper, we presented a new approach of leveraging visual context informa-
tion in TV programs for person recognizing. We introduced a new dataset of over
10M frames from TV programs, that have been broadcast over an entire decade.



Exploiting visual context to identify people in TV programs 9

Fig. 6. Sample images and their nearest neighbors in the test set. The queries are on
the left column, and the nearest neighbors are then displayed from the closest ones on
the left to the furthest on the right.

It is, to our knowledge, the largest dataset available to learn a visual context de-
scriptor that is specific to TV programs. We further present an original approach
for visual context similarity metric learning specifically designed for identifying
persons in TV programs. We show that our resulting neural network model can
be used to effectively retrieve frames from semantically similar TV programs,
and that it can be combined with state-of-the-art facial feature descriptors to
improve the performance of a face verification task when such a visual context
is available. We believe that the performance on the face verification tasks could
be further improved with a suitable feature fusion strategy for facial descriptors
and visual context descriptors.
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