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A noise less-sensing semi-implicit discretization of a homogeneous
differentiator : principle and application

Loı̈c MICHEL, Malek GHANES, Franck PLESTAN, Yannick AOUSTIN and Jean-Pierre BARBOT

Abstract— Based on the projector introduced in recent Euler
semi-implicit methods, the main contribution of this paper is
the reduction of the effect of noise on the sliding surface of the
discretized homogeneous differentiator. For that, an adaptation
law according to the magnitude of the high frequency noise is
proposed to modify the behavior of the projector when the
discretized differentiator remains on the sliding surface. In
presence of noise, the differentiator will have an asymptotic
convergence but will be less-sensing noise. Otherwise, when the
differentiator is not affected by noise on the sliding surface,
its convergence will be in finite-time. Experimental results are
shown in order to highlight the well founded of the contribution.

I. INTRODUCTION

This paper is dedicated to the problem of reduction of the
noise in the context of real-time signal differentiation using
sliding mode techniques, for which interesting robustness
properties are highlighted. The introduction of the implicit
framework ten years ago by Acary & Brogliato [1], whose
principle consists in replacing the sign function by an implicit
projector, made a significant step towards the reduction
of chattering effect while maintaining robust performances
under lower sampling frequencies. Recent investigations have
shown very promising results and experimental validations
of some implicit based sliding mode control algorithms have
been successfully performed (see e.g. [2], [3], [4], [5], [6],
[7], [8], [9], [10]). Recently, the so-called implicit approach
has been extended to homogeneous structures, where the au-
thors propose a semi-implicit homogeneous observer-based
control architecture [11] as well as homogeneous differen-
tiators developed through an experimental comparative study
(among some of the last published results, see [12]). In the
latter, more particularly, the possibility of reducing the noise
has been highlighted thanks to a semi-implicit projection
with a constant parameter θi, this parameter improving the
convergence properties of the differentiator. This approach
has given encouraging results with respect to lower sampling
frequencies.

In the sequel, this work proposes to investigate the dy-
namic adaptation of the parameter θi in the semi-implicit
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version of a very recent continuous explicit differentiator
[13]. In this latter, an adaptive law drives the homogeneous
exponent according to the magnitude of the measured output
noise. The aim of this paper is to build an adaptive homo-
geneous discretized semi-implicit differentiator based on an
adaptive scheme that drives the implicit projector according
to the magnitude of the high frequency noise. The experimen-
tal evaluation of the proposed adaptive differentiating method
is conducted on an electropneumatic set-up where the goal
is to obtain the velocity and acceleration estimations from
the position measurement. Since the physical characteristics
of the experimental bench enormously vary over time, the
physical parameters of this bench are poorly known and
difficult to identify with precision. The used experimental
set-up is a complete framework that has been extensively
used to validate sliding based control laws [5], [12], [14],
[15]; so, it is very appropriated to investigate differentiation
structures.

The remainder of the present paper is organized as follows.
Section II presents the experimental set-up that is composed
by electropneumatic actuators. Section III reviews the im-
plicit approaches including the homogeneous semi-implicit
form that has been recently proposed in [11] and the cascaded
homogeneous semi-implicit differentiation proposed in [12].
Section IV presents the proposed θi-projection approach
whose purpose is the improvement of the robustness of
the differentiation with respect to the noise. Experimental
results are illustrated in Section V. Section VI gives some
concluding remarks.

II. SYSTEM UNDER STUDY: ELECTROPNEUMATIC SET-UP

The experimental set-up used to evaluate the differentiators
consists of two pneumatic actuators which are controlled
by two servo-distributors (see Fig. 1). Each actuator is
composed by two chambers denoted by P (positive) and N
(negative). The position of one of these two actuators, named
“Main actuator” can be controlled, whereas the second
actuator, named “Perturbation actuator” and mechanically
connected to the “Main” one, allows producing an external
perturbation force. Under a nominal 7-bar source pressure,
the maximum produced force is 2720 N; furthermore, both
actuators have the same physical features: piston diameter
of the pneumatic actuator is 80 mm and rod diameter 25 mm.

Remark : The system is nonlinear and is influenced
by continuous perturbations generated by the perturbation
actuator in Fig. 1; thereby, the focus is made on the
differentiators to simultaneously overcome this perturbation
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along with the measurement noise. Moreover, the
temperature of the system varies with respect to many
factors (whether, operation time...) that seriously influences
the state estimations.

Fig. 1: Left: photography of the pneumatic setup. Right:
scheme of the control architecture of the pneumatic setup
(details in [14]).

A dSPACE© system allows controlling the “Main” actua-
tor as well as monitoring the variables in real-time. Only the
position is measured and the “Main” actuator is controlled
using a scheme based on both linear and sliding mode
approaches (see [16] [15]).

A. Model of the mechanical part

The phenomena which define the physical behavior of
this experimental test-bed are complex. They are described
through a model based on nonlinear and non-stationary
equations including not well-defined parameters. This model
can be simplified by stating hypotheses to simulate the
process and with efficiency in order to predict easily its
behavior and to define an efficient control as in [14].
In the sequel, given that the purpose is the differentiation of
actuator position, only the mechanical part of the model is
recalled; so, the pressure dynamics are viewed as external
signals (for further information on pressure dynamics, see
[14]).
The mathematical model of the mechanical part of the
pneumatic actuator reads as:

Σ :


ẋ1 = x2
ẋ2 = x3
ẋ3 = d
y = x1 + η

(1)

where x1, x2, and x3 are respectively the position, the
velocity and the acceleration of the actuator; y is the measure
of x1 with additional white noise η. The term d represents
the jerk of the system such as:

d =
1

N
[S(ṗP − ṗN )− bvx3 − Ḟext] (2)

where the only unknown term in (2) is the Ḟext which can
be considered as a perturbation in this model under study.
Both the terms ṗP and ṗN are the dynamics of the pressures
in both the chambers (pP (resp. pN ) being the pressure in
the chamber P (resp. N ) of the actuator and are respectively
function of x1, pP , pN and x2 (see details in [14]). Remark
that the observability condition (see [17]) is verified for
system (1).

B. Cascaded estimations

In the sequel, the semi-implicit Euler discretization tech-
nique is considered to synthesize a differentiator for sys-
tem (1), whose measurements are under sampled. As the
design of a third order semi-implicit differentiator would
be difficult to implement, a cascaded composition of two
second order homogeneous semi-implicit differentiators is
considered, the first one providing sequentially, the position
and the velocity, and the second one, the velocity and the
acceleration of the system (1).

III. IMPLICIT APPROACH

A. Original Implicit

In the framework of the implicit approach [1] [3], con-
sidering a measured and noisy signal y, the corresponding
discrete differentiator can be written:

z+1 = z1 + h
(
z+2 + λ1N (e1, λ1)

)
z+2 = z2 + h (λ2N (e1, λ1))

(3)

where the variable •+ corresponds to the value at instant
•((k+ 1)h); e1 is the estimation error such as e1 = y − z1;
λ1 and λ2 are the gains of the differentiator. The projector
is defined as follows:

N (e1, λ1) :=

{ e1
λh

if e1 < λh

sgn(e1) if e1 ≥ λh
(4)

B. Semi-Implicit

Homogeneous control is a more general class of finite time
methods (for appropriate homogeneous degree) [18] [19] that
may ensure finite-time convergence; furthermore, it is robust
with respect to model uncertainties. Besides convergence
issues, from the control and observation points of view,
when associated to the so-called implicit projector, the main
practical aspect of the homogeneity is to significantly reduce
the chattering effects. A semi-implicit homogeneous version
of the differentiator [11] reads as:

z+1 = z1 + h
(
z+2 + λ1|e1|αNSI(e1, α, λ1)

)
z+2 = z2 + h

(
λ2|e1|2α−1NSI(e1, α, λ1)

) (5)

where (λ1, λ2) > 0 and α ∈ [0, 1[ being constant tuning
parameters. The corresponding projector is defined by:

NSI(e1, α, λ1)


|e1|1−α

λh
sgn(e1) if |e1|1−α < λh

sgn(e1) if |e1|1−α ≥ λh
(6)

C. Cascaded structure

In order to obtain estimations of the position x1, the
velocity x2 and the acceleration x3 of the pneumatic ac-
tuator, a cascaded iterative of homogeneous differentiator
structure, inspired from [20], [21], [22], has been considered
by the authors in [12] in order to estimate the velocity
and the acceleration of the pneumatic actuator. A schematic
representation is given in Fig. 2 where the term u is the
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control input applied to the actuator, ymeas is the measured
position from the system (the only available measurement),
and the differentiators ”a” and ”b” represent the cascaded
nature of the two second order differentiators. The following
notations are used: ya = y is the measured output, za1 , za2
are respectively the estimated position and velocity given
by the first differentiator, yb = zb2 is the output of the
second differentiator, zb1 and zb2 are respectively the velocity
and acceleration estimates by the second differentiator and
ea1 = ya − za1 = y − za1 and eb1 = yb − zb1 = za2 − zb1
are respectively the output errors of the first and second
differentiators.

Fig. 2: Synoptic view of the proposed cascaded differentia-
tors to estimate velocity and acceleration.

This allows a certain flexibility using different choices of
homogeneous exponent αa and αb for the differentiators, but
with the same structure. The signal measurement ymeas to
differentiate is sampled under the sampling rate h and the
proposed cascaded differentiation reads:

zi+1 = zi1 + h
(
zi+2 + λi1|ei1|αiN (ei1, αi, λ

i
1)
)

zi+2 = zi2 + h
(
λi2|ei1|2αi−1N (ei1, αi, λ

i
1)
) (7)

where the projector N (ei1, αi, λ
i
1) is defined as follows:

N (ei1, αi, λ
i
1) :=


dei1c1−αi

λi1h
, if |ei1|1−αi < λi1h

sgn(ei1), if |ei1|1−αi ≥ λi1h

(8)

where i ∈ {a, b} denotes the index of the considered
stage ”a” or ”b” of the differentiation structure. As it is
previously noted in the case of a cascade of two second order
differentiators of the form (7), the homogeneity degree can
thus be adjusted independently according to how much the
output is noisy. In this work, rather than considering these
homogeneity degrees as adaptive variables, the properties of
the implicit projector N (ei1, αi, λ

i
1) are of interest and an

additional parameter θi is introduced as described in the next
section. This parameter will be dynamically adapted in order
to improve the quality of the differentiation.

IV. θi-APPROACH FOR SEMI-IMPLICIT DIFFERENTIATOR

A. Case 1: constant θi

To improve the robustness with respect to the noise, a
modification of the projector (8) used in the semi-implicit
estimator (7) has been proposed in [12] and reads as (with
θi ∈ [0, 1] and i ∈ {a, b}):

Nθ〉(ei1, αi, λi1) :=
(1− θi)dei1c1−αi

λi1h
, if (1− θ)|ei1|1−αi < λi1h

sgn(ei1), if |ei1|1−αi ≥ λi1h

(9)

with θi ∈ [0, 1[.
The parameter θi is introduced in order to mitigate the
influence of noise. Basically, for θi = 0, the previous
projector equals (8), the convergence of the differentiator is
finite time. When θi is different from zero, the convergence
is only asymptotic but the differentiator is less sensible to
noise. This is due to the fact that the influence of noise is
multiplied by (1− θi) in (9); thus, it improves the behavior
of the differentiator in regard to the measurement noise.

Practically, θi can be chosen as a compromise such as
the differentiator would be less sensible to the noise while
preserving good convergence properties. This compromise
gives θi = 1

2 . However, it is interesting to have a better
way to tune this parameter. In the sequel, parameter θi

is dynamically adapted in order to take into account the
presence (or not) of noisy measurement.

B. Case 2: time varying θi

As introduced just above, in order to improve the robust-
ness toward the noise rejection, an adaptive scheme that
drives the parameters θa and θb according to the maximum
magnitude of the high frequency noise extracted from the
signals ya and yb, is inspired from [13]. Depicted in Fig. 3,
for both differentiation stages, the scheme is composed of
a high pass filter (Butterworth of fourth order) that extracts
the magnitude of the high frequency noise, denoted yHP , for
which the absolute magnitude is averaged through a low pass
filter (with time-constant τ ) and the variable θi is calculated
from this averaged value:

rik+1 = (1 + h
1

τ
)rik +

1

τ
h|riHP |

θi = gi
ri

ri + εi

(10)

where gi > 0, τ i and εi > 0 for i ∈ {a, b} are respectively
the output gains, the time-constants of the LP filters and
scaling factors that manage the range of θi according to the
”level” of |yHP |.

General idea. The idea is the following: if high frequency
noise level on the signal1 ya is very limited, then the signals
yaHF and ra tend to 0 that makes θa tending towards 0. The

1A similar reasoning can be made for yb
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projector (9) is then “tending” to (8): the convergence of the
differentiator is achieved in a finite time. In the opposite case,
i.e. ya is noisy, then, yaHF and ra are not equal to 0. Then, θa
depends on the values of ga, ra and εa. From the knowledge
of high frequency noise level on the measurement, ra can
be a priori evaluated that gives a way for the tuning of εa

and ga in order to keep θa < 1. Then, the projector (9) has
a reduced noise sensibility.

Fig. 3: Synoptic view of the proposed cascaded differentia-
tors to estimate velocity and acceleration including the θi

adaptive scheme.

These parameters, gi, τ i and εi, are adjusted by the user
with respect to the quality of the measurement ymeas; an
optimization procedure can also be used to adjust these
parameters in order to improve the performances index [23].
The SSE index, which are evaluated by the optimization al-
gorithm compared to the velocity and acceleration references,
are minimized over the steady-state of each differentiator.

V. EXPERIMENTAL RESULTS

The following working hypotheses are made regarding the
controlled trajectory and the choice of the sampling periods.
The control of the position (not detailed here) is supposed
to be efficient, and ensures a very accurate tracking of
the reference trajectory. As a consequence, in the sequel,
the estimated values will be compared with the desired
trajectories. Remark that all the results provided by the
proposed differentiators under study are not used in the
control feedback.

A. Assumptions

The experimentations have been made in the following
conditions.

• Position reference. The desired position reference is
yref = 0.04 sin(0.15t) and the control ensures a good
tracking of the position (see. Fig. 4);

• Velocity reference The estimated velocity z2 is com-
pared to the derivative ẏref ;

• acceleration reference The estimated acceleration z3 is
compared to the second derivative ÿref ;

• the sampling time of the differentiation is chosen in or-
der to observe the effects of a possible under-sampling:
the sampling time is set to 0.2 s.

The gains and parameters for each stage of the cascade are
set as follows. The parameters λ1, λ2 and θi are chosen as
follows: λ1 = λ

′

1µ
0.5 and λ2 = λ

′

2µ as classically, where λ
′

1

and λ
′

2 ensure a pole-placement and µ is chosen greater than
the maximum of the perturbation. This choice of gains is
made to get acceptable performances [12] and one sets λa1 =
λb1 = 1.5, λa2 = λb2 = 0.625, αa = 0.75, αb = 0.7.
Concerning the parameters θa and θb, one has
• Case 1 - constant θi: θa = θb = 0.5.
• Case 2 - varying θi: εa = εb = 10−3, ga = 2.44, and
gb = 2.6. The HP filters are Butterworth ones of 4th

order with a cut frequency of 1 Hz; the LP filters are
first order ones with unitary gain and constant times
τa = τ b = 0.2 sec.

Remark : An optimization procedure optimizing SSE index
(see next section) set the parameters ε• and τ• as ε{a,b} =
10−3 and τ{a,b} = 0.2 sec while the gains ga and gb are set
to different values according to the magnitude of the high
frequency noise.

B. Results analysis

Figure 4 shows the controlled position according to the
reference. Figures 6 and 7 illustrate the performances of the
cascaded differentiator with the θi-constant strategy (case 1)
for which the benefits of the implicit strategy are emphasized
at low sampling frequency (see [12]). Figures 8 and 9
illustrate the performances of the cascaded differentiator to
estimate respectively the velocity and the acceleration with
the θi adaptive scheme. The Sum of Square Error (SSE)2

index of velocity and acceleration errors are displayed in
Fig. 5 for both fixed/varying θi methods; the smallest the
SSE index, the better the result. Figures 10, 11 and 12 show
respectively the outputs of the Butterworth HP filter, the
outputs of the LP filters (that averages the absolute value
of the high frequency noise) and the variations of θa/b

according to the time.
Globally, the performances are improved with a varying
θi parameter. The θi parameter evolves according to the
magnitude of the noise. As a consequence, θi increases and
then is acting on the projector (9) if the magnitude of the
noise is high (and thus the corresponding estimation becomes
smooth regarding the noise). If there is no noise, θi is close to
zero and the differentiators remain in the ”standard” form (7).
Concerning the evolution of θa and θb, the noise on the
velocity is amplified due to the differentiation and thus, the
”effort” on the differentiator ”b” is higher than the ”effort”
on the differentiator ”a”; it follows that globally θb > θa and
θb tends to θa in the steady-state.

VI. CONCLUSION

Based on the recent experiments that have been conducted
to investigate the promising properties of the differentiation

2The SSE is given by SSE(•) = 1
n

∑n
l=1 •2l with n the data size.
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Fig. 4: Reference and measured position.
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Fig. 5: Normalized SSE.

methods within the Brogliato’s & Acary’s implicit frame-
work, a cascaded-based structure of differentiation has been
recently proposed and this work was dedicated to emphasize
the noise rejection on the differentiation responses thanks to
a new parameter θi included inside the implicit projector.
An additional adaptive algorithm, based on the strategy
developed in [13], drives θi according to the magnitude of
the noise. The evaluation of the performances is made con-
sidering the velocity and acceleration estimation in presence
of measurement noise thanks to a pneumatic setup for which
the measured position has been differentiated twice using the
proposed cascaded differentiation structure. As a result, the
proposed θi adaptive structure highlights better performances
in terms of the estimation precision and noise rejection.
Future works include a complete study of the stability of this
adaptive scheme within the semi-implicit framework as well
as further experimental investigations to estimate velocity
and acceleration in a robotics environment.
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