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Abstract

This paper presents an effective dissimilarity measure for geometric graphs representing shapes. The dissimilarity measure is a distance that combines a sparsification of the geometric graph based on the maximum diversity problem and a new node embedding that captures the topological neighborhood of nodes. The sparsification step aims to correct the misdistribution of nodes on the geometric graph induced by the noise of image handling. Computational experiments on two popular datasets indicate that our approach retains the form of the shapes while decreasing the number of processed nodes which yields interesting results both on accuracy and time processing\textsuperscript{1}.
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1 Introduction

Graphs are a highly appreciated modelling tool which has proven its expressiveness in several domains and applications especially in pattern recognition \cite{31} where graphs introduce an abstraction from data to a model and help categorising objects. A graph $G = (V, E)$ is a set of vertices $V$, also called nodes, that are connected to each other by a set of edges $E$. Vertices and edges are used to represent objects and their interactions. When the considered objects have specific shapes, the corresponding graphs are called geometric. So, a geometric graph is a graph that somehow retains the geometric form or silhouette of the object that it represents. This is achieved by augmenting the structure of the graph with attributes that render the geometric form of the object such as coordinates for the vertices or angles between edges or by directly modelling the parts of the object that define its shape as with Blum’s skeleton \cite{2}.
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Object comparison is a basic task encountered in almost all human activities. Graph matching states for the methods that are able to measure how much similar (or dissimilar) are two graphs and hence infer a comparison between the corresponding objects. These methods can be classified into two main categories: exact graph matching, also called isomorphism, that looks for an exact mapping between the vertices and edges of the compared graphs and fault-tolerant graph matching that aims to quantify the degree of similarity between two graphs. Fault-tolerant graph matching is more suitable for classification and search/rank based applications. Several graph similarity/dissimilarity measures have been proposed in the literature and several approaches have been used including genetic algorithms [29], neural networks [17], probability theory [18], clustering techniques [26], spectral methods [24], decision trees [16], etc. We refer the reader to [4, 5, 31] for more exhaustive surveys.

One of the most flexible graph matching method is graph edit distance which defines the similarity of graphs by the minimum costing sequence of edit operations that convert one graph into the other [3, 25]. An edit operation is either an insertion, a suppression or a re-labelling of a vertex or an edge in the graph. A cost function associates a cost to each edit operation. However, computing graph edit distance is NP-hard in general [33] which motivated several approximating solutions. A comprehensive survey on graph edit distance and the approaches proposed to compute it can be found in [8].

Geometric graph matching is a special case of graph matching that aims to quantify how much two geometric graphs are alike. Several geometric graph matching methods are extensions of general graph matching methods.

In [28], the authors captures the shape of a 2D objects with shock graphs, i.e., a 2D-object is decomposed into a set of qualitative parts, captured in a directed acyclic graph. To match two shock graphs, the authors rely on a algorithm that reduces shock graphs into rooted trees and use eigen-decomposition of the obtained tress to found similarities among them. In [11], the authors propose a redefinition of edit distance to match shock graphs by introducing new edit operations corresponding to shock transitions. In [1], the authors formalise the geometric graph matching problem in a maximum likelihood estimation framework and use the expectation maximisation technique to estimate the match between two graphs. Paths have been used to match geometric graphs in [20]. In this approach, each path of at most $k$ edges is modelled by a superedge and described by a path descriptor that summarises the curve between the endpoints of the path. To find matching between descriptors, they formalise the problem as an integer quadratic program and use weighted random walks to find an approximate solution. In [14], the authors extended, to geometric graphs, an approximation of edit distance proposed in [23] and [22]. It is a polynomial-time framework based on a fast bipartite assignment procedure mapping nodes and their local structures of one graph to nodes and their local structures of another graph. The local structure in [14] is a node embedding that includes the values of angles between edges to capture the shape of the geometric graph. In [19] authors propose a geometric graph matching algorithm based on Monte Carlo tree search. More recently, [6] describe a distance measure between geometric graphs where every node has a coordinate position in a two-dimensional plane. This distance combines the Euclidean distance between vertices and the orientation and length of edges.

Apart from the work of [20] that reduces the size of the geometric graph before matching, existing solutions use the whole nodes of the geometric graph. However, this can bias the matching process as the geometric graphs can have regions with a high concentration of nodes and more sparse regions where nodes are dotted here and there. This is related to the image segmentation process and to the noise induced by how the object is transformed into a graph. Moreover, the time
complexity of existing methods is a function of the number of nodes in the graph and reducing this number will benefit scalability. In fact, the fastest graph matching methods are approximations of graph edit distance using bipartite matching and the Hungarian algorithm are $O(n^3)$ where $n$ is the number of nodes in the graph [23].

Recently, graph compression and reduction methods that aim to reduce the size of the graph while retaining part or the whole properties of the graph are proposed to deal with the complexity of graph data and its increasing size in several domains and especially in pattern recognition [30]. Graph sparsification is a manner to simplify a graph by reducing its number of edges and/or nodes [7]. The simplest way to sparsify a graph is to sample some of its edges or nodes. However, edges and nodes have not the same importance depending on the graph and the application and consequently how to choose the retained edges and nodes is very important.

In this paper, we provide the following contributions:

- We introduce a new geometric graph matching method that deterministically select a subset of the nodes of a geometric graph by formulating this selection as a Maximum Diversity Problem [13]. The maximum diversity problem consists of selecting a subset of $n$ elements from a set of $m$ elements in such a way that the sum of the distances between the chosen elements is maximised. The maximum diversity problem is NP-hard but due to its theoretical significance and applications, various heuristics and meta-heuristics are provided [15].

- We provide a new node embedding that retains the topological information of each node and consequently is adapted for geometric graph matching.

Our experiments show that the obtained sparsified geometric graphs retain perfectly the original shapes and yield good performance in both accuracy and execution time.

In the remainder of the paper, we describe the new proposed approach in Section 2 and focus in its experimental validation in Section 3. Then, Section 4 concludes the paper with some future research hints.

## 2 The Proposed Approach

In this section, we present a graph distance especially devised for geometric graphs representing shapes. We use this distance as a dissimilarity measure between two geometric graphs $G_1$ and $G_2$. Algorithm 1 highlights the main steps of the computation of the proposed dissimilarity measure.

```
| Data: Two geometric graphs $G_1$ and $G_2 |
| Result: A dissimilarity measure between $G_1$ and $G_2 |
| 1 Approximate the longest paths $P_1$ and $P_2$ of $G_1$ and $G_2$ respectively using Algorithm 2 |
| 2 Sparsify paths $P_1$ and $P_2$ using Algorithm 3 |
| 3 Embed each node in the sparsified paths $P'_1$ and $P'_2$ into a vector using Algorithm 4 |
| 4 Construct a complete weighted bipartite graph by linking vectors of $P'_1$ to vectors of $P'_2$ |
| 5 Solve the minimum linear assignment problem |
| 6 return Minimum weighted matching cost |
```

Algorithm 1: The proposed geometric graph distance computation

As highlighted by Algorithm 1, the first step of our approach is extracting the longest path, in term of the number of nodes in the path, from each shape graph. The extraction of the longest path
allows to retrieve the main structure of the shape (see Figure 1b). However, finding the longest path in an undirected cyclic graph (as shape graphs) is a NP-hard problem [10]. Therefore, we use a new simple method to approximate the longest path which takes advantage from the characteristics of geometric graphs.

The approximation of the longest path is detailed in Algorithm 2. The main idea is to first delete the edge that may cause a cycle in the geometric graph (see Figure 1a, for an example). Note that such an edge can always be found in shape graphs since they contain some regions (subgraphs) which can be represented by simple plain paths. Then, the algorithm computes the shortest path connecting the two endpoints of the deleted edge using Breadth First Search (BFS). This shortest past is the requested approximated longest path of the geometric graph. Algorithm 2 finds the approximated longest path of a geometric graph $G = (V, E)$ in $O(|E|^2 + |E||V|)$ time steps in the worst case. An example of the longest path approximation is illustrated in Figure 1.

**Algorithm 2:** Approximating the longest path in a cyclic geometric graph

<table>
<thead>
<tr>
<th>Data: An undirected graph $G = (V, E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Result:</strong> Approximated longest path in $G$</td>
</tr>
<tr>
<td>1 $\text{max_length} \leftarrow 0$;</td>
</tr>
<tr>
<td>2 $\text{longest_path} \leftarrow {}$;</td>
</tr>
<tr>
<td>3 for $(u, v) \in E$ do</td>
</tr>
<tr>
<td>4 $E \leftarrow E \setminus {(u, v)}$;</td>
</tr>
<tr>
<td>5 path = compute shortest path from $u$ to $v$;</td>
</tr>
<tr>
<td>6 if $\text{max_length} &lt;</td>
</tr>
<tr>
<td>7 $\text{longest_path} \leftarrow \text{path}$;</td>
</tr>
<tr>
<td>8 $\text{max_length} \leftarrow</td>
</tr>
<tr>
<td>9 end</td>
</tr>
<tr>
<td>10 $E \leftarrow E \cup {(u, v)}$;</td>
</tr>
<tr>
<td>11 end</td>
</tr>
<tr>
<td>12 return $\text{longest_path}$;</td>
</tr>
</tbody>
</table>

Figure 1: (a) A geometric graph representing a bat’s shape. (b) The approximated longest path found after breaking the cycle by removing one edge.
Algorithm 2 returns a path that matches the geometric form of the shape but this path does not correct the misdistribution of nodes within the path. In fact, even with a path representation of a shape, denser regions may subsist as depicted in Figure 2a and may bias the comparison of the two paths. To deal with this issue, we propose to sparsify the obtained path to keep only a small number of nodes distributed as uniformly as possible across the path. This will also allow us to normalise the number of nodes within compared paths which makes their comparison much more easier. Moreover, this will reduce the number of nodes in the compared paths and consequently speed up the dissimilarity computation time.

Our path sparsification process consists in choosing a number $N \ll |P|$ of nodes from the path $P = \{v_1, ..., v_{|P|}\}$ in such a way that the diversity of the chosen nodes is maximised and all chosen nodes are distributed as uniformly as possible across the path. However, the maximum diversity problem is an NP-hard problem [9]. Therefore, we use a greedy algorithm to maximise the diversity of the chosen nodes. For this, we extend the constructive heuristic $C2$ proposed in [9] for the maximum diversity problem so that the chosen nodes are distributed uniformly across the path. The greedy sparsification procedure, we propose, is given by Algorithm 3.

Algorithm 3 starts, as in $C2$ [9], with one selected node (line 3). Then, at each iteration, node $v_i$ that has the greatest minimal distance to the already selected nodes ($S$) is chosen. This process is repeated until $N$ nodes are selected. However, unlike the original procedure $C2$ presented in [9], the composite distance in our case $d[v_i]$ of vertex $v_i$ represents its euclidean distance to the closest node belonging to the set $S$ (line 7) and not the sum of distances between $v_i$ and all the nodes of $S$. This slight modification of the composite distance allows us to get a set of nodes distributed as uniformly as possible across the original path. Figure 2 illustrates an example of the output of the sparsification algorithm. For a path $P = \{v_1, ..., v_{|P|}\}$, the sparsification algorithm takes $O(|V| |N|$ time steps in the worst case since $|P| \leq |V|$ always holds ($|V|$ is the number of nodes in the initial geometric graph).

After path sparsification, we embed each node into a vector. To achieve this, we represent each node $v_i$ of the sparsified path by a vector $A[i]$ of $K$ elements embedding its neighborhood geometric topology, such that the $j$-th element of the vector (i.e., $A[i][j]$ ) is related to the $j$-th closest neighbor of $v_i$. For instance, in Figure 3, the 5 first closest neighbors of node $B$ are $D, A, S, O and F$, ordered in the increasing order of their euclidean distance to $B$. The value $A[i][j]$. 

![Figure 2](image_url)
Data: A path graph \( P = \{v_1, ..., v_P\} \)

A positive number \( N \)

Result: A sparsified path \( P' \) with \( N \) nodes

1. \( P' \leftarrow \{\} \);
2. \( P_{copy} \leftarrow P; \)
3. \( S \leftarrow \{v_1\}; \)
4. /* Select \( N \) diversified nodes */
5. while \( |S| < N - 1 \) do
6.     for \( v_i \in P_{copy} \setminus S \) do
7.         \( d[v_i] \leftarrow \min\{\text{euclidean distance}(v_i, v_s), v_s \in S\} \)
8.     end
9.     Find \( v_i^* \) such that \( d[i^*] = \max\{d[v_i], v_i \in P_{copy} \setminus Sel\} \);
10.    \( SS_{i^*} \leftarrow Sel \cup \{v_{i^*}\}; \)
11.    \( P_{copy} \leftarrow P_{copy} \setminus \{v_{i^*}\}; \)
12. end
13. /* Construct the sparsified path */
14. for \( i = 1 \) to \( |P| \) do
15.     if \( v_i \in S \) then
16.         Add \( v_i \) to \( P' \);
17.     end
18. end
19. return \( P' \);

\[ \text{Algorithm 3: The Path sparsification procedure} \]
represents the ratio between the real euclidean distance between \( v_i \) and its \( j \)-th closest neighbor (with respect to the euclidean space) and the length of the path connecting the two nodes multiplied by the sum of all angles in this path. More formally, let \( v_i \) be a node in the sparsified path (i.e., \( v_i \in P' \)) and \( v_m \in P' \) is its \( j \)-th closest neighbor in the euclidean space, the two nodes are connected in \( P' \) by a subpath \( P_{im} = \{v_i, v_{i+1}, ..., v_m\} \) (or \( P_{im} = \{v_m, v_{m+1}, ..., v_i\} \) if \( i > m \)). We suppose without loss of generality that \( i < m \), the value of \( A[i][j] \) is given by:

\[
A[i][j] = \frac{d(v_i, v_m)}{\sum_{l=i}^{m-1} d(v_l, v_{l+1})} \sum_{l=1}^{m-2} v_l v_{l+1} v_{l+2}
\]

(1)

where \( d(u, v) \) is the euclidean distance between nodes \( u \) and \( v \) using their Cartesian coordinates, and the angle \( \overline{ABC} \) between three points \( A, B \) and \( C \) is computed using the Al-kashis theorem given by:

\[
\overline{ABC} = \arccos\left(\frac{d(B, C)^2 + d(A, B)^2 - d(A, C)^2}{2d(B, C)d(A, B)}\right)
\]

(2)

Note that the total time complexity of embedding all the nodes of a sparsified path is \( O(KN^2) \) the worst case.

Our node embedding scheme is detailed in Algorithm 4, it’s adapted to geometric graphs since it takes into account the distance distortion and path orientation between nodes. In addition, it allows to embed the neighborhood geometric topology of each node into a vector, which will be very useful in the computation of the dissimilarity between geometric graphs.

**Algorithm 4:** Geometric node embedding

\begin{algorithm}
\begin{algorithmic}[1]
\State **Data:** A sparsified path \( P' = \{v_1, ..., v_N\} \)
\State A positive integer \( K \): size of the resulting vector
\State **Result:** A matrix \( A \) of size \( N \times K \)
\For {\( v_i \in P' \)}
\State Find the top \( K \) nearest neighbors of \( v_i \);
\For {\( j = 1 \) to \( K \)}
\State compute \( A[i][j] \) using Equation 1;
\EndFor
\EndFor
\Return \( A \);
\end{algorithmic}
\end{algorithm}

Let \( G_1 \) and \( G_2 \) be two shape graphs with their corresponding sparsified paths \( P_{1}' \) and \( P_{2}' \) respectively, and \( A_1, A_2 \) are two matrices representing the embedding of the nodes of \( P_{1}' \) and \( P_{2}' \) respectively. To compare the two graphs \( G_1 \) and \( G_2 \), we construct a complete bipartite graph with two sets of nodes \( S_1 \) and \( S_2 \) where \( S_1 \) (resp. \( S_2 \)) represent the set of the vectors corresponding to the nodes of the path \( P_{1}' \) (resp. \( P_{2}' \)). Note that each edge \( e = (A_1[i], A_2[j]) \) is weighted with \( w_{ij} \) which is the Euclidean distance between node vectors \( A_1[i] \) and \( A_2[j] \) (i.e., \( w_{ij} = \sqrt{\sum_{m=1}^{K} (A_1[i][m] - A_2[j][m])^2} \)). The construction of the bipartite graph takes \( O(KN^2) \) time steps. Figure 4 illustrates an example of such bipartite graph.

Finally, we use the minimum weighted matching \( \text{cost}_{\text{min}} \) in the resulting bipartite graph to compute the final dissimilarity between the two graphs. To find the minimum weighted matching
we solve a linear assignment problem using the well-known Hungarian Algorithm [12]. The final geometric graph distance between the two graphs is equal to the minimum weighted matching cost $\text{cost}_{\text{min}}$.

3 Experimental Evaluation

To assess the effectiveness and the performance of our method, we use two shape datasets transformed into geometric graphs. The construction of graphs from shapes and their characteristics are described in the following subsection. The recognition performance is evaluated in terms of runtime and precision.
Figure 5: (a) MPEG-7 dataset [21]. (b) Kimia99 dataset [27].

Table 1: Characteristics of the datasets

<table>
<thead>
<tr>
<th></th>
<th>#Graphs</th>
<th>Avg #nodes</th>
<th>Avg #edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPEG7</td>
<td>100</td>
<td>1342</td>
<td>1351</td>
</tr>
<tr>
<td>Kimia99</td>
<td>99</td>
<td>748</td>
<td>751</td>
</tr>
</tbody>
</table>

3.1 Datasets

We use two known benchmarks for shape recognition. The first one is a dataset including 100 shapes of animals and insects with 10 shapes in each class chosen from the dataset MPEG-7 [21] (see Figure 5a). The second dataset is Kimia99 [27] (see Figure 5b) which consists of 9 different classes of objects with 11 shapes in each class.

To transform shapes into geometric graphs, we use image segmentation techniques to recognise shapes from images and then represent them with graphs. We used the framework of graph construction from images proposed in [14], which is based on the Line Segment Detection (LSD) algorithm [32]. An example of this transformation is illustrated in Figure 6. The characteristics of the obtained graphs are summarised in Table 1.

3.2 Recognition performance

All experiments have been carried on a machine having an i7-9700 (3GHZ) CPU with 64 gigabytes of RAM, all algorithms described in the previous section are implemented using Python 3.7 under windows 10 (64 bits).

The first part of experiments consists in setting the parameter $N$, which represents the number of nodes in each sparsified path. For this, we’ve tested tree values of $N$ for the two datasets. These values are $N = \{50, 100, 200\}$ for MPEG-7 and $N = \{20, 50, 80\}$ for KIMIA99. In order to evaluate the recognition performance, each shape graph has been used as a query and compared to all other graphs in the same dataset. The measured metric is the so-called bull’s eye retrieval rate [21]. The bull’s eye score for each query is the number of shapes from the same class among the $2C$ most similar shapes, where $C$ is the number of shapes in each class ($C = 10$ for MPEG-7 and $C = 11$ for
Figure 6: (a) A beetle image from MPEG-7 dataset. (b) image of the constructed geometric graph from the shape.

Table 2: Recognition performances on MPEG7 dataset using different values of parameter $N$

<table>
<thead>
<tr>
<th>N</th>
<th>bulls eye rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>78.4</td>
</tr>
<tr>
<td>100</td>
<td><strong>80.5</strong></td>
</tr>
<tr>
<td>200</td>
<td>71.04</td>
</tr>
</tbody>
</table>

Kimia99). The total bull’s eye retrieval rate is the ratio of the total sum of bull’s eye scores to the highest possible number (which is $10 \times 100$ for MPEG-7 and $11 \times 99$ for Kimia99). Thus, the best possible rate is 100% [21]. The results are given in Table 2 and Table 3 where we can see that the best value of $N$ in term of shape recognition is $N = 100$ for the MPEG-7 and $N = 80$ for Kimia99. Therefore, we set the number of nodes in the sparsified paths to $N = 100$ for the MPEG-7 dataset and $N = 80$ for Kimia99, in all the rest of experiments.

Table 4 gives the average run-time per graph of the sparsification step. Note that the extraction of the approximated sparsified longest paths from all shapes is done only once and offline. In fact, one of the advantages of our approach is that shape graphs can be stored as sparsified paths. No more need to keep the original geometric graphs. We notice that this operation is slow especially for the MPEG7 dataset. Indeed, the average number of nodes exceeds 1000 which makes this operation time consuming. However, this step is done offline and only once and its benefits are important as the number of nodes in the resulting paths is divided by more than 100 in this case. In fact, the

Table 3: Recognition performances on KIMIA99 dataset using different values of parameter $N$

<table>
<thead>
<tr>
<th>N</th>
<th>bulls eye rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>62.8</td>
</tr>
<tr>
<td>50</td>
<td>69.7</td>
</tr>
<tr>
<td>80</td>
<td><strong>72.81</strong></td>
</tr>
</tbody>
</table>
Table 4: Average runtime of the sparsification step

<table>
<thead>
<tr>
<th></th>
<th>Average runtime per graph (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPEG7</td>
<td>22.3</td>
</tr>
<tr>
<td>Kimia99</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 5: Recognition performances on the MPEG7 dataset

<table>
<thead>
<tr>
<th>K</th>
<th>Embedding runtime per graph (ms)</th>
<th>Distance computation runtime per comparison (ms)</th>
<th>bull’s eye rate (%)</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>68</td>
<td>231</td>
<td>74.5</td>
<td>59.82</td>
</tr>
<tr>
<td>10</td>
<td>142</td>
<td>244</td>
<td>80.5</td>
<td>66.19</td>
</tr>
<tr>
<td>20</td>
<td>329</td>
<td>273</td>
<td>81.9</td>
<td>69.22</td>
</tr>
<tr>
<td>30</td>
<td>535</td>
<td>287</td>
<td>81.9</td>
<td>70.76</td>
</tr>
<tr>
<td>40</td>
<td>780</td>
<td>296</td>
<td>81.4</td>
<td>72.2</td>
</tr>
<tr>
<td>50</td>
<td>1050</td>
<td>304</td>
<td>80.9</td>
<td>71.67</td>
</tr>
</tbody>
</table>

resultant paths contain 100 (resp. 80) nodes for MPEG-7 (resp. Kimia99) graphs. These values are much smaller than the number of nodes in the original graphs.

The second part of experiments aims to assess the recognition performance of our dissimilarity measure. The measured metrics are: the running time, the mean average precision (mAP) and the bull’s eye retrieval rate [21]. Tables 5 and 6 show the recognition performances on the two datasets using different values of \( K \) where \( K \) is the size of the embedded vectors, which represents the size of the embedded geometric neighborhood.

From the results, we notice that the running times are very promising. For \( K = 5 \), the embedding step takes less than 70 \( ms \) per graph in both datasets and the distance computation takes less than 0.25 \( sec \). For the mAP and bull’s eye score, the results are also satisfactory for the MPEG-7 dataset. Indeed, we achieve a bull’s eye rate of \( > 81\% \) and mAP \( > 72\% \) within less than 300\( ms \) per comparison. For Kimia99, we obtain a maximum rate of bull’s eye of 72\% and a maximum mAP

Table 6: Recognition performances on the KIMIA99 dataset

<table>
<thead>
<tr>
<th>K</th>
<th>Embedding runtime per graph (ms)</th>
<th>Distance computation runtime per comparison (ms)</th>
<th>bull’s eye rate (%)</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>46</td>
<td>134</td>
<td>64.83</td>
<td>56.36</td>
</tr>
<tr>
<td>10</td>
<td>101</td>
<td>140</td>
<td>66.06</td>
<td>59.57</td>
</tr>
<tr>
<td>20</td>
<td>232</td>
<td>157</td>
<td>72.81</td>
<td>61.46</td>
</tr>
<tr>
<td>30</td>
<td>383</td>
<td>158</td>
<td>71.07</td>
<td>59.98</td>
</tr>
<tr>
<td>40</td>
<td>557</td>
<td>173</td>
<td>67.77</td>
<td>57.91</td>
</tr>
<tr>
<td>50</td>
<td>753</td>
<td>180</td>
<td>68.87</td>
<td>57.36</td>
</tr>
</tbody>
</table>
Table 7: Recognition performances without sparsification

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Embedding runtime per graph (ms)</th>
<th>Distance computation runtime per comparison (ms)</th>
<th>bulls eye rate (%)</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KIMIA99</td>
<td>2500</td>
<td>2744</td>
<td>19.65</td>
<td>22.8</td>
</tr>
<tr>
<td>Customized MPEG7</td>
<td>14299</td>
<td>21322</td>
<td>28.5</td>
<td>29.26</td>
</tr>
</tbody>
</table>

Figure 7: (a) The effect of parameter $K$ on the AP (MPEG-7). (b) The effect of parameter $K$ on the AP (Kimia99).

rate equal to 61.46%. The influence of the size of the embedded geometric neighborhood in each node vector (parameter $K$) is illustrated through the boxplots in Figures 7a and 7b on the two datasets. From the boxplot, we notice that the average precision is improved by increasing the value of $K$. However, the performance starts to drop when the neighborhood size becomes too large. The best values of $K$ are 20 for the Kimia99 dataset and 40 for the MPEG-7 dataset.

In order to assert the effectiveness of our sparsification procedure, we tested our geometric similarity algorithm (algorithm 1) on the two datasets without the sparsification step (without line 2 of Algorithm 1) using the best combination of parameters, the results are given in Table 7. We notice that the distance computation and the graph embedding steps are very slow, this is obviously due to the large number of nodes in the original paths. The distance computation is 70 (resp. 17) times slower without sparsification than with sparsification on the MPEG7 dataset (resp. KIMIA99). In addition, we can also notice that the sparsification allows also to improve recognition performance as illustrated by the values reported in Table 7. This is justified, by the fact that our sparsification tries to distribute as uniformly as possible across the shape by sparsifying denser and condensed regions which may bias similarity score.
4 Conclusion

We’ve presented, in this paper, a new dissimilarity measure for geometric graphs representing shapes. Our dissimilarity measure uses a sparsification method that aims to reduce drastically the number of nodes in graphs while preserving the geometric form of the shape. Furthermore, it aims to normalise the number of nodes in all graphs without adding any dummy node. The computational experiments conducted on known shape datasets show the effectiveness of the approach in term of the speed of the comparison as well as its accuracy. We’ve achieved a satisfactory bull’s eye and mAP rates with relatively very short comparison running time. As a perspective, we plan to design a new node embedding scheme that describes in a more accurate way the geometric neighborhood topology in order to improve the precision of the recognition. It is also interesting to generalise the sparsification method to deal with the comparison of massive general graphs.
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