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Abstract

The presence of low permeability regions within porous media impacts solute transport and the distribution of species concentrations. Therefore, (bio)chemical reactions are equally affected. Multirate Mass Transfer (MRMT) models can be used to represent this anomalous transport process. MRMT conceptualizes the medium as a set of multiple continua: one mobile zone and multiple immobile zones. It simulates species transport in mobile and immobile zones simultaneously, which are related by first-order mass exchange. Numerical modeling of reactive transport in this kind of multicontinua media is complex and demanding because of the high dimensionality of the problem. In this paper, we establish the governing equations of reactive transport in multicontinuum media incorporating chemical kinetics into the governing equations. We propose a general numerical solution of reactive transport with MRMT by applying direct substitution approach (DSA) based on Newton-Raphson method. The efficiency of the proposed algorithm benefits of the block structure of the system, which allows us to eliminate immobile zones equations and leads to significant savings in CPU time. We test the validity of the developed solution by comparison with other numerical and analytical solutions.

1. Introduction

Solute transport is often anomalous in the sense that observed concentrations display numerous non-Fickian features, such as asymmetric spatial distributions or heavy tailed break-through curves (BTCs) (Kosakowski et al., 2001; Zinn et al., 2004; Zhang et al., 2007; Le Borgne & Gouze, 2008). Many methods have been developed to address anomalous transport, including continuous time random walk (CTRW) (Berkowitz & Scher, 1998; Dentz et al., 2004; Cortis & Berkowitz, 2004; Dentz et al., 2015), fractional advection-dispersion equations (FADE) (Benson et al., 2000; Schumer et al., 2003; Marseguerra & Zoia, 2008), memory functions (Carrera et al., 1998; Haggerty et al., 2000; Willmann et al., 2008; Gouze et al., 2008a), multiple interacting continua (MINC) (Pruess & Narasimhan, 1985; De Dreuzy et al., 2013), structured interacting continua (SINC) (Babey et al., 2015; Rapaport et al., 2017), multirate mass transfer (MRMT) (Haggerty and Gorelick, 1995; Wang et al., 2005; Salamon et al., 2006; Benson & Meerschaert, 2009), and others. These methods are essentially equivalent (Dentz & Berkowitz, 2003; Silva et al., 2009) in that they can be viewed as representing solute mass exchange between a mobile zone and several immobile zones with negligible water velocity. The above references demonstrate that all these methods are relevant for realistic solute transport, which is a pre-condition for realistic reactive transport. But MRMT, MINC and SINC are advantageous because they localize concentrations. That is, concentrations are computed and available at mobile and immobile zones at each point in space, which facilitates reactive calculations. In this study we use MRMT for its simplicity and generality, but our results can be relevant as well for MINC and SINC.

MRMT consists of viewing the medium as the superposition of mobile and immobile zones (Figure 1a). Typically, the immobile zones represent areas where water does not flow or flows very slowly. Numerous (actually a distribution of) immobile zones are needed to reproduce the distribution of residence time in the immobile regions. Numerical solutions can be viewed as adding extra nodes to every mobile node (Figure 1b).
Figure 1. (a) Illustration of MRMT model in porous media, white areas bounded by black curves represent mobile zone, the black areas represent solid matrix, and the gray areas represent immobile zones, dark gray corresponding to a lower possibility of visit, while light gray denotes a higher possibility to visit (Gouze et al., 2008b). (b) Numerical discretization of mobile and immobile zones, each circle (labelled m for mobile, and im for immobile) is a node.

MRMT or any other method to address anomalous transport is relevant for a broad range of reactive transport problems. A clear example is reactive transport in fractured media (see Deng & Spycher, 2019, for a review). Groundwater flow in fractures is much higher than in the rock matrix. Mass transfer between the fracture and the matrix is by molecular diffusion and can lead to mineral-dissolution-precipitation depending on the distance or connection to the fracture. Another important example is mass exchange between pore water and biofilms (e.g., Chen-Charpentier, 1999; Tiwari & Bowers, 2001; Gaebler & Eberl, 2018; Brangarí et al., 2018). Biological reactions mainly take place in biofilms composed of cellular material and extracellular polymeric substances (EPS). As hydraulic conductivity of biofilms is very low, mass transfer is controlled by diffusion and shape and size of the biofilm.

A broad range of residence times may be relevant in many reactive transport problems. Simulating them is relevant not only for proper reproduction of (conservative tracers) breakthrough curves, but also for reproducing geochemical localization (Soler-Sagarra et al., 2016). Localization refers to reactions that occur in some portions of the domain, but which would not occur with the concentrations averaged over all portions of the domain (i.e., in single porosity models). General reactive transport codes must be coupled to MRMT to simulate these problems.

MRMT is computationally costly because it involves multiplying the number of unknowns by the number of immobile zones plus one. This is especially true for implicit solvers, which require building a system of equations with size equal to the number of unknowns. Therefore, it is not surprising that developers have sought “tricks” to reduce this cost. The types of tricks depend on the method. One option is to solve diffusion into the immobile region and then perform a convolution to acknowledge the time variability of concentrations in the mobile zone (Carrera et al., 1998; Wang et al., 2005; Silva et al., 2009). This is tedious, so many others (Haggerty & Gorelick, 1995; Berkowitz
et al., 2006; Berkowitz et al., 2008) propose using a Laplace transform, which transforms the convolution into a regular product. But these tricks require that the transport problem is linear. Therefore, they would not be valid for general non-linear reactive transport.

MRMT is still feasible if all reactions are fast (i.e., simulated as equilibrium reactions) and identical because transport of components is linear (Donado et al., 2009; Willmann et al., 2010). However, MRMT is most important for reactive transport problems with kinetic reactions, because of both the broad range of residence times (Haggerty et al., 2000) and chemical localization (Soler-Sagarra et al., 2016).

However, solving MRMT for general reactive transport including kinetics cannot take advantage of the above “tricks”. It needs to be solved in the way in Figure 1b by using general purpose codes, such as PFLOTTRAN (Lichtner et al., 2015; Hammond et al., 2014; Iraola et al., 2019), OpenGeoSys (Olaf Kolditz et al., 2012; O. Kolditz et al., 2012; Bilke et al., 2019), PHREEQC (Parkhurst & Appelo, 2013), CrunchFlow (Steefel et al., 2015; Beisman et al., 2015), CHEPROO (Bea et al., 2009), Retraso (Saaltink et al., 2004) and PHT3D (Prommer et al., 2001; Prommer et al., 2003; Steefel et al., 2015), which is costly. Therefore, it would be desirable to have a general, yet efficient method to solve reactive transport with MRMT.

The objective of this paper is to propose an accurate and efficient numerical approach of MRMT for general reactive transport. In part one, we establish the mathematical governing equations. In part two, we formulate the traditional and proposed numerical solutions. In part three, we verify the accuracy of proposed formulation by comparing with the traditional one and available analytical solutions. We also analyze the efficiency of the proposed algorithm.

2. Governing Equations

The immobile zones are fully defined by the distribution of mass exchange rates between mobile and immobile zones. \( f(\alpha) \) is the probability density of immobile zones that transfer mass at a given exchange rate \( \alpha \) (Haggerty et al., 2000).

The total concentration \( c(x, t) \) (i.e., mass of solute per unit volume of medium) at a given point is the weighted sum of mobile \( c_m(x, t) \) and immobile \( c_{im}(x, \alpha, t) \) concentrations, written as

\[
c(x, t) = \phi_m c_m(x, t) + \phi_{im} \int_{0}^{\infty} f(\alpha) c_{im}(x, \alpha, t) d\alpha
\]

where \( \phi_m \) and \( \phi_{im} \) are porosity of mobile zone and porosity of immobile zone, respectively. As we deal with reactive transport with several chemical species and reactions, \( c, c_m \) and \( c_{im} \) are vectors containing the concentrations of several species.

The governing mass balance equation to simulate species transport in mobile zone is defined as follows (Willmann et al., 2008)

\[
\phi_m \frac{\partial c_m(x, t)}{\partial t} = L_t [c_m(x, t)] - \phi_{im} \int_{0}^{\infty} \alpha [c_m(x, t) - c_{im}(x, \alpha, t)] f(\alpha) d\alpha + \phi_m r_m(x, t)
\]

where \( L_t [c_m(x, t)] = -q \nabla c_m + \nabla \cdot (\phi_m D \nabla c_m) \) is the transport operator, which accounts for advection and dispersion, \( D \) is the dispersion and diffusion tensor, \( q \) is Darcy flux, \( r_m(x, t) \) is a vector of sink-source term that represents the mass added or removed by chemical reactions in mobile zone per unit volume of water per unit time.

Mass in immobile zones exchange with the mobile zone as

\[
\frac{\partial c_{im}(x, \alpha, t)}{\partial t} = \alpha [c_m(x, t) - c_{im}(x, \alpha, t)] + r_{im}(x, \alpha, t)
\]
Different distributions can be used for the mass exchange rate $\alpha$. The (truncated-) power law distribution (Haggerty et al., 2000; Haggerty et al., 2002; Schumer et al., 2003; Benson & Meerschaert, 2009) is commonly used. Integrating equation (3) with weight $f(\alpha)$ in terms of $d\alpha$, and multiplying by $\phi_{im}$, then adding it into equation (2), yields the governing equation for the total concentrations,

$$\phi_m \frac{\partial c_m(x,t)}{\partial t} + \phi_{im} \int_0^\infty f(\alpha) \frac{\partial c_{im}(x,\alpha,t)}{\partial t} d\alpha = L_t[c_m(x,t)] + r(x,t) \tag{4}$$

in which, $r(x,t)$ is the total reaction rate (now per unit volume of porous medium) that integrates reaction in both mobile and immobile zones,

$$r(x,t) = \phi_m r_m(x,t) + \phi_{im} \int_0^\infty f(\alpha)r_{im}(x,\alpha,t) d\alpha \tag{5}$$

For any chemical system, reaction rates $r(x,t)$ at any point can be written as,

$$r(x,t) = S_e^T r_e(x,t) + S_k^T r_k(x,t) \tag{6}$$

where $S_e$ and $S_k$ are the stoichiometric matrices describing equilibrium and kinetic reactions respectively, $r_e$ and $r_k$ represent the vectors of reaction rates (Saaltink et al., 1998).

The component matrix $U$ is introduced to eliminate equilibrium reactions in equation (6), and to reduce the number of unknowns (Saaltink et al., 1998; Molins et al., 2004). $U$ is the kernel of $S_e^T$, satisfying $US_e^T = 0$. Multiply equation (2) and (3) by component matrix $U$, we obtain the simplified governing equation in terms of components that is written as,

$$\phi_m \frac{\partial u_m(x,t)}{\partial t} = L_t[u_m(x,t)] - \phi_{im} \int_0^\infty \alpha [u_m(x,\alpha,t) - u_{im}(x,\alpha,t)] f(\alpha) d\alpha$$

$$+ \phi_m US_k^T r_k(x,t) \tag{7}$$

$$\frac{\partial u_{im}(x,\alpha,t)}{\partial t} = \alpha [u_m(x,\alpha,t) - u_{im}(x,\alpha,t)] + US_k^T r_{k,im}(x,\alpha,t) \tag{8}$$

where component vector $u = UC$ is the product of component matrix and concentration vector.

### 2.1 Numerical Equations

We solve the non-linear coupled reactive transport governing equation (7) and (8) by applying Newton-Raphson method, i.e., direct substitution approach (DSA) (Steefel & Lasaga, 1994; Saaltink et al., 1998; Saaltink et al., 2001; Molins et al., 2004; Liu et al., 2019). Therefore, we define the system equations in both mobile and immobile zones simultaneously. The details are given in Appendix A. To explain the algorithm, we write the equation system in the form $g(x) = 0$:

$$g_m = \phi_m \frac{\partial u_m(x,t)}{\partial t} - L_t[u_m(x,t)] + \sum_{j=1}^N F_j \phi_m r_m(x,t) = 0 \tag{9}$$

$$g_{im,j} = \frac{\partial u_{im,j}(x,t)}{\partial t} - \alpha_j [u_m(x,t) - u_{im,j}(x,t)] - r_{im,j}(x,t) = 0, \quad j = 1, \ldots, N \tag{10}$$

where $N$ is the number of immobile zones for each nodes and $F_j$ is the exchange rate between mobile and immobile zone.

The Newton-Raphson method is based on solving the linearized form of the equations, i.e.,

$$g^{i+1} = g(x^{i+1}) \approx g(x^i) + \frac{\partial g(x)}{\partial x}(x^{i+1} - x^i) = 0 \tag{11}$$

In our case, this can be written as,
\[
\begin{bmatrix}
\left(\frac{\partial g_m}{\partial u_m^{k+1}}\right)^i & \left(\frac{\partial g_m}{\partial u_{im,1}^{k+1}}\right)^i & \cdots & \left(\frac{\partial g_m}{\partial u_{im,N}^{k+1}}\right)^i \\
\left(\frac{\partial g_{im,1}}{\partial u_m^{k+1}}\right)^i & \left(\frac{\partial g_{im,1}}{\partial u_{im,1}^{k+1}}\right)^i & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\left(\frac{\partial g_{im,N}^{k+1}}{\partial u_m^{k+1}}\right)^i & 0 & \cdots & \left(\frac{\partial g_{im,N}^{k+1}}{\partial u_{im,N}^{k+1}}\right)^i
\end{bmatrix}
\begin{bmatrix}
(u_m^{k+1})^{i+1} - (u_m^k)^i \\
(u_{im,1}^{k+1})^{i+1} - (u_{im,1}^k)^i \\
\vdots \\
(u_{im,N}^{k+1})^{i+1} - (u_{im,N}^k)^i
\end{bmatrix} = - \begin{bmatrix}
(g_m)^i \\
(g_{im,1})^i \\
\vdots \\
(g_{im,N})^i
\end{bmatrix}
\] (12)

in which, \(u_m\) is the column vector containing all components in mobile zone at all nodes, and \(u_{im,j}\) is the column vector containing all the components in \(j\)th immobile zone at all nodes, the matrix at the left hand side is the Jacobian matrix \(\left(\frac{\partial g}{\partial u^{k+1}}\right)^i\) consisting of the derivatives of system equations with respect to the unknown components in both mobile and immobile zones at all nodes.

The important feature of equation (12) is the block diagonal form of the lower portion of the Jacobian, which allows us to rewrite it into blocks representing the mobile and immobile zones separately and leads to

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix} =
\begin{bmatrix}
a \\
b
\end{bmatrix}
\] (13)

Block \(D\) is a block diagonal matrix with \(N_m \times N\) blocks of size \(N_m \times N_m\) (\(N_m\) being the number of mesh nodes and \(N\) the number of components). This characteristic can be used to solve system equations by defining Schur complement of block \(D\), that is \(A - BD^{-1}C\). In this way, solutions can be efficiently solved by

\[
(A - BD^{-1}C)x = (a - BD^{-1}b)
\] (14)

\[
y = D^{-1}(b - Cx)
\] (15)

The traditional approach is to solve equation (12) as one large system with a size equal to \(N_m \times N_m \times N\). We propose to split the solution into two parts, first solving equation (15), followed by equation (14). We conjecture that this is much less costly, because equation (14) is \(N\) times smaller than that of the traditional approach of equation (12) and, because the block diagonal structure of matrix \(D\) permits the calculation of its inverse for each immobile zone of each node separately. The approach is valid not only for MRMT, but also for MINC of SINC. The difference lies in that, if these methods are adopted, then matrix \(D\) must include all immobile zones connected to a node, instead of each immobile zone separately. Note that both solution approaches are mathematically equivalent, which means that the convergence of the Newton-Raphson method will be identical for both.

2.2 Algorithm

We apply two nested Newton-Raphson iteration loops to solve the nonlinear system in each time step, the outside one is used to solve components transport, the inner one is used for chemical speciation calculation in each iteration. The algorithm proceeds as follows:

Step 0: Set \(i = 0\), and initialize components \((u^{k+1})^i = 0\).

Step 1: Compute functions \(g^i\).

Step 2: Compute the derivative of functions to construct Jacobian matrix \(\left(\frac{\partial g}{\partial u^{k+1}}\right)^i\).

Step 3: Solve system equation (14) and (15) to get solutions \(\Delta u^{k+1} = (u^{k+1})^{i+1} - (u^{k+1})^i\).
Step 4: Compute solutions at next iteration step, \( (u^{k+1})^{i+1} = (u^{k+1})^i + \Delta u^{k+1} \).

Step 5: Execute speciation calculation of primary species concentrations \( (c_1^{k+1})^i \) and secondary species concentrations \( (c_2^{k+1})^i \) from components \( (u^{k+1})^i \) according to equations of components and mass action law iteratively. Then calculate the derivatives of \( \frac{\partial r(u^{k+1})^i}{\partial c_1^{k+1}} \) and \( \frac{\partial c_1^{k+1}}{\partial u^{k+1}} \). Furthermore, compute the derivatives of kinetics with respect to components \( \frac{\partial r_{km}}{\partial u_{km}} \) and \( \frac{\partial r_{kim,i}}{\partial u_{kim,i}} \) to facilitate the calculation of function derivatives \( \frac{\partial g}{\partial u^{k+1}} \).

Step 6: Convergence check. If \( (u^{k+1})^{i+1} \) close to \( (u^{k+1})^i \) or \( g^{i+1} \approx 0 \), then stop. Otherwise, set \( i = i + 1 \), and return to step 1.

3. Accuracy Verification and Efficiency Analysis

3.1 Accuracy Verification

To test the accuracy of the proposed solution, we perform 1D simulations of (1) non-reactive transport test, (2) multicomponent reactive transport for MRMT in chemical equilibrium and (3) kinetics. All these models are under the same MRMT model, with \( L = 100.0 \) m, \( \phi_m = 0.1 \), \( \phi_{im} = 0.1 \), \( q = 1.0 \) m/s, \( D = 10.0 \) m²/s, and a power law distribution of mass exchange rates, the corresponding residence time (that is the inverse of the mass exchange rate, \( \tau \equiv 1/\alpha \)) distribution, \( P(\tau) \propto \tau^{-\beta} \), with exponent \( \beta = 3/2 \).

3.1.1 Non-reactive solute

We compared our method with that of Silva et al. (2009), which differs from our method in that it writes the concentrations of the immobile zones as an explicit function of those of the mobile zones. This can be done only for non-reactive transport. In Figure 2, the break-through curve of solute at distance \( x = 100.0 \) m is displayed. It is a typical BTC, the characteristic advection time \( t_{adv} \) is between \( \phi_m x/q \) and \( (\phi_m + \phi_{im}) x/q \), and the concentrations decrease for times longer than the characteristic advection time, at the late times the power law tail is reproduced as \( c(t) \propto t^{-\beta-1} \). The blue solid line is the numerical formulation proposed by Silva et al. (2009), and the square red line is the numerical solution of our proposed method. As can be seen, these two numerical solutions are almost identical. The small differences may be due to the explicit calculation of the concentrations of the immobile zones by the method of Silva et al. (2009).
Figure 2. Comparison between the results of the non-reactive transport model calculated by the proposed method and the method of Silva et al. (2009).

### 3.1.2 Equilibrium gypsum dissolution

Figure 3 displays component (left) concentrations and (right) reaction rates for a case physically identical to the above one, but transporting \(Ca^2+\) and \(SO_4^{2-}\) in equilibrium with gypsum \(CaSO_4 = Ca^2+ + SO_4^{2-}\) for which we apply the mass action law: \(a_{Ca^2+}a_{SO_4^{2-}} = K\), where \(a\) is activity and \(K\) is an equilibrium constant \((\log K(25^\circ C) = -4.4823)\). Activities are calculated from concentrations by means of the extended Debye Hückel equation. We compare the numerical results of our proposed method with the analytical solution of Donado et al., (2009). As we can see the numerical results are consistent with analytical solutions. A clear separation between BTCs in mobile and immobile zones is presented due to the physical mass transfer limitations, components both in mobile and immobile zones are retarded at late time. Notice that the reaction rates are negative, that means calcium ion and sulfate ion are oversaturated and precipitated into gypsum. The analytical solutions of reaction rates in mobile and immobile zones, which are given by

\[
\mathbf{r}_{im}(x, t) = \int_0^{\alpha} f(\alpha) \left\{ \frac{\partial c_{im}(x, \alpha, t)}{\partial t} - \alpha [c_m(x, t) - c_{im}(x, \alpha, t)] \right\} d\alpha
\]  

\[
\mathbf{r}_m(x, t) = -\frac{\partial c_{m,2}(x, t)}{\partial u_m(x, t)} \left[ \frac{\phi_{im}}{\phi_m} \int_0^{\alpha} f(\alpha) \frac{\partial u_{im}(x, \alpha, t)}{\partial t} d\alpha \right] + \frac{\phi_{im}}{\phi_m} \int_0^{\alpha} f(\alpha) \frac{\partial c_{im,2}(x, \alpha, t)}{\partial u_{im}(x, \alpha, t)} d\alpha \\
- \frac{\partial^2 c_{m,2}(x, t)}{\partial u_m^2(x, t)} \nabla^T \mathbf{u}_m(x, t) \mathbf{D} \nabla \mathbf{u}_m(x, t) - \frac{\phi_{im}}{\phi_m} \mathbf{r}_{im}(x, t)
\]
3.1.3 Kinetic reaction

To test the performance of our proposed solution in chemical kinetics, we choose a simple first-order kinetics. In this case, the analytical solution can be found in the Laplace domain (the solution is deduced in Appendix B). Then we simulate the distribution of components and kinetic rates both in mobile and immobile zones over time with the component degradation rate $\kappa = 0.01$. As we can see the proposed numerical solutions agree with the analytical solution as displayed in Figure 4. Comparing the evolution of components in chemical equilibrium (Figure 4 left), the presence of chemical reactions decreases the concentrations of the components both in mobile and immobile zones.

3.2 Efficiency Analysis

The efficiency of the algorithm depends on the problem size $n$, the total number of unknowns of system equation (13) that equals to the number of mesh nodes times the number of components times the number of immobile zones plus one. In our problem, the matrix operation is the most time consuming. Both the computational cost of matrix multiplication and matrix inversion are $O(n^3)$.

![Figure 3](image1.png)

![Figure 4](image2.png)
Instead of solving system equation (13) globally, we solve it in blocks representing mobile and immobile zones separately, using equations (14) and (15). Since these two approaches are mathematically identical, the two will converge to the same solution within the same iterations. The advantage of the proposed block solution is that it reduces the size of the system to be the number of mesh nodes times the number of components.

We simulate an irreversible bimolecular reaction $A + B \rightarrow C$ for the number of immobile zones equal to 3, 10, 30, 50, 70 and 100, with a second-order kinetics $r_k = kC_A C_B$. In Figure 5, we compare the CPU time of the proposed method (i.e., block solver) and full DSA on a log-log scale. As we can see, the CPU time of the block solver increases linearly with the number of immobile zones ($N$), while that of the full DSA increases much faster, approximating to $N^3$. Clearly, the block solver runs faster than full DSA for a higher number of immobile zones. For a small number of immobile zones, the full DSA runs faster because of the costs of building the more complicated structure of the block solver.

![Figure 5. CPU time comparison between proposed method and full DSA for different number of immobile zones. The chemical systems are identical for all cases that is an irreversible bimolecular reaction $A + B \rightarrow C$, with a second-order kinetics $r_k = kC_A C_B$.](image)

**4. Conclusions**

The proposed method is effective and efficient for reactive transport modeling capable of accounting for numerous immobile zones. We formulate the general numerical solution of reactive transport with MRMT based on the Newton-Raphson method, which enables us to simulate complex chemical kinetics. For chemical systems, whatever it is in equilibrium or in kinetics, the convergent solution is efficiently solved within several iterations.

The proposed numerical solution is verified in case of passive solute transport, chemical equilibrium and chemical kinetics. In all cases the simulations agree very well with available analytical solutions and other numerical solutions. The full consistency between the proposed numerical solutions and available analytical solutions indicate that our proposed method is capable of reproducing the anomalous transport of reactive transport with MRMT.

The computational efficiency of the proposed algorithm is improved by solving system equations in block instead of full DSA, which eliminates the impact of the number of immobile zones on the computational complexity and decreases the size of the linear system to be the number of mesh nodes times the number of components. This may become particularly important for more complicated
chemical models in combination with MRMT. In that case the full DSA can become prohibitively expensive in CPU and the block solver may be the only feasible method.

The advantage of the method increases with the number of immobile zones. Babey et al. (2015) concluded that five immobile zones (compared to one hundred in our models) are sufficient to address anomalous transport of non-reactive solutes. However, this may be different for reactive transport because of the broad range of residence times (Haggerty et al., 2000) and chemical localization (Soler-Sagarra et al., 2016). The number of immobile zones needed for proper reproduction of reactive processes requires further research.

**Computer Code Availability**

Name of code: Reactive Transport with Multirate Mass Transfer

Developer: Jingjing Wang

Contact detail: Department of Civil and Environmental Engineering, Universitat Politècnica de Catalunya (UPC), Jordi Girona 1-3, 08034 Barcelona, Spain

Email: jingjing.wang.xiang@gmail.com

Year first available: October, 2020

Hardware required: No specific hardware is required. However, the code has been developed on a computer with processor Intel® Core™ i5-6500 CPU @ 3.20GHz, 16GB Installed memory (RAM), 64-bit Operating System, x64-based processor.

Software development platform: Microsoft Visual Studio 2015

Program language: object-oriented programming FORTRAN 2003

Compiler: Intel Parallel Studio XE 2017 Cluster Edition for Windows*

Library: Intel® Math Kernel Library. To solve the system equation (14), we call routine dgbtrf() to compute the LU factorization of the left hand side matrix of system equation (14), then we call routine dgbtrs() to solve the linear system with the LU-factored square coefficient matrix returned by routine dgbtrf().

Program size: 4.39 MB

Details on how to access the open-source code: the source code can be freely download from GitHub on the public repository [https://github.com/Jingjingwangxiang/RT_MRMT_DSA](https://github.com/Jingjingwangxiang/RT_MRMT_DSA).

Our codes are developed in object-oriented instead of procedural-oriented which lacks flexibility and extensibility (Meysman et al., 2003a; Meysman et al., 2003b). The object-oriented programming allows the code reusability and facilitates the implementation of reactive transport modeling. To simulate the reactions, two main modules are developed. The biochemical system module simulates the localized chemical reactions occurring in a (bio)chemical system, it contains procedures that are capable of constructing the stoichiometric matrix and component matrix. The local biochemistry module captures (bio)chemical state variables at each mesh node, such as components, concentrations, equilibrium reaction rates, kinetics, as well as the derivatives of kinetics with respect to concentrations, etc. It encapsulates procedures of chemical calculations that are capable of computing the state variables at each mesh node by using the biochemistry system module. These two main developed modules are coupled with the transport equations in the reactive transport module, which enables the modeling of reactive transport.
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Appendix A: Numerical discretization of governing equations

In practice, MRMT model is substituted by a finite number of immobile zones. In this way, the continuous governing equation (7) and (8) are discretized as follows,

\[
\phi_m \frac{\partial \mathbf{u}_m(x,t)}{\partial t} = L_t[\mathbf{u}_m(x,t)] - \sum_{j=1}^{N} F_j + \phi_m R_m(x,t)
\]  
(A1)

\[
F_j = \phi_{im,j} \alpha_j [\mathbf{u}_m(x,t) - \mathbf{u}_{im,j}(x,t)]
\]  
(A2)

\[
R_m(x,t) = US_t r_{k,m}(\mathbf{u}_m(x,t))
\]  
(A3)

\[
\frac{\partial \mathbf{u}_{im,j}(x,t)}{\partial t} = \alpha_j [\mathbf{u}_m(x,t) - \mathbf{u}_{im,j}(x,t)] + R_{im,j}(x,t), \quad j = 1, \ldots, N
\]  
(A4)

\[
R_{im,j}(x,t) = US_t r_{k,im,j}(\mathbf{u}_{im,j}(x,t))
\]  
(A5)

where \(F_j\) is the mass exchange between mobile and \(j\)th immobile zone, \(\phi_{im,j} = \phi_{im} p_j\) is the weighted porosity in \(j\)th immobile zone, \(p_j\) is the probability for mass exchange rate \(\alpha_j\) accounting in the \(j\)th immobile zone, \(N\) is the number of immobile zones.

To obtain the numerical discretization of the system equations, a forward finite difference method is used to discretize the first derivative in time, and the finite element method is applied to discretize the governing partial difference equations. Meanwhile, state variables are evaluated at some time between time step \(k\) and \(k + 1\).

The resulting discretized system equations are given below,

\[
(g_m)^i = \left(\frac{G}{\Delta t} + \theta_t E\right)(\mathbf{u}_m^{k+1})^i - \left(\frac{G}{\Delta t} - (1 - \theta_t)E\right)\mathbf{u}_m^k + \frac{G}{\phi_m} \sum_{j=1}^{N} (F_j^{k+\theta_t})^i - G (R_m^{k+\theta_t})^i = 0
\]  
(A6)

\[
(g_{im,j})^i = \left(\frac{\mathbf{u}_{im,j}^{k+1}}{\Delta t}\right)^i - \frac{\mathbf{u}_{im,j}^k}{\Delta t} - \alpha_j \left[\left(\mathbf{u}_m^{k+\theta_t}\right)^i - \left(\mathbf{u}_{im,j}^{k+\theta_t}\right)^i\right] - (R_{im,j}^{k+\theta_t})^i = 0, \quad j = 1, \ldots, N
\]  
(A7)

in which, \(E\) is the global matrix accounting for advection and dispersion, \(G\) is the global matrix that assembles porosity in the mobile zone, \(i\) is the iteration number at each time step, \(\theta_t \in [0, 1]\) is a temporal weight factor for transport, and \(\theta_r \in [0, 1]\) is a weight factor for kinetics.

The entries of Jacobian matrix are formulated as follows,

\[
\left(\frac{\partial g_m}{\partial \mathbf{u}_m^{k+1}}\right)^i = \left(\frac{G}{\Delta t} + E\theta\right) \otimes I_{N_u} + \left(G/\phi_m\right) \sum_{j=1}^{N} \phi_{im,j} \alpha_j \theta_t I_{N_u} \otimes I_{N_u} - G\theta_r \frac{\partial R_m^{k+1}}{\partial \mathbf{u}_m^{k+1}}
\]  
(A8)
\[
\left( \frac{\partial g_{m}}{\partial u_{im,j}^{k+1}} \right)^{i} = -\phi_{im,j} \alpha_{t} \theta_{t} (G/\phi_{m}) I_{N_{n}} \otimes I_{N_{u}}
\]
(A9)

\[
\left( \frac{\partial g_{im,j}}{\partial u_{m}^{k+1}} \right)^{i} = -\alpha_{t} \theta_{t} I_{N_{n}} \otimes I_{N_{u}}
\]
(A10)

\[
\left( \frac{\partial g_{im,j}}{\partial u_{im,j}^{k+1}} \right)^{i} = \left( \frac{1}{\Delta t} + \alpha_{t} \theta_{t} \right) I_{N_{n}} \otimes I_{N_{u}} - \theta_{r} \left( \frac{\partial p_{im,j}^{k+1}}{\partial u_{im,j}^{k+1}} \right)^{i}
\]
(A11)

in which, \( N_{n} \) is the number of mesh nodes, \( N_{u} \) is the number of components, \( \otimes \) represents Kronecker product, \( I_{N_{n}} \) and \( I_{N_{u}} \) are identity matrix with dimensions equal to \( N_{n} \times N_{n} \) and \( N_{u} \times N_{u} \), respectively.

The derivatives of reaction rates with respect to components at each node are calculated according to the chain rule, that is

\[
\left( \frac{\partial R_{n}^{k+1}}{\partial u_{m}^{k+1}} \right)^{i} = US_{K}^{T} \left( \frac{\partial r_{k,m}^{k+1}}{\partial u_{k}^{k+1}} \right)^{i} = US_{K}^{T} \left( \frac{\partial c_{m}^{k+1}}{\partial c_{1m}^{k+1}} \right) \left[ \frac{\partial u_{m}^{k+1}}{\partial u_{k}^{k+1}} \right]^{-1}
\]
(A12)

\[
\left( \frac{\partial R_{im,j}^{k+1}}{\partial u_{im,j}^{k+1}} \right)^{i} = US_{K}^{T} \left( \frac{\partial r_{k,im,j}^{k+1}}{\partial u_{k}^{k+1}} \right)^{i} = US_{K}^{T} \left( \frac{\partial c_{im,j}^{k+1}}{\partial c_{1im,j}^{k+1}} \right) \left[ \frac{\partial u_{im,j}^{k+1}}{\partial u_{k}^{k+1}} \right]^{-1}
\]
(A13)

both are matrices of size \( N_{u} \times N_{u} \).

Appendix B: Analytical solution of reactive transport in multicontinuum media for first-order kinetics in the Laplace Domain

For a chemical system satisfies \( US_{K}^{T} r_{k,m}(x,t) = -r_{k,m}(x,t) \), \( US_{K}^{T} r_{k,im}(x,\alpha,t) = -r_{k,im}(x,\alpha,t) \), and the chemical kinetics follows first-order decay. \( r_{k,m}(x,t) = \kappa u_{m}(x,t) \), \( r_{k,im}(x,\alpha,t) = \kappa u_{im}(x,\alpha,t) \), then the governing equation (7) and (8) in mobile and immobile domains simplify to be linear, that is,

\[
\phi_{m} \frac{\partial u_{m}(x,t)}{\partial t} = L_{t} [u_{m}(x,t)] - \phi_{im} \int_{0}^{\infty} \alpha [u_{m}(x,t) - u_{im}(x,\alpha,t)] f(\alpha) \, d\alpha - \phi_{m} \kappa u_{m}(x,t)
\]
(B1)

\[
\frac{\partial u_{im}(x,\alpha,t)}{\partial t} = \alpha [u_{m}(x,t) - u_{im}(x,\alpha,t)] - \kappa u_{im}(x,\alpha,t)
\]
(B2)

Inserting equation (B2) into (B1) leads to the total governing equation, written as

\[
\phi_{m} \frac{\partial u_{m}(x,t)}{\partial t} + \phi_{im} \int_{0}^{\infty} f(\alpha) \frac{\partial u_{im}(x,\alpha,t)}{\partial t} \, d\alpha = L_{t} [u_{m}(x,t)] - r_{k}(x,t)
\]
(B3)

in which, \( r_{k}(x,t) \) is the total reaction rate that integrates reactions in both mobile and immobile zones,

\[
r_{k}(x,t) = \phi_{m} \kappa u_{m}(x,t) + \phi_{im} \int_{0}^{\infty} f(\alpha) \kappa u_{im}(x,\alpha,t) \, d\alpha
\]
(B4)

Solving equation (B2), we get the solution of components in the immobile zone, it is given by

\[
u_{im}(x,\alpha,t) = \mathbf{u}_{im}^{0} e^{-\lambda \alpha} + \int_{0}^{t} \alpha e^{-\lambda (t-\tau)} \mathbf{u}_{m}(x,\tau) \, d\tau
\]
(B5)

\[
= \mathbf{u}_{im}^{0} e^{-\lambda \alpha} + \alpha e^{-\lambda \alpha} \mathbf{u}_{m}(x,t)
\]
in which, \( u_{m}^{0} \) is the initial condition in immobile zones, \( \lambda = \alpha + \kappa \) is the decay rate that accounts for both mass exchange rate and kinetic rate.

Assuming \( u_{m}^{0} = 0 \), then substituting equation (B5) into the total governing equation (B3), we obtain the total governing equation with respect to component only in mobile zone, that is

\[
\phi_{m} \frac{\partial u_{m}(x, t)}{\partial t} = L_{c}[u_{m}(x, t)] - \phi_{im} \left[ g^{0}u_{m}(x, t) + \frac{\partial g(t)}{\partial t} \ast u_{m}(x, t) + \kappa g(t) \ast u_{m}(x, t) \right] \tag{B6}
\]

in which, \( g(t) = \int_{0}^{\infty} f(\alpha) e^{-\lambda t} d\alpha \) represents the memory function (Carrera et al., 1998).

To characterize the total governing equation (B6), we define characteristic length and characteristic transport time, written as

\[
L_{c} = \frac{\phi_{m} D}{q} \tag{B7}
\]

and

\[
t_{c} = \frac{L_{c}}{v} = \frac{\phi_{m}^{2} D}{q^{2}} \tag{B8}
\]

In one dimensional, the characteristic length is the longitudinal dispersivity, i.e. \( L_{c} = \alpha_{L} \), due to the mechanical dispersion equals to longitudinal dispersivity multiply fluid velocity, i.e. \( D = \alpha_{L} v \).

Introducing these characteristics into equation (B6), the dimensionless form of the total governing equation (B6) is obtained, it is given by

\[
\frac{\partial u_{m}(x_{D}, t_{D})}{\partial t_{D}} = \frac{\partial^{2} u_{m}(x_{D}, t_{D})}{\partial x_{D}^{2}} - \eta \left[ g^{0}u_{m}(x_{D}, t_{D}) + \frac{\partial g(t_{D})}{\partial t_{D}} \ast u_{m}(x_{D}, t_{D}) + \kappa_{D}g(t_{D}) \ast u_{m}(x_{D}, t_{D}) \right]
\]

\[
- \kappa_{D}u_{m}(x_{D}, t_{D}) \tag{B9}
\]

with the definition of dimensionless variables as

\[
\eta = \frac{\phi_{im}}{\phi_{m}}, \quad t_{D} = \frac{t}{t_{c}}, \quad x_{D} = \frac{x}{L_{c}}, \quad \kappa_{D} = \kappa t_{c}, \quad \alpha_{D} = \alpha t_{c}, \quad \lambda_{D} = \lambda t_{c} \tag{B10}
\]

Given the initial and boundary conditions,

\[
u_{m}(x_{D}, t_{D} = 0) = 0, \quad x_{D} \geq 0 \quad u_{m}(x_{D} = 0, t_{D}) = u, \quad u_{m}(x_{D} = \infty, t_{D}) = 0, \quad t_{D} > 0 \tag{B11}
\]

The solution of equation (B9) is obtained in the Laplace domain, that is

\[
L[u_{m}] = \frac{u}{s} \exp \left\{ \left[ 1 - \sqrt{1 + 4(s + \kappa_{D})(1 + \eta L[g])} \right] \frac{x_{D}}{2} \right\} \tag{B12}
\]

in which, \( L[u_{m}] \) and \( L[g] \) indicate the Laplace transform of \( u_{m}(x_{D}, t_{D}) \) and \( g(t_{D}) \), respectively.
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