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In Brief

Palavalli et al. quantitatively detail vpda neuron morphogenesis and find that primary branches grow deterministically but secondary branches are stochastic. They develop a model for stochastic branching that reveals feedbacks of tree geometry on branch survival and show that self-repulsion patterns secondary branches by restricting direction of growth.
Dendrite morphology is necessary for the correct integration of inputs that neurons receive. The branching mechanisms allowing neurons to acquire their type-specific morphology remain unclear. Classically, axon and dendrite patterns were shown to be guided by molecules, providing deterministic cues. However, the extent to which deterministic and stochastic mechanisms, based upon purely statistical bias, contribute to the emergence of dendrite shape is largely unknown. We address this issue using the Drosophila class I vpda multi-dendritic neurons. Detailed quantitative analysis of vpda dendrite morphogenesis indicates that the primary branch grows very robustly in a fixed direction, though secondary branch numbers and lengths showed fluctuations characteristic of stochastic systems. Live-tracking dendrites and computational modeling revealed how neuron shape emerges from few local statistical parameters of branch dynamics. We report key opposing aspects of how tree architecture feedbacks on the local probability of branch shrinkage. Child branches promote stabilization of parent branches, although self-repulsion promotes shrinkage. Finally, we show that self-repulsion, mediated by the adhesion molecule Dscam1, indirectly patterns the growth of secondary branches by spatially restricting their direction of stable growth perpendicular to the primary branch. Thus, the stochastic nature of secondary branch dynamics and the existence of geometric feedback emphasize the importance of self-organization in neuronal dendrite morphogenesis.
features of branch dynamics and local interactions between growing tips. This results in stochastic branch patterns as described in mammary glands. Nevertheless, extrinsically derived FGF promotes branching in this system, no patterned cue has been identified that could potentially guide branching. Mammary gland branching can be fully recapitulated by a model that accounts for local parameters, such as tip elongation rate, branching rate, and mode of tip termination. Thus, branching morphogenesis of the mammary gland follows a stochastic, self-organized scheme and does not seem to require extrinsically patterned cues.

In neuronal systems, cell fate has traditionally been thought to be achieved deterministically by specific regulatory genes, but neuronal connectivity is refined by an activity-dependent, self-organization. Although overall shapes of homologous neurons are constant, their finer details are not. Thus, we wanted to further investigate the relative contribution of deterministic and self-organized mechanisms in establishing dendrite patterns.

The *Drosophila melanogaster* multi-dendritic-dendritic arborization (md-da) neurons are the model of choice to address this question. Md-da neurons are part of the peripheral nervous system and are involved in somatosensation. They are divided into four distinct morphological classes in an increasing order of dendritic complexity. They exhibit stereotyped dendritic structures identifiable across animals and are restricted in a 2D space beneath the epidermis. Md-da neurons have been extensively used to study dendrite morphogenesis, especially class I and class IV neurons, which exhibit the simplest and most complex morphologies, respectively. However, most studies are based on fixed imaging and have focused on late developmental stages, after the establishment of the typical dendritic morphology of the four neuronal classes.

In this study, we use high-resolution live imaging to quantitatively describe morphogenesis of class I vpda neurons. We show that the primary dendrites grow deterministically although secondary dendrite patterning is stochastic. Additionally, our computational model and Dscam1 data show that self-repulsion patterns secondary dendrites by preferentially stabilizing them orthogonally from the primary dendrite, giving the class I neurons their characteristic morphology.

RESULTS

Class I vpda Neuron Shape Is Established during Embryogenesis

To understand how class I-specific dendrite morphology is achieved, we first investigated when final morphology of the dendritic arbor is established. The vpda neuron has one large primary dendrite that projects dorsally and a small primary branch on the ventral side. Secondary dendrites project outward from the side of the primary dendrites, giving vpda neurons their characteristic “bottle brush” morphology.

Dendrite morphology was analyzed at 4 developmental stages, i.e., late embryogenesis (embryonic stage 17 [E17], 19 ± 2 h after egg laying [AEL]), first instar (L1, 24 ± 3 h AEL), second instar (L2, 48 ± 3 h AEL), and third instar (L3, 72 ± 3 h AEL). Neurons were labeled with upstream activating sequence (UAS)-mCD8::GFP, expressed by the neuronal class-I-specific driver 2-21 gal4. We observed a qualitative enlargement of the neurons that correlated with growth of the organism (Figure 1A). To confirm this, we developed tools to quantitatively describe dendrite morphology. Vpda neuron dendrites were segmented and classified into primary, secondary, tertiary, and quaternary branches (schematic Figures 1A and S1A–S1C). The branch numbers for each order of complexity were first measured. On average, 15–17 secondary branches emerged from the primary branch across the four developmental time points, showing no statistically significant changes during development (Figure 1B).

The total dendrite length made up by the primary, secondary, tertiary, and quaternary branches did not change greatly across all 4 developmental stages (Figure S1D). Thus, the core morphology of vpda neurons dendrites is established in the embryo. Consistent with this, the relative distance between secondary branches did not change over time (Figure 1C), confirming that the dendrite pattern scales isometrically in size as the larva grows.

Thus, we set out to image dendrite morphogenesis in living embryos. Using a novel imaging setup, we obtained movies covering complete dendrite morphogenesis (Video S1). These movies reveal 3 phases in vpda neuron morphogenesis: (1) primary dendrite formation: between 13 and 15 h AEL, vpda neurons extend a single and stable primary dendrite toward the dorsal region of the embryo (Video S2). (2) Secondary branch initiation and elongation: after ~15 h AEL, flat lamellipodia-like membrane protrusions appeared at the distal tip of the primary dendrite (Figure 1D, i and ii). At ~17 h AEL, numerous, small, and dynamic protrusions that constantly extended and retracted appeared everywhere along the primary dendrite (Figure 1D, iii). These dynamic protrusions were termed secondary extensions to distinguish them from stable secondary branches observed at later stages. On average, 28.2 ± 6.4 secondary extensions were present at 17 h AEL (Figure 1E). Over the next 3 to 4 h, these extensions elongated at a rate of ~1 μm/h (Figure 1F).

The growth of secondary extensions was accompanied by the emergence of dynamic protrusions branching off from secondary extensions, termed tertiary extensions. (3) Secondary branch stabilization: after 20 h AEL, the dendritic structure became markedly less dynamic and secondary extension lengths (6 ± 1.2 μm) and numbers (17.6 ± 3) stabilized at 22 h AEL (Figures 1E and 1F). On average, 62.3% of the initial secondary extensions were stabilized as secondary dendrites (Figure 1E). The number of tertiary extensions dropped as the secondary extensions stabilized into secondary dendrites (Figures 1F and 1G). This number is even lower at later L1 (Figure 1B). Unlike secondary extensions, no drastic change in tertiary extension lengths was observed over time (Figure 1H).

In summary, the primary branch grows dorsally in a straightforward manner followed by the emergence of dynamic secondary extensions undergoing repeated cycles of extension and retrac-
Figure 1. Class I vpda Neuron Shape Is Established during Embryogenesis

(A) vpda neurons from homozygous 2-21 gal4/UAS-mCD8::GFP at embryo (E17 19 h AEL ± 2), L1: 24 h AEL ± 3, L2: 48 h AEL ± 3, and L3: 72 h AEL ± 3. Schematic: primary branch (blue); secondary branches (cyan); tertiary (brown); quaternary (red).

(B) Number of branches at each order of complexity. E17 n = 26, L1 n = 48, L2 n = 50, and L3 n = 38 neurons.

(C) Relative distance (inter-dendrite distance/primary branch length). E17 n = 194, L1 n = 374, L2 n = 409, and L3 n = 341 segments.

(D) Top panel: dendrite development in mhc1 mutant background embryos (Video S1). Lower panel: scheme of dendrite development is shown. Blue, stable dendrites; orange, dynamic extensions.

(E–H) Numbers and lengths of (E and F) secondary and (G and H) tertiary branches over ~17 to ~25 h AEL; n = 16 neurons. For each box, central line is median, “o” is the mean, the box extends vertically between the 25th and 75th percentiles, the whiskers extend to the most extreme data not considered outliers, and outliers are plotted individually.

Statistical significance calculated using Mann-Whitney U test for (B) and (C). ns, not significant; *p < 0.05; **p < 0.01; ***p < 0.001. All the panels have the same orientation; dorsal: top, anterior: left. Scale bars represent 10 μm. See also Figure S1 and Video S1.
Growth of the Primary Dendrites Is Deterministic

vpda neurons consistently form single dorsal primary dendrites that extend toward the dorsal region of the embryo (Figure 2A; Video S2). This reproducible growth pattern suggested a stringent control of primary dendrite number and orientation and hence deterministic growth.

When E-cadherin was co-expressed with the neurons to label the overlying epithelial cells, the primary dendrite coincided with the cadherin signal in 70% of the cases (17/24; Figure 2B). Interestingly, even when the primary dendrite did not coincide with cadherin signal, it tracked parallel to these cell boundaries (Figure S2A). This hinted at the presence of a cue guiding the primary dendrite.

To assess the robustness of primary dendrite development, we mechanically perturbed growth by focusing an infrared laser to a point on the primary dendrite to cut a part of it at ~16 h AEL and subsequently observed its recovery. We hypothesized that the dendrite would not be able to continue growing dorsally as the guidance cue may be lost, because the ablation was carried out at a time after the completion of primary dendrite development. However, in all examined cases (n = 15), ablated primary dendrites recovered and continued to grow dorsally (Figure 2C; Video S3). This suggested that a persistent cue guided the primary dendrite. Together, these observations support the idea that primary dendrite number and orientation are defined deterministically.

Figure 2. Growth of the Primary Dendrites Is Deterministic
(A) Primary dendrite development of homozygous 2-21 gal4/UAS-mCD8::GFP, mhc1 embryos (Video S2).
(B) Neuron at ~15 h AEL co-imaged with Ecad::tomato. Inset: close up of primary dendrite following E-cadherin cell boundaries indicated by white arrowheads is shown.
(C) Schematic: control and ablated neurons from the same embryo. Red X: ablation site. Control (top panel) and ablated neuron (bottom panel; Video S3) are shown. Dashed line: point of ablation.
Scale bars represent 10 μm. See also Figure S2 and Videos S2 and S3.
Morphogenesis of the Secondary Dendrites Is Stochastic

Secondary branch growth was much more dynamic than primary branch growth (Figure 1). We also observed a higher variation in numbers of secondary branches. These observations argued against strictly deterministic growth. We therefore further investigated secondary dendrite growth properties.

At L3, secondary branch numbers ranged from 10 to 25 per neuron (mean 17 ± 3; Figure 1B). This is consistent with stochastic systems where branching features are variable but distributed around a peak when analyzed statistically. However, this variation could reflect intersegment variability as neurons from all the abdominal hemi-segments were analyzed. Thus, we pooled data from larval dendrites of the same abdominal segment (A3; Figure 3A). Secondary branch numbers ranged from 11 to 24 with a peak at 18 ± 2.6 (Figure 3B), similar to Figure 1B.

Interestingly, the variability of secondary branches between left and right A3 hemi-segment of the same larva. The difference in secondary branch number between the left-right pairs (Figure 3C) ranged from –7 to 7 with a mean difference of –1 ± 3.6 between the pairs, indicating a high variability of branch number. Thus, secondary branch numbers are not tightly controlled but rather a result of stochastic differences arising during morphogenesis.

Further, we measured primary and secondary branch lengths at ~24 h AEL. Primary branch lengths varied by 10.6% of the mean (Figure 3D), although for secondary branches, variability was 57.7% (Figure 3E), further supporting the idea that primary branch growth is deterministic although secondary branch development is stochastic.

We then imaged growth at a higher temporal resolution (every 30 s; Video S4). In contrast to the unidirectional growth of primary dendrites (Figure 2A), secondary and tertiary extensions alternated between phases of extension and retraction and, in doing so, frequently changed direction (Figures 2B, 3F, i, and 3G–3I). Further, secondary and tertiary extensions retracted upon contact with neighboring extensions (Figure 3F, ii) or self-repulsion. Growth rates of the secondary extensions also progressively reduced with time, particularly between 17 and 20 h AEL (Figure 3J).

In summary, secondary branch numbers arose stochastically from an initial higher number of dynamic extensions that self-repulse. This led us to explore how reproducible branching patterns emerge from the stochastic branch dynamics using a computational model.

A Computational Model of Dendrite Branching

Typical class I morphology is characterized by lower branch densities (total dendrite length per unit area is 0.0104/µm) and smaller dendritic fields compared to other morphological classes, such as class IV neurons (0.07/µm). To identify key mechanisms responsible for dendrite patterning, we developed a computational model for stochastic branching to simulate secondary dendrite morphogenesis.

In our 2D model (Figure 4A), extensions were modeled as polymers that grow (extend) and shrink (retract). We began with a fully formed primary dendrite (length L1 = 30 µm), which remained unaltered during the simulation. This corresponded to the neuron at ~15 h AEL in vivo. New secondary extensions branch from the side of the primary dendrite at a rate λ1. At simulation time t = 16 h AEL, tertiary (respectively [resp.] quaternary) extensions emerge from the sides of pre-existing secondary (resp. tertiary) extensions at rates λ2 (resp. λ3). Once an extension appears, it either polymerizes (i.e., grows) or depolymerizes (i.e., shrinks) with growth or shrink velocities v(2,3,4),polymerizing and v(2,3,4),depolymerizing, where the subscript number represents the order of complexity of the extension, with persistence length lp. An extension can spontaneously switch from a polymerizing to depolymerizing state (or vice versa) with a rate koff (or kon, respectively). To complete the model, we introduced a contact-induced depolymerization or “self-repulsion” as observed in vivo (Figure 3F, ii). When a polymerizing extension encounters a neighboring dendrite, it stops and shrinks with a probability poff. Unless otherwise stated, we set poff = 1, implying that extensions will always retract upon contact with neighbors.

We explored constitutive parameters of the model and found that a range of different dendrite morphologies can be described using this computational scheme. Branching rate (λ), growth rate (ν), and the ratio of spontaneous switching rates, r = kon/koff, played a fundamental role in dendrite architecture. Higher growth rates resulted in dendrites with larger dendritic field areas and longer branches (Figure 4C). On the other hand, increasing branching rates increased branch numbers (Figures S3A and S3D). The ratio of spontaneous switching rates r had the highest impact on neuron morphology. For any value of both branching and growth rates, we could account for the wide phenomenology described by this model by simply changing the value of r. For low r values (i.e., higher probability of switching to a depolymerizing state), only a few short secondary extensions survived to final stages. For intermediate r values, moderate branch densities emerged, similar to class I dendrites. Finally, for values of r close or equal to 1, we obtained dendrites with very high densities and very large total areas (Figure 4C). This qualitative trend was observed irrespective of both growth and branching rates (Figures 4C, S3A, and S3B).

However, despite an extensive parameter exploration, we were unable to find quantitative agreements between in vivo and simulated branches; the time evolution of branch number in simulated dendrites consistently deviated from in vivo values (Figures S3C, S3D, 4E, and 4F, blue lines). Considering that in vivo, secondary branch dynamics slows down over time (Figures S3G–3J), we incorporated a progressive decay of all dynamic parameters or an “aging factor.” We reduced the rates of growth, branching, and switching over time with differing intensities. We obtained arborization patterns that ranged from being barely affected with highly active dendrites (for small aging factors) to dendrites that nearly froze at early stages exhibiting low-density arborization patterns (for high aging factors). Additionally, larger switching ratios required more-intense aging factors in order to obtain branch numbers and lengths consistent with in vivo observations at intermediate and final stages (Figure S3E). To explore this, we chose two parameter sets with switching ratios r = 0.75 and r = 1 and applied two aging protocols, AP1 and AP2, respectively (Figure 4D; Table 1 Option 1.
Figure 3. The Development of the Secondary Dendrites Is Stochastic

(A) Schematic: larval filet; vpda neurons in abdominal hemi-segments. A3, left and right vpda neurons at 96 h AEL ± 3 from homozygous 2-21 gal4/UAS-mCD8::GFP. Panel orientation; anterior: top, posterior: bottom, ventral: center and dorsal to the sides.

(B) Distribution of secondary branch number.

(C) Left-Right difference in secondary branch number.

(D and E) Distribution of (D) primary (n = 66 branches) and (E) secondary branch lengths. At 22 h AEL ± 2, n = 1,140 branches (n = 66 neurons).

(F) Time-lapse of secondary branch development (~18 h AEL; Video S4). (I) Green arrowheads, extending dendrite; magenta arrowheads, retracting dendrite. (ii) Blue arrowheads indicate self-repulsion. Panel orientation: dorsal at the top, anterior to the left.

(G–I) Secondary extension lengths over time. Trend lines indicate two individual branches.

(J) Velocities of secondary extensions.

Scale bars represent 10 μm. See also Figure S2 and Video S4.
Figure 4. A Computational Model of Dendritic Branching and Feedback of Tree Architecture on Branch Stabilization and Orientation

(A) Scheme of the computational model.

(B) Simulated dendrite at 25 h AEL.

(C) Ratio of spontaneous switching rates $r = k_{2,\text{on}} / k_{2,\text{off}}$ versus growth rate $v_{2,\text{on}}$ (growth rates of tertiary and quaternary branches; $v_{3,\text{on}} = v_{2,\text{on}}/2$). Other parameters are in Table 1, option 1.

(D) Aging protocols AP1 ($r = 0.75$) and AP2 ($r = 1$). Parameters reduced every 2 h as indicated by parameter percent values.

(E and F) Number of (E) secondary and (F) tertiary branches over time. In (E) and (F), blue lines are simulations without aging, red lines are simulations with aging, and boxplots are experimental data.

(G) Dendrites at 22 h AEL for (i, red) self-repulsion with child branches; (ii, green) no self-repulsion, with child branches; and (iii, blue) self-repulsion without child branches.

(H) Number of secondary branches using AP1 for (G, i and ii). Inset: simulation for (G i and iii) is shown.

(I) Probability distribution of angles between primary and secondary branches (22 h AEL). Histograms represent in vivo data; red and green lines represent simulations with and without self-repulsion using AP1.

For (E) and (F), (blue lines) $N_{\text{sim}} = 50$. For red lines (E, F, H, and I), $N_{\text{sim}} = 500$. Simulation lines are average values, and shadows are 1σ confidence interval. A 2-point time averaging was performed using spline interpolation for lines in (E), (F), and (H). Initial computational parameters in AP1 (E–I) and AP2 (E and F) are in Table 1, options 1 and 2, respectively. See also Figure S3 and Video S5.
and 2 respectively). The resulting branch numbers and lengths were consistent with in vivo observations for both protocols (Figures 4E, 4F, red lines, S3F, and S3G). Notably, for AP1, growth velocity was set to 0.62 μm/min, in accordance with in vivo measurements (Figure 3J; Video S5).

Thus, our computational model predicts the emergence of a range of possible dendrite morphologies from a few local statistical features of branch dynamics. For a wide subset of the parameter space, the combination of all the different elements of the model leads to arborization patterns consistent with in vivo observations.

Feedback of Tree Architecture on Secondary Branch Stabilization and Orientation

Although the dynamics of branches is partly governed by a few constitutive parameters that are homogeneous in space, simulations also revealed the importance of feedback of dendritic tree geometry on local branch dynamics.

The in vivo observation that a depolymerizing secondary extension (parent branch) does not shrink beyond the branching point of any existing tertiary extensions (child branches) was incorporated in the simulations (Figure S2D; Video S6). With this mechanism, branch branches protect depolymerizing parent branches from complete shrinkage. When we prevented tertiary and quaternary extensions (child) from forming in simulations, fewer secondary branches (parent) were observed (Figures 4G, iii, and 4H, blue lines). Thus, child branches reduce the probability of complete branch elimination, giving rise to branch self-stabilization.

The most striking feature of secondary branch morphogenesis was self-repulsion, which occurred quite frequently, hinting at an important role in patterning. We thus decided to further explore this observation.

When a new extension emerges in a region surrounded by other extensions, its probability of survival strongly decreases, because its probability of encountering neighbors is high. Thus, branching density can feedback negatively on branch number. This in turn affects tertiary extensions, as they are more likely to encounter neighbors (Figure S3H, top). Our simulations with and without self-repulsion confirmed that self-repulsion strongly reduces secondary branch numbers (Figures 4G and 4H, red and green lines) and lengths (Figure S3H, bottom).

Self-repulsion also strikingly impacted dendrite orientation. The distribution of angles made by the secondary dendrites on the primary both in simulations and experiments peaked at around 90°. Lower-frequency values were observed around both 0° and 180°. Thus, secondary dendrites tend to be oriented orthogonally to the primary dendrite. When contact-induced depolymerization was eliminated, we observed a uniform angle distribution (Figure 4I). Hence, in our simulations, the observed orientation of secondary dendrites does not require a guidance cue per se but is an outcome of a branch-selection process that minimizes branch density and crossover through self-repulsion. Thus, self-repulsion is potentially a key feature responsible for the characteristic bottle brush shape of vpda neurons.

Thus, in our model, the dendritic tree geometry, which emerges from the local branch dynamics, exerts positive (self-stabilization by child branches) and negative feedbacks (branch elimination and shrinkage through self-repulsion) on branch dynamics by effectively changing the rate of shrinkage.

Dscam1 Restricts the Orientation of Secondary Dendrites

To further test our model, we investigated the impact of self-repulsion in vivo using dscam1 mutants. Dscam1 is a type I membrane protein of the immunoglobulin superfamily expressed in all 4 neuronal classes, playing a role in cell identity. Its loss causes self-avoidance defects in all classes of md neurons.56–58 All previous studies observed dscam1 mutants at later stages, when dendrite patterning was complete. Thus, how self-avoidance affects the emergence of dendrite patterns remains unknown.

The embryonic development of vpda neurons was observed in dscam1 mutants over a dscam1 deletion line, marked with CD4::neon green. The mutant and control embryos were imaged from 17 to 22 h AEL (Figure 5A; Video S7). The development of the primary branch was unaffected in the mutant (Figure S4A), with no significant difference in the primary branch length measured at 22 h AEL (Figure S4B).

At 22 h AEL, dscam1 mutant dendrites do not appear to share the high branching densities of simulations without self-repulsion.

Table 1. Computational Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Notation</th>
<th>Option 1</th>
<th>Option 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time step (min)</td>
<td>Δt</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Length primary branch (μm)</td>
<td>L_p</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Number of beads in primary branch</td>
<td>N_p</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Branching rate (μm/s)</td>
<td>λ</td>
<td>0.22</td>
<td>0.12</td>
</tr>
<tr>
<td>secondary</td>
<td></td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>tertiary</td>
<td></td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>quaternary</td>
<td></td>
<td>0.62</td>
<td>0.32</td>
</tr>
<tr>
<td>Growth/shrink rates (μm/s)</td>
<td>v</td>
<td>0.31</td>
<td>0.18</td>
</tr>
<tr>
<td>secondary</td>
<td></td>
<td>0.31</td>
<td>0.18</td>
</tr>
<tr>
<td>tertiary</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>quaternary</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persistence length (μm)</td>
<td>l_p</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Spontaneous switching rate to a polymerizing state (min⁻¹)</td>
<td>k_on</td>
<td>0.5</td>
<td>0.67</td>
</tr>
<tr>
<td>Spontaneous switching rate to a depolymerizing state (min⁻¹)</td>
<td>k_off</td>
<td>0.67</td>
<td>0.67</td>
</tr>
</tbody>
</table>

See also Figures 4 and S3.
Figure 5. Dscam1 Restricts the Orientation of Secondary Dendrites
(A) Dendrite development of (top panel) homozygous 2-21 gal4/UAS-mCD4::neongreen and (lower panel) dscamP1/Dscam1; 2-21 gal4/UAS-mCD4::neongreen neurons (Video S7).
(B) (Top panel) Area of the convex hull (control). Red shadow, loops formed by dendrite crossovers. (Bottom panel) dscamP1 dendrites are (i) shorter or (ii) not orthogonal.
(C) Number of loops.
(D) Dendritic field area.
For (C) and (D), control (blue) n = 9 and mutant (green) n = 11 neurons.
(E) Secondary branch lengths. Control n = 206; mutant n = 142 branches.
(F) Loss of repulsion: red arrows show dendrite crossover.
(G) Self-repulsion: red arrows show remnant self-repulsion dscamP1 (Video S8).
(H) Upon contact with a neighbor, extensions either cross over neighbors with probability 1 – \( p_{\text{off}} \) or switch to depolymerizing states with probability \( p_{\text{off}} \).
(I) Dendrite morphologies at 22 h AEL for different values of \( p_{\text{off}} \) introduced at different time points.

(legend continued on next page)
We thus carefully examined morphogenesis of dscam1 mutants to understand how it is different from simulations without repulsion.

Consistent with previous studies performed at later stages, at 22 h AEL, mutant dendrites frequently crossed over each other, thereby forming apparent “loops” in the dendrite architecture (Figures 5A, xii, and 5B). These loops were also observed to a lesser extent in control dendrites (Figure 5A, vi). The number of loops increased in both control and mutant embryos from 17 to 19 h AEL. However, from 20 to 22 h AEL, the number dropped strongly in controls but was maintained in mutants (Figure 5C). This meant that, from 17 to 19 h AEL, the secondary and tertiary extensions explore the space around them and contact their neighbors in both genetic conditions. However, over time, these contacts are not maintained in control embryos due to self-repulsion but persist in the dscam1 mutant.

Additionally, the dendritic field area (Figure 5B) covered by the dendrite was smaller in mutants than in controls. The area of the dendrites became significantly smaller in dscam1 mutants from 19 h AEL and was on average 20% smaller at 22 h AEL (Figure 5D). The smaller dendritic field areas of dscam1P1 meant that the secondary branches are either shorter (Figure 5B, Hyp1) or that they are not perpendicular to the primary branch (Figure 5B, Hyp2), as seen in simulations without self-repulsion (Figure 4I). To test these hypotheses, we measured secondary branch lengths at 22 h AEL and found no significant difference between mutants and controls (Figure 5E). This suggested that the reduced dendritic field is due to a loss of secondary branches that are oriented perpendicular to the primary branch. We measured a significant reduction in the number of perpendicular secondary branches in dscam1 mutants (Figure 5J). However, the observed angle distribution was flatter than controls, but not uniform, as predicted by the “no repulsion” simulations. This suggested that self-repulsion was not completely lost in dscam1P1 mutants. Upon close inspection, indeed, instances of self-repulsion were observed in the dscam1P1 movies (Figure 5G; Video S8).

We thus modified our simulations such that the probability of switching to a depolymerizing state $p_{off}$ was reduced upon contact. Using this modification, we tested a range of values for $p_{off}$ although for control simulations $p_{off} = 1$ (Figure 5H). For $p_{off} = 0.1$ (10% probability of retraction after contact), very dense arborization patterns were obtained. Increasing $p_{off}$ resulted in decreased branch densities. Notably, for $p_{off} = 0.5$, the final dendrite morphologies are similar to control neurons (Figure 5I). Additionally, reducing $p_{off}$ at 16 h AEL resulted in highly dense arborization patterns at 22 h AEL (for $p_{off} = 0.1$ and $p_{off} = 0.3$). However, when $p_{off}$ was reduced at 18 h AEL, the arborization patterns were similar to in vivo observations. Hence, we reduced $p_{off}$ at 18 h AEL for further analyses.

Next, angle distribution was measured. We found that, for $p_{off} = 0.1$, the distribution was flatter than for dscam1P1 mutants, although for $p_{off} = 0.3$, it was consistent with dscam1P1 mutants (Figure 5J). We then measured the number of loops at 22 h AEL. For $p_{off} = 0.3$, the number of loops is consistent with dscam1P1 (Figure 5K), although for $p_{off} = 0.5$, there were significantly fewer loops than dscam1P1. Thus, our simulations support the experimental observation that self-repulsion is reduced, but not fully suppressed, in dscam1P1 mutants.

To conclude, self-repulsion patterns secondary branches by restricting direction of secondary extension growth, thus ensuring a preferential stabilization of secondary branches perpendicular to the primary branch, giving the class I neurons their characteristic shape.

**DISCUSSION**

Several studies have identified and characterized molecules important for regulating different aspects of dendrite patterning.\(^5\) However, how a neuron integrates molecular information to generate characteristic dendrite shapes is still unclear. Addressing this type of question requires observing dendrite morphogenesis live and in vivo.

Previous descriptions of the embryonic development of the Drosophila sensory neurons showed when and how branching was initiated and completed.\(^6\) However, to deepen our understanding, precise quantitative descriptions are required. The quantitative description of morphogenesis of the class I vpda neuron in our study showed that the primary dendrite grows deterministically although secondary dendrite morphogenesis is stochastic.

Our study shows that the primary dendrite could be guided by an extrinsically patterned cue present at cell-cell interfaces. Cues classically involved in axon guidance, like semaphorins,\(^6\) slitls,\(^10\) and netrins,\(^15,16,17\) have been implicated in dendrite targeting. Sax-7 is extrinsically patterned in C. elegans hypodermal cells and guides dendrite patterning of the PVD neuron. It is therefore very likely that such a molecule guides the primary dendrite of the vpda neuron.\(^25\) Interestingly, the cell boundaries along which the primary dendrite grows appear to be stretched as junctions are aligned along the dorsal-ventral axis. Myosin II is enriched along these boundaries.\(^57\) Thus, alternatively, cortical tension might guide the primary dorsal branch. Tension could, for instance, form a path of least resistance through local tissue deformation or provide a stiffer substratum to favor dendrite growth.\(^58\)

Secondary dendrite morphogenesis was studied both in vivo and in silico using a computational model relying on stochastic branching dynamics, with self-repulsion. The onset of secondary branch morphogenesis was very dynamic, and as it progressed, the dynamics greatly reduced. The computational model demonstrated the necessity to incorporate a decay of kinetic parameters (“cell aging”) to account for bounded dendrite growth. It is possible that dendrites age through stabilization by microtubules.\(^59,60\) Tagged actin was expressed in the highly dynamic
dendritic tips although microtubules were present in the more stable parts of the dendritic tree (data not shown). Thus, aging could require a mechanism that decreases actin dynamics and increases microtubule polymerization over time.

Our model reveals two opposing feedbacks of tree geometry on local branch dynamics. “Child branches” (tertiary) promote branch survival by having a stabilizing effect on parent branches (secondary). Thus, branches with more children have a higher survival probability. However, a high branching density exerts a negative feedback. Self-repulsion reduces branch survival by introducing a new effective depolymerization rate \( k_{\text{off}} \), which is proportional to the product of encounter probability and the probability of switching to a depolymerizing state upon encounter, \( p_{\text{off}} \). Remarkably, although all the previously described computational parameters are constitutive quantities of the model, \( k_{\text{off}} \) is a variable parameter that depends, among others, on the local branch density. Through this “geometric” feedback, the tree architecture updates its dynamic parameters and affects its own morphogenesis. Thus, self-stabilization and self-repulsion constrain the number and lengths of the secondary branches.

vpda neuron morphogenesis has also been modeled using optimal wiring constraints and stochastic retraction\(^7\) without explicitly incorporating self-repulsion, yet leading to similar results. This suggests that our simple rules for local dynamics could lead to optimally wired dendrite structures.

Our study revealed another remarkable function of self-repulsion in biasing the orientation of secondary dendrites perpendicular to the primary branch. The prediction from simulations was confirmed \(\text{in vivo} \) through the analysis of the dscam\(^{P1} \) mutants. During morphogenesis, growing dendrites extend and contact their neighbors. In dscam\(^{P7} \) mutants, dendrite growth persists in all directions, even after self-contact (Figure 5J). Thus, in controls, a given dendrite’s final orientation is dependent on where and when it encountered neighbors. Hence, both experimental observations and simulations argue that the dendritic tree patterns are not guided deterministically but emerge as self-organized structures through the stochastic interactions during morphogenesis.

The dscam\(^{P7} \) allele is an intrinsic P-element insertion, which results in a strong loss-of-function allele but is not necessarily a null condition. Thus, the remnant self-repulsion we observed in dscam\(^{P1} \) could be the result of an incomplete loss of Dscam1. Alternatively, the remaining self-repulsion could also reflect the activity of other molecules, like multi-pass trans-membrane proteins Flamingo\(^7\) and Wntless\(^7\) and immunoglobulin superfamily proteins like Turtle,\(^7\) which have all been shown to play a role in self-repulsion, albeit in other classes of md neurons. However, we cannot quantify the extent of this remnant self-repulsion and separate it from spontaneous retractions.

The dscam\(^{P7} \) dendrites were not longer than controls as predicted by the “no repulsion” simulations (Figure 5E). However, dscam\(^{P1} \) significantly increases the length of the non-orthogonally aligned dendrites (Figure S4C). Also, unlike the model prediction, the number of secondary branches in the dscam\(^{P7} \) mutants was significantly lower than in control dendrites (Figure S4D), suggesting a role in branch stabilization. Thus, self-repulsion may not account for all the function of Dscam1. Dscam1 is a complex molecule that could have several unknown functions. One possibility is that its loss might impinge on a signaling pathway necessary for stabilization of secondary extensions.

Although our data reveal new insights on the self-organizing properties of dendrites, our observations do not rule out the possibility that extrinsically patterned cues are also involved in secondary branch morphogenesis of vpda neurons. For example, anterior-posterior asymmetry in secondary branch length of the vpda neuron (data not shown) depends on extrinsically patterned Ten-r.\(^3\) We suggest that self-organizing principles reported in this study could provide a “ground state” upon which additional cues could operate in other neuronal classes. The role of extrinsic cues would have to be analyzed in the background of stochastic branching processes and geometric feedbacks, which by themselves provide a spatial bias to dendrite growth. However, extrinsic cues can also profoundly control patterning as described in C. elegans PVD neurons.\(^29,38–40 \) Thus, the type of cue (extrinsic or intrinsic) that plays major instructive roles is context dependent.

This study highlights the dynamics of dendrite growth and provides the analytical basis for further investigating dendrite dynamics and patterning \(\text{in vivo} \). It will be particularly interesting to explore, based on this study, how class-specific morphology of multi-dendritic neurons emerge as a function of varying class-specific, self-organizing rules of arborization. We suggest that such intrinsic rules, though statistical, might be genetically encoded. Ultimately, understanding how genes determine statistical rules of branching provides an opportunity to understand how, in a broader context, genes encode form.
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STAR METHODS

KEY RESOURCES TABLE

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antibodies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rabbit polyclonal anti-GFP</td>
<td>Thermo Fisher Scientific</td>
<td>Cat # PA1-980A; RRID:AB_325960</td>
</tr>
<tr>
<td>Goat anti-Rabbit Alexa Fluor® 488</td>
<td>Thermo Fisher Scientific</td>
<td>Cat # A32731; RRID:AB_2633280</td>
</tr>
</tbody>
</table>

| **Chemicals, Peptides, and Recombinant Proteins** |        |            |
| Ryanodine | Merck | Cat# 559276-500UG |

| **Experimental Models: Organisms/Strains** |        |            |
| D. melanogaster, 2-21 gal4 |  | Flybase ID: FBal0328157 |
| D. melanogaster, mhc1 |  | Flybase ID: FBal012242 |
| D. melanogaster, UAS-CD8::GFP y[1] w[1]; P(w[+mG] = UAS-mCD8::GFP.L);LL5, P(UAS-mCD8::GFP.L)2 | Bloomington Drosophila Stock Center | BDSC:5137 |
| D. melanogaster, Ecad::Tomato y[1] w[1]; T[ti]shg[mTomato] | Bloomington Drosophila Stock Center | BDSC: 58789 |
| D. melanogaster, Δdscam1 w[1118]; Df(2R)ED1673, P[w[+mW.Scer\FRT.hs3] = 30.RS5+3.30]}ED1673/SM6a | Bloomington Drosophila Stock Center | BDSC: 9062 |
| D. melanogaster, UAS-CD4::neongreen | This paper | N/A |
| pACU2_CD4-mIFP T2A HO1 | MathWorks | RRID:Addgene_72441 |

| **Software and Algorithms** |        |            |
| MATLAB R2018a | MathWorks | RRID:SCR_001622 |
| Fiji |  | RRID:SCR_002285 https://fiji.sc |
| Dendrite Arborization Tracer | This paper | https://github.com/baigouy/DAT/ |

RESOURCE AVAILABILITY

Lead Contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Thomas Lecuit (thomas.lecuit@univ-amu.fr).

Materials Availability
This study did not generate new unique reagents.

Data and Code Availability
The codes for the Dendrite Arborization Tracer tool generated during this study are available at github: https://github.com/baigouy/DAT/. The codes generated for computational modeling will be available upon request to jean-francois.rupprecht@cpt.univ-mrs.fr

EXPERIMENTAL MODEL AND SUBJECT DETAILS

The experiments were performed on Drosophila melanogaster embryos and larvae. The adult flies were maintained under the standard lab conditions in plastic vials at 18°C or 25°C with yeast food. Embryo collection was done in fly cages with agar plates made with apple juice, supplemented with yeast paste. Flies lay eggs on these plates and embryos are filtered from the yeast paste with distilled water. Larvae were grown in plastic vials at 25°C and collected at 24h, 48h, 72h and 96h AEL.
METHOD DETAILS

Transgenic lines
All fly lines used in this study are listed in the Key Resources Table. To generate the UAS-CD4::neongreen flies, pACU2_CD4-miFP T2A HO1 from Xiaokun Shu76 ordered from ADDGENE (72441) was modified. The open reading frame (ORF) part corresponding to miFP-T2A-HO1 was replaced by mNeonGreen's ORF, producing a Cter mNeonGreen tagged version of the human transmembrane protein CD4. Expression plasmid named pACU-CD4-NeonGreen was verified by sequencing (Genewiz) and sent to Bestgene Inc. to perform transgenesis into attP-containing docking site strains attP2 (3L, 68A4). Sequence of the plasmid is available upon request.

Embryo imaging assay
The muscular tissue is established at the stage at which neuron morphogenesis occurs; hence, muscle contraction prevented the capture of stable and time resolved images. A previous study suggested dendrite development was normal in mutants for muscle myosin, which paralyzes embryos78. Therefore, vpda neurons labeled with CD8::GFP (using the 2-21Gal-4 driver line74) were imaged in a muscle myosin heavy chain mutant background79 to prevent muscular contractions. No statistically significant difference in neuron morphology was observed in mhc1 mutant embryos (Figure S1E–S1H), suggesting that mhc1 mutants provide an effective solution to temporally resolve embryonic dendrite morphologies.

When, recombining the mhc1 mutant allele with the dscamP1 mutant proved to be difficult; in these experiments, Ryanodine (a drug that inhibits muscle contractions by binding to the ryanodine receptor and preventing calcium release into the sarcoplasmic reticulum) was injected into stage 16 embryos. Single images of water and ryanodine injected vpda neurons were captured 10 hours after injection. Analysis revealed no major defects in dendrite morphology, apart from small but significant increase in the number of secondary branches in the ryanodine injected embryos (Figure S1I–S1L). As there were no other patterning differences, the ryanodine-injected embryos still offered an effective solution to obtain time resolved images of dscamP1 mutant embryos. In Ryanodine injected embryos, muscle contractions are reduced but not completely gone, thus, the out of focus images are deleted from the movies.

Embryo preparation for live imaging
Embryos were prepared as described before79. In brief, embryos were de-chorionated using bleach, for about 1 minute and then washed thoroughly with distilled water. The embryos were then aligned ventro-laterally on a flat piece of agar and then glued to a glass coverslip. These embryos can be submerged in halocarbon oil and imaged directly. Alternatively, glued embryos (ventral side down) were imaged on a lightsheet microscope (Zeiss LSM 880) with a 25X/N.A 0.8. The system acquires images using the ZEN software and images were taken as z series of 1.5 μm and acquired with a frame rate of 3min for 10hours (Figure 1D) or 30min for 10 hours (Figure 2C) or 30 s for 1hour (Figure 3F).

Larval preparation for live imaging
For analysis of dendrite morphology at different stages of development, whole larvae at L1, L2 and L3 were placed in a watch glass with a few mL of 1mM Sodium Azide to paralyze them and then mounted in low melting agarose to be imaged on a lightsheet microscope so that the larvae could be rotated and all the neurons could be easily imaged.

Immunofluorescence
Homoygous 2-21 gal4/UAS-mCD8::GFP larvae (96h ± 3) were filleted using standard protocols80 Briefly, the larvae were washed with PBS and pinned on PDMS plates, keeping the dorsal side upright, with dissection pins between the mouth hooks and posterior spiracles. Fine dissecting scissors were used to open the larvae along the center from posterior to anterior. Forceps were used to carefully remove the gut. The anterior and posterior ends were then pinned laterally to obtain the fillet and fixed in 4%PFA for 15min and stained with a rabbit anti-GFP antibody (1:500). Secondary antibodies conjugates with Alexa488, were used 1:500. The stained larvae were mounted in VECTASHIELD®.

Image acquisition
For live imaging, embryos were prepared as described earlier and time-lapse imaging was performed with a dual camera spinning disc (CSU-X1, Yokogawa) Nikon Eclipse Ti inverted microscope (distributed by Roper) using a 100X/N.A 1.4 oil-immersion objective. The system acquires images using the Meta-Morph software and images were taken as z series of 1.5 μm X10 planes spanning 13.5 μm and acquired with a frame rate of 3min for 10hours (Figure 1D) or 30min for 10 hours (Figure 2C) or 30 s for 1hour (Figure 3F).

For whole mount imaging, larvae were treated as described before and imaged on a Zeiss Lightsheet Z.1 on a 20X/N.A 0.8. The system acquires images using ZEN software conditions were kept consistent for all 3 stages.

Fixed larval fillets were imaged on a Zeiss LSM 880 on a 25X/N.A 0.8. The system acquires images using the ZEN software and image stacks with spacing of 0.15–0.2 μm were collected and stack focused projections of 7-10 planes analyzed.

Laser ablations
Ablations were performed at around 15-16h AEL on an inverted microscope (Eclipse TE 2000-E; Nikon) equipped with a spinning-disc (Ultraview ERS, Perkin Elmer) for fast imaging. Time lapse at a single z-plane was acquired using a 100X/ NA 1.4 oil immersion objective. Ablation events were performed in parallel with image acquisition. Ablation events were obtained by exposing the primary
dendrite, for duration of 2–3 ms, to a near-infrared laser (1030 nm) focused in a diffraction-limited spot. Laser power at the back aperture of the objective was ~400mW. Once ablated, the neurons were imaged on the dual camera, spinning disc (CSU-X1, Yokogawa) Nikon Eclipse Ti inverted microscope (distributed by Roper) using a 100X/N.A 1.4 oil-immersion objective as described above. In these experiments, the control neurons were the unablated neurons from the neighboring segments.

**Image processing and segmentation**

CD8::GFP or CD4::neongreen was used to label the neuronal cell membranes. A custom ImageJ macro integrating the Stack Focuser plugin from M. Umorin was used to project (by maximum intensity projection the z-planes with signal from the neuron. This resulted in sharper cell outlines and better S/N ratio compared with maximal projections. The 2D projected stacks were then segmented using a custom ‘Dendritic Arborization Tracer’ from B. Aigouy.

The ‘Dendritic Arborization Tracer’ provides skeletonized images in such a way that every segment (connected to other segments through vertices) is assigned a unique identity (Figure S1B). We then ordered these individual segments using MATLAB (including Curve Fitting Toolbox, Image Processing Toolbox, Statistics and Machine Learning Toolbox). Starting from the cell body we connected segments that made the longest line and assigned it to be the primary branch. Similarly, we then connected all the segments making the longest lines starting from the primary branch to be secondary branches and so on (Figures S1A–S1C). However, our code does account for loops in the dendritic tree. In the wild-type, the dendrites rarely crossed each other, however, in the event of a crossing, we manually removed the loops (only when we looked at normal growth (Figure 1)). We then performed all our analysis on this processed skeleton of the dendrite. To plot data, we used MATLAB (the IoSR boxplot function by Christopher Hummersone).

When we compared control and dscam1 mutants, loops in the dendritic tree prevented us from using the software, thus, the movies of development in both conditions were segmented using the ‘Dendritic Arborization Tracer’ but the dendrites were ordered manually by observing the movies of embryonic development.

**Computational model**

We developed a two-dimensional stochastic branching model with contact-induced branch depolymerization (or self-repulsion). In contrast to other branching models for morhogenesis, we include the possibility of branch retraction.

In our simulations, the dendrite structure is discretized into elementary spatial units (hereafter referred to as beads). At the simulation time \( t = 0 \) (approximately corresponding to the developmental time \( t = 15 \) h AEL), we consider a pre-existing primary branch composed of a constant number of beads \( N_1 = 100 \) (corresponding to \( L_1 = 30 \mu m \)) and situated along the y axis.

**Branching**

At each time step \( \Delta t \), a new secondary branch is created from an un-branched bead with a probability denoted by

\[
P_{b,2} = \lambda_1 \Delta l_j \Delta t,
\]

where \( \Delta l_j \) is the inter-bead spacing on the primary branch; \( \lambda_1 \) is the branching rate of secondary branches. After 1h of evolution (corresponding to \( t = 16 \) h AEL), tertiary and quaternary branches are created using the same mechanism. Similarly, we define the per-bead new tertiary (resp. quaternary) branch creation probability \( P_{b,3} = \lambda_2 \Delta l_j \Delta t \) from a secondary bead (resp. \( P_{b,4} = \lambda_3 \Delta l_j \Delta t \) from a tertiary bead), where \( \Delta l_j \) is the bead interspacing for secondary (resp. tertiary) branches and \( \lambda_2, \lambda_3 \) is the branching rate of tertiary (resp. quaternary) branches. Whenever a new branch (called a child branch) is created, we place the first bead of the newly created child branch at the coordinate location:

\[
x_{i,\text{child}} = x_{\text{parent}} + \Delta l_j \cos \theta
\]

\[
y_{i,\text{child}} = y_{\text{parent}} + \Delta l_j \sin \theta
\]

where \((x_{\text{parent}}, y_{\text{parent}})\) is the coordinate of the parent bead, the index \( i \) stands for the order of complexity of the branch and \( \theta \) is chosen according to a uniform distribution on \([0, 2\pi]\).

**Polymerization/depolymerization**

We assume that branches are constantly either in a polymerizing or a depolymerizing state. A branch in a polymerizing state grows with a rate \( v_{\text{p},i} \), where the index \( i \) again stands for the order of complexity of the extension. In this way, at each time step \( \Delta t \) the number of beads of the branch is increased by one. The position of the new bead \( j \) is:

\[
x_{ij} = x_{i,j-1} + \Delta l_j \cos \varphi_{ij}
\]

\[
y_{ij} = y_{i,j-1} + \Delta l_j \sin \varphi_{ij}
\]

\[
\varphi_{ij} = \varphi_{i,j-1} + \frac{2 \Delta l_j}{v_{\text{p},i}}
\]
where \((x_{i-1}, y_{i-1})\) is the position of the previous bead in the branch, \(\eta\) is a centered unit Gaussian variable and \(l_p\) is the persistence length of the dendritic branch. We considered a persistence length of \(l_p = 17\)\(\mu m\), which is consistent with values measured in the actin bundles\(^{81}\) (see Table 1).

Conversely, a branch in a depolymerizing state shrinks with a rate \(v_{i, off}\). Experimental branch tracking suggest that we can set \(v_{i, on} = v_{i, off}\). Depolymerization occurs through removal of beads at the branch tip. We prevent branch depolymerization beyond a forking bead. If a child was created from this bead, the parent branch changes to a polymerizing state and starts to grow again. A branch disappears if its last bead is removed through depolymerization.

**Spontaneous switching**

We define the rates \(k_{on}\) (resp. \(k_{off}\)) for branches to switch from a depolymerizing (resp. polymerizing) state to a polymerizing (resp. depolymerizing) one. In our simulation, at each time step \(\Delta t\) we evaluate whether a branch should switch from a depolymerizing state to a polymerizing state; the switch occurs stochastically every time we find that a random variable uniformly distributed on \((0,1)\), denoted \(U\), satisfies the relation:

\[
U < 1 - e^{-k_{on} \Delta t}.
\]

Therefore, the mean duration of polymerization phases read \(\tau_{on} = 1/k_{on}\). Similarly, the statistics of the switch from polymerization to depolymerization is evaluated according to a rate denoted by \(k_{off}\) (and \(\tau_{off}\)).

**Contact-induced depolymerization**

Whenever the distance between the last new bead of a polymerizing branch and any bead of other branches is smaller than a certain threshold \(d_{th}\), depolymerization is implemented with probability \(p_{off}\). The case \(p_{off} = 1\) corresponds to the control case; we find that \(p_{off} = 0.3\) provides a satisfactory fit for \(dscam^{P10}\) mutants.

**Aging**

We implemented a progressive reduction of the values of the dynamic parameters at regular time intervals (corresponding to 2h \textit{in vivo}). In particular, both the branching and switching rates, \(\lambda_i\) and \(k_{on} / k_{off}\) respectively, are reduced by a factor \(f_i\) with \(i\) being the order of complexity of the branch, while the polymerizing and depolymerizing rates, \(v_{i, on} / v_{i, off}\), are reduced by a different factor \(f_{vi}\). At each reduction, we re-mesh each branch with a new interspacing given by \(v_{i, on} f_{vi} \Delta t\) (with \(v_{i, on}\) the initial growth rate), which amounts to increasing the number of beads. The interplay between the possible values of \(f_i\) and \(f_{vi}\) defines the two aging protocols presented in the main text (see also Figure 4D).

**QUANTIFICATION AND STATISTICAL ANALYSIS**

For all experiments data points from different neurons/embryos from at least 3 independent experiments were pooled. For each box, in the boxplots, the central line is the median, the ‘o’ is the mean, the box extends vertically between the 25th and 75th percentiles, the whiskers extend to the most extreme data that are not considered outliers, and the outliers are plotted individually. All the P values are calculated using a two-sided non-parametric Mann–Whitney test (MATLAB statistics toolbox) except in Figure 5J where P values are calculated using the two sample Kolmogorov-Smirnov test. The exact values of \(n\) and what it represents for each graph are reported in the figure legends. The experiments were not randomized and the investigators were not blinded to allocation during experiments and outcome assessment.
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Deterministic and Stochastic Rules of Branching
Govern Dendrite Morphogenesis of Sensory Neurons
Amrutha Palavalli, Nicolás Tizón-Escamilla, Jean-François Rupprecht, and Thomas Lecuit
Figure S1. Branch ordering class I vpda neuron and blocking muscular contractions. Related to Figure 1 and Figure 5 and STAR Methods.

(A) Class I vpda neuron at the 3rd instar (L3 72h AEL±3) (B) Skeletonized neuron obtained from ‘Dendrite Arborization Tracer’. Every segment (length of dendrite between two vertices) has a unique identity represented by different colours. (C) Processed dendrite classified into 4 orders of complexity. Primary (Indigo), Secondary (blue), Tertiary (green), Quaternary (yellow). (D) Percentage composition of total dendrite length. E17 n=26, L1 n=48, L2 n=50 L3 n=38 neurons (E) Control Class I vpda neurons from homozygous 2-21gal4/UAS-mCD8::GFP embryos (20h AEL±3). (F) Class I vpda neurons from 2-21gal4/UAS-mCD8::GFP, mhc[1] mutant embryos (20h AEL±3). (G) Number of branches at each order of complexity (H) Branch lengths at each order of complexity. For (G) and (H) Control (Blue) n=27 mhc[1] mutant (yellow) n=35 neurons. (I) Class I vpda neurons injected with water (J) Class I vpda neurons injected with Ryanodine. For (I) and (J) embryos were taken from homozygous 2-21gal4/UAS-mCD8::GFP (K) Number of branches at each order of complexity. (L) Branch lengths at each order of complexity. For (K) and (L) Water (blue) n=24 Ryanodine (yellow) n=31. For each box, the central line is the median, the ‘o’ is the mean, the box extends vertically between the 25th and 75th percentiles, the whiskers extend to the most extreme data that are not considered outliers, and the outliers are plotted individually. Statistical significance has been calculated using Mann-Whitney U test. ns, * p<0.05; ** p<0.01, *** p<0.001. All the panels have the same orientation: dorsal at the top, anterior to the left. Scale bars = 10µm.
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Figure S2. Primary branch remains parallel to the stretched E-cadherin cell boundaries and Difference between dendritic trees on abdominal segment A2 and A3. Related to Figure 2, 3 and 4 and Video S6.

(A) Image of neuron at ~15h AEL co-imaged with Ecad::tomato. Inset: Close up of primary dendrite parallel to stretched E-cadherin cell boundaries as indicated by the white arrowheads. Taken from live homozygous 2-21gal4/UAS-mCD8::GFP, Ecad::tomato embryos (B) Schematic of a Larval filet (indicating vpda neurons in the abdominal hemi segments. Neurons in segment A2 and A3 on the left hemi-segment were used for analysis. A2 (left panel) A3 (right panel) vpda neurons at 96h AEL ±3 from homozygous 2-21gal4/UAS-mCD8::GFP larvae. The panel has the following orientation: Anterior at the top, Posterior at the bottom, ventral is the center and dorsal to the sides (C) Distribution of the total number of Secondary Branches n=42 neurons (21 A2-A3 pairs). (D) Distribution of difference in number of Secondary branches between the A2-A3 pairs. (E) Secondary extensions do not shrink beyond forking points. Blue arrows indicate the forking point. (Video S6) Scale bars = 10µm.
(A) Dendrite morphologies at 25h AEL for the ratio of spontaneous switching rates $r = \frac{k_{on}}{k_{off}}$ vs branching rate of secondary branches $\lambda_{2,0n}$ (B) Dendrite morphologies at 25h AEL for ratio of spontaneous switching rates $r = \frac{k_{on}}{k_{off}}$ vs growth rate of secondary branches $v_{2,on}$. The growth rates of tertiary and quaternary branches are given by $v_{2,on} = v_{3,4,on}$ the values of the other computational parameters for (A) and (B) are fixed and detailed in Table 1, Option 1. (C) and (D) Number of secondary branches over time corresponding to (A) and Figure 4C. In both figures, the growth rates for tertiary and quaternary branches are given by $v_{3,4,on} = v_{2,on}/2$ and the other computational values are fixed and given by Table 1, Option 1. (E) Number of secondary branches over time from simulations with identical parameter values but and different aging protocols. (F) Mean length of secondary branches (G) Mean length of tertiary branches over time. For (F) and (G) red lines represent simulations with the two aging protocols AP1 (continuous line) and AP2 (dashed line) and boxplots represent experimental data. (H) Top: Number of Tertiary branches over time for simulations with (red) and without (green) self-repulsion using aging protocols AP1 (continuous line) and AP2 (dashed line) (Fig. 4 (D) Main Text). Bottom: Mean length of secondary branches over time the computational simulations with (red) and without (green) self-repulsion using AP2 (dashed line). (I) Top: Number of secondary branches over time for simulations with self-repulsion and child branches (red) and with self-repulsion but no child branches (blue) using AP2 Bottom: Number of secondary branches over time for simulations with (red) and without (green) self-repulsion using AP2. (J) Probability distribution of the angles between primary and secondary branches at 22h AEL. Red and green lines represent simulations with and without self-repulsion, respectively using AP2. The number of simulations for all cases in (C) and (D) and (E) was $N_{sim} = 50$. For all cases in (F), (G), (H), (I) and (J) it was $N_{sim} = 500$. In all figures, simulation lines represent the average value of the simulations and shadows represent the $1\sigma$ confidence interval. In addition, a 2-point time-averaging was performed using spline interpolation for lines in (F), (G), (H) and (I). For (E), AP1 in (F) and (G), and AP1 with and without self-repulsion in (H) the initial values of the computational parameters are detailed in Table 1, Option 1. For AP2 in (F) and (G), (H), (I) and (J) the initial values of the computational parameters are detailed in Table 1, Option 2. For each box corresponding to in vivo observations, the central line is the median, the box extends vertically between the 25th and 75th percentiles and the whiskers extend to the most extreme data that are not considered outliers.
Figure S4. Secondary Branches require Dscam1 to allow a preferential orthogonal stabilization. Related to Figure 5.

(A) Left Panel: Control Class I vpda neurons taken from homozygous embryos of 2-21gal4/UAS-mCD4::neongreen. Right Panel: dscamP1 mutant neurons taken from embryos of dscamP1/ΔDscam1;2-21gal4/UAS-mCD4::neongreen. Neurons imaged at ~15h AEL and injected with Ryanodine. (B) Primary branch lengths at ~22h AEL. (C) Schematic: Branches oriented orthogonally (Green arrows) Branches oriented in other directions (magenta arrows). Lengths of Secondary branches oriented orthogonally vs non-orthogonally (other). Orthogonal control (blue) n=188 mutant (yellow) n=107. Other: control (blue) n=15 mutant (yellow) n=34 secondary branches from 9 and 8 neurons respectively. (D) Number of branches at each order of complexity. Schematic: Primary branch (blue) Secondary branches (cyan) Tertiary (brown) Quaternary (red). For (B) and (D) Control (blue) n=9 dscamP1 mutant (yellow) n=8 neurons. For each box, the central line is the median, the ‘o’ is the mean, the box extends vertically between the 25th and 75th percentiles, the whiskers extend to the most extreme data that are not considered outliers, and the outliers are plotted individually. Statistical significance has been calculated using Mann-Whitney U test. ns, * p<0.05; ** p<0.01, *** p<0.001. All the panels have the same orientation: dorsal at the top, anterior to the left. Scale bars = 10µm.