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Abstract

We consider nonlinear mutation selection models, known as replicator-mutator equa-
tions in evolutionary biology. They involve a nonlocal mutation kernel and a confining
fitness potential. We prove that the long time behaviour of the Cauchy problem is de-
termined by the principal eigenelement of the underlying linear operator. The novelties
compared to the literature on these models are about the case of symmetric mutations:

1Université de Rouen Normandie, CNRS, Laboratoire de Mathématiques Raphaël Salem, Saint-Etienne-
du-Rouvray, France & BioSP, INRAE, 84914, Avignon, France. E-mail: matthieu.alfaro@univ-rouen.fr

2Laboratoire de Mathématiques de Versailles, UVSQ, CNRS, Université Paris-Saclay, 45 Avenue des États-
Unis, 78035Versailles cedex, France. Email: pierre.gabriel@uvsq.fr

3Laboratoire de Mathématiques de Versailles, UVSQ, CNRS, Université Paris-Saclay, 45 Avenue des États-
Unis, 78035Versailles cedex, France. Email: otared.kavian@uvsq.fr

1



we propose a new milder sufficient condition for the existence of a principal eigenfunction,
and we provide what is to our knowledge the first quantification of the spectral gap. We
also recover existing results in the non-symmetric case, through a new approach.

Key Words: evolutionary genetics, nonlocal diffusion, eigenelements, long time behaviour.

AMS Subject Classifications: 45K05 (Integro partial differential equations), 92D15 (Prob-
lems related to evolution), 45C05 (Eigenvalue problems), 35B40 (Asymptotic behavior of
solutions).

1 Introduction

The starting point of this work is the nonlinear integro-differential equation

∂tu = σ2(J ∗ u− u)−
(
W (x)−W [u](t)

)
u, t > 0, x ∈ R

N , (1.1)

where σ > 0 is a given parameter, J : x 7→ J(x) a probability density on R
N , and W :

x 7→ W (x) a so-called confining potential (meaning that W (x) → +∞ as |x| → +∞), while
W [u](t) is a nonlocal term defined by

W [u](t) := 〈W,u(t, ·)〉 :=
∫

RN

W (y)u(t, y)dy,

and can be seen, at least formally, as a Lagrange multiplier: it ensures that the solution to
(1.1) starting at t = 0 from a probability density u0(x) = u(0, x) remains a probability density
for t > 0.

This model is known as a replicator-mutator model in evolutionary biology. In this context,
at time t > 0, u(t, ·) stands for the probability distribution of the phenotypic trait x (in a
population) on the multi-dimensional phenotypic trait space R

N . The function x 7→ −W (x)
represents the fitness of the phenotype x ∈ R

N and models the individual reproductive success,
and t 7→ −W [u](t) stands for the mean fitness of the population at time t.

Our main goal in this paper is to understand, under appropriate assumptions, the long time
behaviour of the Cauchy problem associated with (1.1). To do so, we prove two intermediate
results on the underlying linear problem, which we believe are interesting in their own right.
First, concerning the linear eigenvalue problem

− σ2(J ∗ u− u) +W (x)u = λu in R
N , (1.2)

we prove that there exists a unique nonnegative principal eigenfunction ϕ with total mass one,
which is also called a Perron eigenfunction or ground state for such problems, see Theorem 2.1.
Next, concerning the long time dynamics of the linear Cauchy problem

∂tu = σ2(J ∗ u− u)−W (x)u, t > 0, x ∈ R
N , (1.3)

we show that it is well-posed in a family of relevant Banach spaces, and we prove that its long
time dynamics is determined by the principal eigenfunction ϕ, see Theorem 2.2. From this
point on, we are in a position to establish our result on the nonlinear Cauchy problem (1.1):
we prove that any solution converges, as the time t→ +∞, to a multiple of the ground state,
see Theorem 2.3.
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Replicator-mutator models aim at describing Darwinian evolutionary processes, whose
fundamental principles are mutations and selection. Under the constraint of constant mass∫
R
u(t, x) dx = 1, the replicator dynamics is given by

∂tu = −
(
W (x)−W [u](t)

)
u.

As an attempt to take into account evolutionary phenomena, mutations are typically modelled
by integral operators, thus yielding models such as (1.1); we refer to the influential work of
M. Kimura [26], as well as R. Lande [27], W.H. Fleming [20] and R. Bürger [7, 8]. In some
situations, for instance those discussed in R. Bürger [10, Chapter VI, subsection 6.4], these
integral operators can be approximated by a local diffusion operator, as in

∂tu = σ2∆u−
(
W (x)−W [u](t)

)
u. (1.4)

We refer to the work of N. Champagnat, R. Ferrière & S. Méléard [13] or the recent paper by
J.Y. Wakano, T. Funaki & S. Yokoyama [33] for a rigorous derivation of the replicator-mutator
problem from individual based models.

The case of a linear fitness function, that is when W (x) := −x (say N = 1), was completely
investigated in the works by M. Alfaro & R. Carles [1] (Laplacian case, Equation (1.4)) and
R. Bürger [9] and M.E. Gil & al. [22] (mutation kernel case, Equation (1.1)), whereas the
quadratic case, that is W (x) := −x2 (say N = 1), was studied in M. Alfaro & R. Carles [2] for
Equation (1.4). These two cases share the property consisting in the fact that the function W
is unbounded from below, meaning that some phenotypes are infinitely well-adapted. These
two cases yield rich mathematical behaviours (acceleration, extinction) but, unless introducing
some context-dependent mutation kernels as performed by M.E. Gil & al. in [23], are not well-
suited models for biological applications.

On the other hand, the confining prototype case W (x) := x2 (say N = 1), considered in
the pioneering work by M. Kimura [26] and analyzed by R. Bürger [7] for Equation (1.1) and
by M. Alfaro and R. Carles [2] for Equation (1.4), prevents extinction phenomena and leads
to convergence to the underlying principal eigenfunction. In a related but different setting,
let us mention the recent work of F. Hamel & al. [25] where a “two-patches environment” is
considered. However, the case W (x) = x2 does not suffice to take into account more realistic
cases for which fitness functions are defined by a linear combination of two components (e.g.
birth and death rates), each maximized by different optimal values of the underlying trait, a
typical case being W (x) := x4−x2. In this setting, let us mention the recent work of M. Alfaro
& M. Veruete [3] which provides a rigorous treatment of the Cauchy problem (1.4) when the
fitness function W is confining, and also raises the issue of evolutionary branching, consisting
of the spontaneous splitting from uni-modal to multi-modal distribution of the trait. Our
main goal is to extend these results to the mutation kernel model (1.1), revisiting the work
of R. Bürger [8] and refining it in the case when the convolution kernel J is an even function
(that is J(x) = J(−x) for all x ∈ R

N ).
This requires to perform first a detailed analysis of the integral eigenproblem (1.2). The

local counterpart to (1.2), namely

−σ2∆u+W (x)u = λu,

is well understood, see for instance M. Reed & B. Simon [30], L.A. Takhtajan [31]. In the
quantum mechanics terminology, the principal eigenfunction ϕ is called the ground state and
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corresponds to the bound-state having minimal energy, and the principal eigenvalue λ1 is
characterized by a classical variational formulation. In the non-local case (1.2), the principal
eigenvalue is not necessarily associated with a principal eigenfunction. The lack of regularizing
effect of the integral operator (notice that in dimension N = 1, some regularization may be
provided by an additional drift term, see [15, 18]) compared to the Laplace operator may
result in situations where the ground state is a singular measure (containing atoms). It
happens when the fitness function W is confining and has a cusp at its minimum, as noticed
first by R. Bürger in [8] and then further investigated by R. Bürger & I.M. Bomze in [11].
More recently, this problem was revisited by J. Coville and co-authors in the case of a bounded
domain [6, 16, 17, 28], see also Q. Griette [24]. In the study of these concentration phenomena
(formation of Dirac masses), a first fundamental question is to identify sharp conditions on
J and W that ensure the existence (or non-existence) of a principal eigenfunction. Such
conditions can be found in [8, 11, 16, 28], and the first contribution of the present paper is
to give a new milder criterion (see Assumption 2.4) in the case of an even convolution kernel
J . We also recover, through a different method, the existing criteria in the non-even case,
see Section 6. The second novel result is a quantification of the spectral gap in L2, and
accordingly of the rate of convergence to the equilibrium for Equation (1.1) in this space,
under some stronger assumptions, see Theorem 2.4.

Notice that in the works of R. Bürger or J. Coville, more general mutation kernels than
convolution are usually considered, i.e. with k(x, y) in place of J(x − y). To simplify the
statement of the assumptions and limit technicalities in the proofs, we choose to treat only
the convolution case, which is biologically relevant, see [26]. However, the proofs can be
adapted to encompass more general kernels, replacing the evenness of J by the symmetry of
k (namely k(x, y) = k(y, x)).

2 Main results

Before stating our main results, we give the notations and assumptions used throughout the
paper.

For an almost everywhere positive measurable weight function ρ we denote by L2(ρ) the
weighted Lebesgue space

L2(ρ) :=

{
u : RN −→ R such that u is measurable and

∫

RN

|u(x)|2ρ(x)dx <∞
}
.

We shall denote by 〈· , ·〉 the scalar product of L2(RN ) and by ‖ · ‖L2 its associated norm.
For any choice of space E among either of the Lebesgue spaces Lp(RN ) with 1 ≤ p < ∞,

the space of continuous functions converging to zero at infinity C0(R
N ), or M (RN ) the space

of bounded measures on R
N , we denote by ‖ · ‖E the standard associated norm, namely the

Lp norm, the L∞ norm, or the total variation norm, respectively.
If X,Y are two Banach spaces and A : X −→ Y is a linear bounded operator we denote

‖A‖X→Y its norm in the space L (X,Y ).
Our precise assumptions on the mutation kernel and on the potential are the following.

Assumption 2.1 (On the kernel J). The kernel J : RN −→ R satisfies

1. J(x) ≥ 0 for almost all x ∈ R
N .

4



2. There exists r0 > 0 such that J(x) > 0 for almost all x in the ball B(0, r0).

3. J ∈ L1(RN ) ∩ L2(RN ) and

∫

RN

J(x)dx = 1.

Assumption 2.2 (Symmetry of the kernel J). The kernel J : RN −→ R satisfies J(−x) =
J(x) for almost all x ∈ R

N .

Assumption 2.3 (On the potential W ). The potential W : RN −→ R is a continuous function
which satisfies

1. W (x) → +∞ as |x| → +∞ (confining assumption).

Equation (1.1) is left unchanged by adding a constant to W , so we assume w.l.o.g. that

2. W ≥ 0.

In the sequel, for a function f : RN −→ R and a constant α ∈ R, the set of points x ∈ R
N

such that f(x) ≥ α is denoted by [f ≥ α].

Assumption 2.4 (Linking J , σ, and W ). There exist ε > 0 and a Borel set B ⊂ R
N such

that

σ2
∫∫

Bε×Bε

J(x− y)

W (x)W (y)
dxdy >

∫

Bε

1

W (x)
dx (2.1)

where Bε := B ∩ [W ≥ ε].

We define the linear operator (L,D(L)) by setting

Lu := −K ∗ u+W (x)u, for u ∈ D(L) := L2(1 +W ), where K := σ2J. (2.2)

It can be easily seen that (L,D(L)) is an unbounded operator on L2(RN ), and that when J
is an even function, that is when Assumption 2.2 is satisfied, the operator L is self-adjoint.
Also, since Young’s inequality yields ‖K ∗ u‖L2 ≤ ‖K‖L1‖u‖L2 = σ2‖u‖L2 for all u ∈ D(L) =
L2(1 +W ), we have

〈Lu, u〉 ≥ −σ2‖u‖2L2 ,

so that when Assumption 2.2 is satisfied, that is when L is self-adjoint, the numerical range
of L, and thus its spectrum, is contained in [−σ2,+∞). In general neither L nor its resolvent
are compact, so in order to show that it has an eigenvalue, when L is self-adjoint, we use the
variational characterization of the bottom of its spectrum. Namely, setting

S :=

{
u ∈ L2(1 +W ) such that

∫

RN

u2(x)dx = 1

}
, (2.3)

we define the energy functional

E (u) := 〈Lu, u〉 = −
∫

RN

(K ∗ u)(x)u(x)dx +

∫

RN

W (x)u2(x)dx, (2.4)

and its infimum
λ1 := inf

u∈S
E (u), (2.5)

and we show that under our assumptions λ1 is achieved. Our first main result concerns the
eigenvalue problem (1.2), namely existence and uniqueness (up to a multiplicative constant)
of a principal eigenfunction, or ground state.
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Theorem 2.1 (Principal eigenpair, symmetric case). Let Assumptions 2.1, 2.2, 2.3 and 2.4
hold. Then λ1, defined by (2.5), is achieved by a unique ϕ ∈ S ∩C0(R

N ) such that ϕ > 0 and

−K ∗ ϕ+W (x)ϕ = λ1ϕ in R
N . (2.6)

Moreover,

i) −σ2 < λ1 ≤ −bε, where

bε :=

(
σ2

∫∫

Bε×Bε

J(x− y)

W (x)W (y)
dxdy −

∫

Bε

dx

W (x)

)(∫

Bε

dx

W (x)

)−2

> 0, (2.7)

ii) ∀x ∈ R
N , 0 < ϕ(x) ≤ ‖K‖L2

W (x)− λ1
,

iii) λ1 is an eigenvalue of multiplicity one, that is if ψ ∈ L2(RN ), or ψ ∈ C0(R
N ), is such

that
−K ∗ ψ +W (x)ψ = λ1ψ a.e. in R

N ,

then there is α ∈ R such that ψ = αϕ.

We now turn to the long time dynamics of the linear equation (1.3). Clearly, under the
assumptions of Theorem 2.1 the pair (λ∗, ϕ) with

λ∗ := λ1 + σ2 > 0 (2.8)

is solution to (1.2), and thus the function u∗ defined by

u∗(t, x) := e−λ∗tϕ(x),

is solution to (1.3). In fact the large time behaviour of any nonnegative solution to (1.3) is
given by this particular solution (recall that we denote by E either of the spaces Lp(RN ) for
1 ≤ p <∞, or C0(R

N ) or M (RN )).

Theorem 2.2 (Long time dynamics, linear case). Let Assumptions 2.1, 2.2, 2.3 and 2.4 hold,
and for any u0 ∈ E denote by 〈u0, ϕ〉 =

∫
RN u0(x)ϕ(x)dx its weighted mass4. Then there exist

two constants C > 0 and a > 0 such that, for any u0 ∈ E, the solution u = u(t, x) of (1.3)
starting from u0 = u0(x) (see Section 4 for the precise definition) satisfies, for all t > 0,

eλ∗t
∥∥u(t, ·) − 〈u0, ϕ〉u∗(t, ·)

∥∥
E
=

∥∥eλ∗tu(t, ·) − 〈u0, ϕ〉ϕ
∥∥
E
≤ C e−at ‖u0 − 〈u0, ϕ〉ϕ‖E .

The next result deals with the nonlinear replicator mutator model (1.1). This equation is
concerned with the evolution of probability distributions, so that we only consider an initial
data u0 ∈ E which is nonnegative and such that 〈u0,1〉 = 1, where 1 stands for the constant
function equal to 1 over R

N .

4As will be proved in Corollary 4.6, ϕ ∈ L1(RN) and thus, since ϕ ∈ C0(R
N ), ϕ ∈ Lq(RN) for any

1 ≤ q ≤ ∞. In particular the weighted mass 〈u0, ϕ〉 is finite as soon as u0 ∈ E.
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Theorem 2.3 (Long time dynamics, replicator-mutator model). Let Assumptions 2.1, 2.2,
2.3 and 2.4 hold. Then there exists a > 0 such that, for any u0 ∈ E with u0 ≥ 0 and
〈u0,1〉 = 1, there is a constant C(u0) > 0 for which the solution u = u(t, x) of (1.1) starting
from u0 = u0(x) (see Section 5 for the precise definition) satisfies, for all t > 0,

∥∥∥∥u(t, ·) −
ϕ

〈ϕ,1〉

∥∥∥∥
E

≤ C(u0) e
−at.

Moreover, in the case E = L1(RN ) or E = M (RN ), there exists a constant c0 > 0 such that
for any u0 ∈ E with u0 ≥ 0 and 〈u0,1〉 = 1, we can take

C(u0) = c0

∥∥∥∥
u0

〈u0, ϕ〉
− ϕ

∥∥∥∥
E

.

Our last main result provides a quantitative estimate of the rate of convergence a appearing
in Theorems 2.2 and 2.3. To do so we need to further assume that W admits a unique global
minimum, which we can choose w.l.o.g. to be the origin.

Assumption 2.5. The potential W : RN −→ R is a continuous function which satisfies

1. W (x) → +∞ as |x| → +∞.

2. W (0) = 0.

3. For all x 6= 0, W (x) > 0.

Then we consider a convex, open and bounded set Ω ⊂ R
N such that 0 ∈ Ω, and we define

η := ess sup
2Ω

K − ess inf
2Ω

K,

where 2Ω = {x ∈ R
N : x/2 ∈ Ω}. We also define the function Φ : [0,+∞) → R ∪ {+∞} by

Φ(ξ) := min
{
σ2 − ξ, ηmeas(Ω) + a1ξ + a2

√
ξ
}
, (2.9)

where

a1 :=
(
ess inf

2Ω
K
)(∫

Ωc

1

W

)
and a2 := 2σ

√
sup
x∈RN

∫

Ωc

K(x− y)

W (y)
dy,

and we denote by Φ̄ ∈ (0,+∞] the largest value of Φ

Φ̄ := sup
ξ≥0

Φ(ξ).

Theorem 2.4 (Spectral gap and rate of convergence). Let Assumptions 2.1, 2.2, 2.4 and 2.5
hold. Then, for any eigenvalue λ of the operator L in L2(RN ), we have

λ 6= λ1 =⇒ λ ≥ −Φ̄.

As a consequence, if the sets Ω and Bε are such that

a∗ := bε − Φ̄ > 0

then the convergences in Theorems 2.2 and 2.3 hold in L2(RN ) for any a < a∗.
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Let us now comment on the above assumptions and results.

1. Assumption 2.4 is the crucial condition which ensures, when J is even, that the ground
state is a function and not a singular measure. It relaxes the existing criteria, the mildest
one in the literature being, to the best of our knowledge, the one proposed by F. Li,
J. Coville & X. Wang in [28] (see Condition (2.3) in Theorem 2.1). In the case when
meas[W = 0] = 0, their condition can be written in the following form (see Appendix A
for the proof of the equivalence).

Assumption 2.6. There exist ε > 0 and a Borel set B ⊂ R
N such that

σ2 ess inf
x∈Bε

∫

Bε

J(x− y)

W (y)
dy > 1

where we recall the notation Bε = B ∩ [W ≥ ε].

Note that this condition can also be proved to be sufficient from the paper [8] by R.
Bürger, see [11, p. 250, Note added in proof.]. Clearly, Assumption 2.6 implies Assump-
tion 2.4, but the converse is false as shown by the following example.

Example 2.5. Consider the one dimensional space R
N = R and

J(z) =
1

2
1[−1,1](z) and W (x) =

√
|x|.

Then Assumption 2.6 is satisfied if and only if σ2 > 1√
2
, while Assumption 2.4 is verified

as soon as σ2 > 4
4+π . We refer to Appendix A for a proof of this claim.

The question whether Assumption 2.4 is enough for ensuring the existence of a first
eigenfunction without the evenness condition on J is still an open question.

Finally, let us also mention that the condition

σ2 ess sup
x∈RN

∫

RN

J(x− y)

W (y)
dy < 1

guarantees that the ground state is a singular measure (with atoms), and consequently
no principal eigenfunction exists, see [11].

2. Since the work of S. Mischler and J. Scher [29] in 2016, quantifying the spectral gap of
non-local and non-conservative linear equations is an active field of research, see [5, 12,
14, 15, 21]. To our knowledge, the result in Theorem 2.4 is the first quantified spectral
gap result in the literature for Equation (1.3). For some particular choices of coefficients,
as the one in the following example, it provides an estimate of the spectral gap.

Example 2.6. Consider the one dimensional space R
N = R and

J(z) =
1

4
1[−2,2](z) and W (x) = |x|m (m > 1).

Then the lower bound a∗ on the spectral gap satisfies

a∗ ≥ σ2
(
1

4
− σ2

m− 1
−

√
2

σ√
m− 1

)

and is thus positive for σ2 small enough or m large enough. We refer to Appendix B for
a proof of this estimate.
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Assumptions 2.1 and 2.3 are supposed to be verified throughout the paper, while the sym-
metry of J , that is Assumption 2.2, is assumed only in Sections 3, 4 and 5, Section 6 being
devoted to the non-symmetric case. The remainder of the paper is organized as follows. In
Section 3 we gather some results concerning the operator L: we give a strong maximum princi-
ple for this operator, we prove Theorem 2.1 on the eigenvalue problem (1.2), and we establish
a functional inequality which yields the first part of Theorem 2.4 about the quantification of
the spectral gap. The long time behaviour of the linear problem (1.3), see Theorem 2.2 and
the second part of Theorem 2.4, is studied in Section 4. Theorem 2.3 on the replicator-mutator
model (1.1) is proved in Section 5. Finally, in Section 6, we give a new proof of known results
when J is not assumed to be even.

3 The operator L

In this section, we investigate some remarkable properties of the operator L, defined in (2.2).

3.1 A strong maximum principle

In the context of an elliptic second order equation such as

−
N∑

i,j=1

∂i(aij(x)∂ju) + (c(x) + λ)u = f in R
N ,

where the matrix (aij)1≤i,j≤N is uniformly coercive and ai,j, c ∈ L∞(RN ), while for instance
f ∈ C0(R

N ) ∩ L2(RN ), it is well known that if f ≥ 0 and f 6≡ 0 then u > 0 in R
N , provided

c(x)+λ > 0 a.e. in R
N . The nonlocal operator L defined above in (2.2) satisfies an analogous

strong maximum principle.

Lemma 3.1. Assume that Assumptions 2.1 and 2.3 are satisfied. Let λ > σ2 and f ∈ Lp(RN )
such that f ≥ 0 and f 6≡ 0, with 1 ≤ p ≤ ∞. Let u ∈ Lp(RN ) satisfy

Lu+ λu = −K ∗ u+ (W (x) + λ)u = f.

Then u > 0 a.e. on R
N .

Proof. First, assuming that 1 ≤ p < ∞, we show that u ≥ 0. Writing u = u+ − u− with
u+ := max(u, 0), u− := max(0,−u), we have

K ∗ u− + (W (x) + λ)u = f +K ∗ u+ ≥ 0.

Multiplying this by (u−)p−1
1[u<0] and integrating we get

∫

RN

(K ∗ u−)(x)(u−)p−1
1[u<0](x)dx−

∫

RN

(W (x) + λ)|u−(x)|pdx ≥ 0.

However, using Hölder’s inequality with K ∗u− ∈ Lp(RN ) and (u−)p−1
1[u<0] ∈ Lp′(RN ) where

we denote p′ := p/(p− 1), we have
∫

RN

(K ∗ u−)(x)(u−)p−1
1[u<0](x)dx ≤ ‖K ∗ u−‖Lp‖(u−)p−1

1[u<0]‖Lp′

≤ ‖K‖L1‖u−‖pLp = σ2‖u−‖pLp ,
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and thus from the previous inequality we infer that
∫

RN

(W (x) + λ− σ2)|u−(x)|pdx ≤ 0,

that is, since W ≥ 0 and λ > σ2, we have u− ≡ 0, and thus u = u+ ≥ 0.
Next assume that p = ∞, and denote by m the essential infimum of u, that is

m := ess inf
x∈RN

u(x).

Since K ≥ 0, we deduce that, for a.e. x ∈ R
N , we have

∫

RN

K(x− y)u(y)dy ≥ m

∫

RN

K(x− y)dy = mσ2,

and thus

(W (x) + λ)u(x) ≥ f(x) +

∫

RN

K(x− y)u(y)dy ≥ mσ2.

Since W ≥ 0 and λ > σ2, this inequality implies that m ≥ 0. Indeed, if m < 0, taking a
sequence (xn)n≥1 such that u(xn) → m as n→ ∞ and m ≤ u(xn+1) ≤ u(xn), then for n large
enough so that u(xn) < 0 and

0 ≤ u(xn)−m ≤ 1

2λ
(λ− σ2)|m|,

we would have

0 > −1

2
(λ− σ2)|m| > (λ− σ2)m+ λ(u(xn)−m) ≥ −W (xn)u(xn) ≥ 0,

which is a contradiction. Thus m ≥ 0, that is u ≥ 0 in R
N .

Now, in order to show that u > 0 almost everywhere, we introduce the continuous function
U : RN → R defined by

U(x) =

∫

B(0,r0)
u(x− y) dy

where r0 is defined in item 2 of Assumption 2.1, and we consider the closed set [U = 0]. If this
set were not empty, then we may take x0 ∈ R

N such that U(x0) = 0. Since u ≥ 0, we would
have u(x) = 0 for almost very x ∈ B(x0, r0) and accordingly, by using Tonelli’s theorem,

0 =

∫

B(x0,r0)
(W (x) + λ)u(x) dx =

∫

B(x0,r0)
(f(x) +K ∗ u(x)) dx

≥
∫

RN

K(y)U(x0 − y) dy ≥
∫

B(0,r0)
K(y)U(x0 − y) dy ≥ 0.

Since K > 0 a.e. on B(0, r0), we deduce that U(x) = 0 for all x ∈ B(x0, r0), that is whenever
x0 ∈ [U = 0] we have also B(x0, r0) ⊂ [U = 0]. This means that the closed set [U = 0]
is also open, and R

N being a connected set, we infer that either the set [U = 0] is empty,
or it is all of R

N . The latter would imply u ≡ 0, which is ruled out since f 6≡ 0. Thus
[U = 0] = ∅, that is U > 0 on R

N . Since K > 0 a.e. on B(0, r0), this necessarily implies that∫
B(0,r0)

K(y)u(x− y) dy > 0 for all x ∈ R
N , and consequently

u(x) ≥ 1

λ+W (x)

∫

B(0,r0)
K(y)u(x− y) dy > 0,

and the strong maximum principle is proved.
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3.2 The eigenvalue problem

In this section we prove existence and uniqueness of a principal eigenfunction to (1.2), that is
we prove Theorem 2.1. Before going further, recall the definitions of the function K in (2.2),
the energy E (u) in (2.4), the eigenvalue candidate λ1 in (2.5), and that of the set S in (2.3).
Observe that, for u ∈ S we have

∫

RN

(K ∗ u)u ≤ ‖K ∗ u‖L2 ‖u‖L2 ≤ ‖K‖L1 ‖u‖L2 ‖u‖L2 = ‖K‖L1 ,

and thus λ1 ≥ −‖K‖L1 = −σ2.
We first take advantage of the condition (2.1) to prove the following.

Lemma 3.2. There is ϕ∗ ∈ S such that E (ϕ∗) < 0.

Proof. It is a direct consequence of Assumption 2.4. Indeed, due to the monotone convergence
theorem, we can assume w.l.o.g. that the set B in Assumption 2.4 is essentially bounded. So
for any C > 0 the function

ϕ∗(x) := C
1

W (x)
1Bε

(x)

belongs to L2(1 +W ), and we can choose C such that
∫
RN ϕ

2
∗(x)dx = 1, i.e. ϕ∗ ∈ S. Then,

recalling the definition of bε > 0 in (2.7), we have E (ϕ∗) = −bε < 0.

The following is a sort of compactness result, or rather a weak sequential continuity,
concerning the quadratic mapping

u 7→
∫

RN

(K ∗ u)(x)u(x)dx.

Lemma 3.3. If (un)n≥0 ⊂ S verifies

un ⇀ u in L2(1 +W ), (3.1)

then ∫

RN

(K ∗ un)un →
∫

RN

(K ∗ u)u.

Proof. Since (un)n is weakly convergent in L2(1 +W ), we can set

M := sup
n≥1

‖un‖L2(1+W ) <∞.

Due to the Cauchy-Schwarz inequality we have

|(K ∗ un)(x)| ≤ ‖K‖L2‖un‖L2 = ‖K‖L2 . (3.2)

Next note that since (un)n converges weakly to u in L2(1 +W ), we have also un ⇀ u in L2.
Now, for a given x ∈ R

N , we have K(x− ·) ∈ L2(RN ) and therefore

(K ∗ un)(x) =
∫

RN

K(x− y)un(y)dy →
∫

RN

K(x− y)u(y)dy = (K ∗ u)(x).

11



From this and (3.2), using the Lebesgue dominated convergence theorem we deduce that

K ∗ un → K ∗ u in L2
loc(R

N ). (3.3)

Now, let ε > 0 be given. We may choose R > 0 large enough so that (1 +W (x))−1/2 ≤ ε
when |x| > R. Then

∣∣∣∣∣

∫

|x|>R
(K ∗ un)un

∣∣∣∣∣ ≤ ε

∫

|x|>R
(K ∗ |un|)(1 +W )

1

2 |un|

≤ ε ‖K ∗ |un| ‖L2 ‖(1 +W )
1

2 |un| ‖L2

≤ ε ‖K‖L1 ‖un‖L2 ‖(1 +W )
1

2un‖L2

≤ εM2‖K‖L1 ,

and it is clear that the same estimate holds for
∣∣∣
∫
|x|>R(K ∗ u)u

∣∣∣. As a result

∣∣∣∣
∫

RN

(K ∗ un)un −
∫

RN

(K ∗ u)u
∣∣∣∣

≤
∣∣∣∣∣

∫

|x|≤R
(K ∗ (un − u))un

∣∣∣∣∣+
∣∣∣∣∣

∫

|x|≤R
(K ∗ u)(un − u)

∣∣∣∣∣+ 2εM2‖K‖L1 .

As n → +∞, the first and second terms in the right hand side tend to zero due to (3.3) and
(3.1) respectively. This concludes the proof of the lemma.

We are now in a position to prove our main result concerning the eigenvalue problem (1.2),
namely the existence of a unique (up to normalization) principal eigenfunction.

Proof of Theorem 2.1. We consider a sequence ϕn ∈ S such that

λ1 ≤ E (ϕn) ≤ λ1 +
1

n
.

Since E (|u|) ≤ E (u), up to replacing ϕn by |ϕn| we can assume ϕn ≥ 0. We have also
∫

RN

W (x)ϕ2
n(x)dx = E (ϕn) +

∫

RN

(K ∗ ϕn)(x)ϕn(x)dx

≤ λ1 + 1 + ‖K‖L1‖ϕn‖2L2 = λ1 + 1 + σ2,

so that (ϕn)n is bounded in L2(1+W ), and thus there exists ϕ ∈ L2(1+W ) and a subsequence,
denoted again by (ϕn)n, such that

ϕn ⇀ ϕ and
√
Wϕn ⇀

√
Wϕ in L2. (3.4)

Next, using Lemma 3.3, we have

0 ≤
∫

RN

W (x)ϕ2
n(x)dx = E (ϕn) +

∫

RN

(K ∗ ϕn)ϕn → λ1 +

∫

RN

(K ∗ ϕ)ϕ. (3.5)

Since by Lemma 3.2 we have λ1 < 0, the above inequality implies that ϕ 6≡ 0 and ϕ ≥ 0. On
the other hand, thanks to the weak convergences given in (3.4) we have

∫

RN

W (x)ϕ2(x)dx ≤ lim inf
n→+∞

∫

RN

W (x)ϕ2
n(x)dx = λ1 +

∫

RN

(K ∗ ϕ)ϕ,
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and also ∫

RN

ϕ2(x)dx ≤ lim inf
n→+∞

∫

RN

ϕ2
n(x)dx = 1.

Thus E (ϕ) ≤ λ1 and θ2 :=
∫
RN ϕ

2(x)dx ≤ 1. Since ϕ 6≡ 0, setting ϕ̃ := θ−1ϕ we have ϕ̃ ∈ S
and

λ1 ≤ E (ϕ̃) = θ−2
E (ϕ) ≤ θ−2λ1 ≤ λ1,

where in the last inequality we use the fact that λ1 < 0. Clearly this implies that θ2 = 1 and
thus ϕ̃ = ϕ ∈ S: this means that ‖ϕn‖L2 → ‖ϕ‖L2 while ϕn ⇀ ϕ in L2(RN ), yielding that the
convergence of (ϕn)n to ϕ is strong. The same above inequalities imply also that E (ϕ) = λ1,
while from (3.5) we infer that

∫

RN

W (x)ϕ2
n(x)dx→

∫

RN

W (x)ϕ2(x)dx,

that is ‖ϕn‖L2(1+W ) → ‖ϕ‖L2(1+W ), again yielding that ϕn → ϕ in L2(1 +W ).
Finally we have ϕ ∈ S and E (ϕ) = λ1. Since here Assumption 2.2 is satisfied, L is

self-adjoint and therefore there exists a Lagrange multiplier λ ∈ R such that

Lϕ = −K ∗ ϕ+W (x)ϕ = λϕ a.e. in R
N ,

and, obviously upon multiplying this equation by ϕ, one sees that λ = λ1. We thus have

(W (x)− λ1)ϕ(x) = (K ∗ ϕ)(x) that is ϕ(x) =
(K ∗ ϕ)(x)
W (x)− λ1

. (3.6)

Since K ∈ L2(RN ) and ϕ ∈ L2(RN ), we know that K ∗ ϕ ∈ C0(R
N ). As a result, from (3.6),

the continuity of W and W (x)− λ1 ≥ −λ1 > 0, we also have ϕ ∈ C0(R
N ), and (2.6) holds.

Now, in order to see that ϕ > 0, recalling that ϕ ∈ C0(R
N ) ∩ L2(RN ) and ϕ ≥ 0 satisfies

−K ∗ ϕ+ (W (x)− λ1 + 1)ϕ = ϕ,

by the strong maximum principle, see Lemma 3.1, we have ϕ > 0. Also, using (3.2) and (3.6),
we deduce the pointwise estimate

0 < ϕ(x) ≤ ‖K‖L2

W (x)− λ1
, ∀x ∈ R

N .

Once we know that ϕ > 0 on R
N , we can show λ1 > −σ2. Indeed, multiplying equality

(−λ1 +W (x))ϕ = K ∗ ϕ

by ϕ and integrating, since ϕ > 0 and W 6≡ 0 is nonnegative, we get

−λ1 <
∫

RN

(−λ1 +W (x))ϕ2(x)dx =

∫

RN

(K ∗ ϕ)(x)ϕ(x)dx ≤ ‖K‖L1 = σ2,

where we have used Hölder’s inequality on the right hand side together with Young’s inequality
‖K ∗ ϕ‖L2 ≤ ‖K‖L1‖ϕ‖L2 , and the fact that ‖ϕ‖L2 = 1, while ‖K‖L1 = σ2.

It remains to prove the uniqueness of ϕ, or in other terms the fact that the eigenspace
corresponding to λ1 has dimension one: that is if ψ ∈ L2(RN ) satisfies

ψ 6≡ 0, −K ∗ ψ +W (x)ψ = λ1ψ in R
N ,
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then for a constant α ∈ R we have αψ = ϕ. Arguing as above, we conclude first that
ψ ∈ C0(R

N ) and, without loss of generality we may assume that there exists x∗ ∈ R
N such

that ψ(x∗) > 0, at the cost of replacing ψ by −ψ, if necessary. Next, let R > 0 be large enough
so that W (x) − λ1 − σ2 > 0 for |x| > R, where we recall that σ2 = ‖K‖L1 (this is possible
thanks to the fact that W is confining). Since ϕ > 0, we can choose ε > 0 small enough so
that uε := ϕ− εψ > 0 on B(0, R). Let us now prove that

uε ≥ 0 on the whole of R
N . (3.7)

If this were not true, then using the fact that uε ∈ C0(R
N ), we infer that uε achieves its global

negative minimum at some x0 ∈ R
N , and we necessarily have |x0| > R. Since on the one hand

K ∗ uε(x0)− σ2uε(x0) =

∫

RN

K(y) (uε(x0 − y)− uε(x0)) dy ≥ 0,

and on the other hand, using the linear equations satisfied by ϕ and ψ, we have

K ∗ uε(x0)− σ2uε(x0) = (W (x0)− λ1 − σ2)uε(x0) < 0,

we have a contradiction, which implies that (3.7) holds.
Now, since ψ(x∗) > 0, we point out that if uε(x) ≥ 0 in R

N , in particular uε(x∗) ≥ 0 and
thus ε ≤ ϕ(x∗)/ψ(x∗). Hence we can define the real number

α := supA, where A :=
{
ε > 0 : uε := ϕ− εψ ≥ 0 on R

N
}
, (3.8)

and we know that 0 < α ≤ ϕ(x∗)/ψ(x∗). In particular we infer that if we set uα := ϕ − αψ
then uα ≥ 0 and satisfies

uα ∈ C0(R
N ), −K ∗ uα + (W (x)− λ1 + 1)uα = uα ≥ 0.

However, if we had uα 6≡ 0, thanks to Lemma 3.1 we would have uα > 0 in R
N and there would

exist ε0 > 0 small enough such that uα+ε0 := uα − ε0ψ > 0 on the ball B(0, R). Proceeding
as in the proof of (3.7), we would deduce that uα+ε0 ≥ 0 in R

N and thus α + ε0 ∈ A, the
set defined in (3.8), contradicting the definition of α. Therefore we must have uα ≡ 0, that is
ϕ = αψ.

3.3 A quantified spectral gap result in L2(RN)

In this section we suppose that Assumption 2.5 is verified, and we consider a convex, open
and bounded set Ω ⊂ R

N that contains the origin. Then we have the following results.

Lemma 3.4. For all u ∈ D(L) = L2(1 +W ) such that
∫
RN u = 0 and u 6≡ 0 we have

〈−Lu, u〉
‖u‖2

L2

≤ Φ

(∫
Ωc Wu2

‖u‖2
L2

)
,

where the function Φ is defined in (2.9).

Proof. First, we clearly have, for all u ∈ L2(1 +W ),

〈−Lu, u〉 = 〈K ∗ u, u〉 − 〈Wu,u〉 ≤ ‖K‖L1‖u‖2L2 −
∫

Ωc

Wu2 = σ2‖u‖2L2 −
∫

Ωc

Wu2. (3.9)
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The second part of the minimum defining the function Φ in (2.9) deserves more attention and
is valid only under the condition

∫
RN u = 0. Due to the non-negativity of W we have

〈−Lu, u〉 ≤ 〈K ∗ u, u〉 =
∫∫

Ω×Ω
K(x− y)u(x)u(y) dxdy +

∫∫

(Ω×Ω)c
K(x− y)u(x)u(y) dxdy.

(3.10)
We start by estimating the first term. Using that K is symmetric we have

∫∫

Ω×Ω
K(x− y)u(x)u(y) dxdy =

∫∫

Ω×Ω
K(x− y)u+(x)u+(y) dxdy

+

∫∫

Ω×Ω
K(x− y)u−(x)u−(y) dxdy − 2

∫∫

Ω×Ω
K(x− y)u+(x)u−(y) dxdy

≤
(
ess sup

2Ω
K
)((∫

Ω
u+

)2
+

(∫

Ω
u−

)2
)
− 2

(
ess inf

2Ω
K
)(∫

Ω
u+

)( ∫

Ω
u−

)

≤
(
ess inf

2Ω
K
)(∫

Ω
u+ −

∫

Ω
u−

)2

+ η

((∫

Ω
u+

)2
+
( ∫

Ω
u−

)2
)

≤
(
ess inf

2Ω
K
)(∫

Ω
u

)2

+ ηmeas(Ω) ‖u‖2L2 .

Since
∫
RN u = 0, using the Cauchy-Schwarz inequality,

(∫

Ω
u

)2

=

(∫

Ωc

u

)2

≤
(∫

Ωc

1

W

)(∫

Ωc

Wu2
)
.

As a result
∫∫

Ω×Ω
K(x− y)u(x)u(y) dxdy ≤ ηmeas(Ω) ‖u‖2L2 + (ess inf

2Ω
K
)(∫

Ωc

1

W

)(∫

Ωc

Wu2
)
.

(3.11)
For the second term, using again the symmetry of K, we have

∫∫

(Ω×Ω)c
K(x− y)u(x)u(y) dxdy ≤

∫∫

(Ω×Ω)c
K(x− y)|u(x)u(y)| dxdy

=

∫∫

Ωc×RN

K(x− y)|u(x)u(y)| dxdy

+

∫∫

Ω×Ωc

K(x− y)|u(x)u(y)| dxdy

≤ 2

∫

Ωc

(K ∗ |u|)(x)|u(x)| dx

≤ 2

√∫

Ωc

((K ∗ |u|)(x))2
W (x)

dx

√∫

Ωc

W (x)u2(x) dx .

Since

((K ∗ |u|)(x))2 ≤ ‖K‖L1

∫

RN

K(x− y)u2(y) dy,
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we get

∫∫

(Ω×Ω)c
K(x− y)u(x)u(y) dxdy ≤ 2

√
‖K‖L1

∫

RN

(∫

Ωc

K(x− y)

W (x)
dx

)
u2(y)dy

√∫

Ωc

Wu2

≤ 2σ‖u‖L2

√
sup
y∈RN

∫

Ωc

K(x− y)

W (x)
dx

√∫

Ωc

Wu2. (3.12)

In view of (2.9), it now suffices to combine (3.9), (3.10), (3.11) and (3.12) to prove the
result.

Corollary 3.5. If λ ∈ R is an eigenvalue of L such that λ 6= λ1, then λ ≥ −Φ̄ := − sup[0,∞)Φ.

Proof. Let λ ∈ R (recall that since L is self-adjoint it has a real spectrum) and ψ ∈ D(L)
such that Lψ = λψ with λ 6= λ1. Then necessarily 〈ψ,ϕ〉 = 0, where ϕ > 0 is the principal
eigenfunction, so that ψ cannot be of constant sign. If

∫
RN ψ = 0 then Lemma 3.4 applied

to u = ψ immediately ensures that −λ ≤ Φ̄. If
∫
RN ψ 6= 0, there exists α ∈ R such that

ψ̃ := ψ + αϕ verifies
∫
RN ψ̃ = 0 and Lemma 3.4 applied to u = ψ̃ yields, using that λ ≥ λ1,

‖ϕ‖L2 = 1 and 〈ψ,ϕ〉 = 0,

−λ(‖ψ‖2L2 + α2) ≤ −λ‖ψ‖2L2 − λ1α
2 = 〈−Lψ̃, ψ̃〉 ≤ Φ̄‖ψ̃‖2L2 = Φ̄(‖ψ‖2L2 + α2),

which concludes the proof.

This result provides a quantified estimate of the distance between λ1 and the other eigen-
values of L provided that an upper bound smaller than −Φ̄ is known for λ1.

4 Long time asymptotics of the linear problem

This section is devoted to the linear evolution equation (1.3). Recalling that the eigenpair
(λ∗, ϕ) satisfies (1.2), with λ∗ := λ1 + σ2 > 0, defined in (2.8), and K := σ2J , we readily
observe that the solutions u = u(t, x) to (1.3) are related to the solutions v = v(t, x) of the
abstract Cauchy problem 




dv(t)

dt
= Av(t) for t > 0,

v(0) = u0,

(4.1)

where the operator (A,D(A)) and the function v(t) are defined by (L being as in (2.2)):

D(A) := D(L), Av := −Lv + λ1v, and u(t, ·) = e−λ∗tv(t, ·). (4.2)

Recall that a function v(t) is called a classical solution of Equation (4.1) if it lies in D(A),
is continuously differentiable, and (4.1) holds. It is called a mild solution if

∫ t
0 v(s)ds ∈ D(A)

for all t ≥ 0 and

v(t) = u0 +A

∫ t

0
v(s) ds.

From Theorem 2.1, we know that ϕ is the unique positive steady state (up to normalization)
of Equation (4.1) in C0(R

N ) and in L2(RN ), and thus proving Theorem 2.2 is tantamount to
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showing that positive solutions of (4.1) converge to (a multiple of) this stationary solution.
That is why in this section we shall work with the modified equation (4.1).

To analyse the long time behaviour of Equation (4.1), we take advantage of the theory of
strongly continuous semigroups, also called C0-semigroups, of positive linear operators. There
is a large literature on this field, but the standard references K. Yosida [34], W. Arendt &
al. [4] and K.J. Engel & R. Nagel [19] will be enough here. Recall that we study Equation (4.1)
in one of the following Banach lattices: E = Lp(RN ) with 1 ≤ p < ∞, or E = C0(R

N ), or
E = M (RN ) = (C0(R

N ))′, equipped with the norm ‖ · ‖E denoting the Lp norm, or the L∞

norm, or the total variation norm, respectively.

4.1 Analysis in the space L2(RN)

To begin with, let us study Equation (4.1) in the Lebesgue space L2(RN ). Since (L,D(L)) is
a self-adjoint operator acting in L2(RN ), and since for v ∈ D(L) we have 〈Lv, v〉 ≥ λ1‖v‖2, by
the very definition of A by (4.2) we conclude that (A,D(A)) is self-adjoint and 〈Av, v〉 ≤ 0,
that is A is an m-dissipative operator. Also since Aϕ = 0, this means that zero is the principal
eigenvalue of the operator (A,D(A)), and that its spectrum σ(A) is contained in (−∞, 0].

Thus by the Hille-Yosida theorem (see for instance K. Yosida [34, Chapter IX, Section 8])
A generates a C0-semigroup of contractions which we shall denote by (Tt)t≥0, or sometimes by
Tt = exp(tA) = etA. Moreover, since (A,D(A)) is self-adjoint, Tt is also self-adjoint on L2(RN )
and the semigroup (Tt)t≥0 is analytic, that is for any u0 ∈ L2(RN ) we have Ttu0 ∈ D(A) for
t > 0. In particular for any u0 ∈ L2(RN ) the function v(t) := Ttu0 is the unique solution of
equation (4.1) in the classical sense on the interval (0,∞).

Note that since (A,D(A)) is m-dissipative, we have ‖Tt‖L2(RN )→L2(RN ) ≤ 1, but since
Aϕ = 0 we have Ttϕ = ϕ for all t ≥ 0 and thus

‖Tt‖L2(RN )→L2(RN ) = 1.

This implies that the growth bound of the semigroup (Tt)t≥0, that is the real number

ω0(A) := inf
{
w ∈ R : ∃M > 0, ∀t ≥ 0, ‖Tt‖L2(RN )→L2(RN ) ≤Mewt

}
,

is equal to zero. Besides, since (Tt)t≥0 is analytic, the spectral bound of the operator A, that
is

s(A) := sup{Reλ : λ ∈ σ(A)}
is equal to the growth bound of the semigroup (Tt)t≥0 generated by A (see for instance
K.J. Engel & R. Nagel [19, Corollary IV.3.12]). We conclude that

s(A) = ω0(A) = 0.

As it is customary in the study of large time behaviour of solutions to linear evolution
equations, we wish to show that there is a gap in the spectrum of A, in the sense that there
exists a number a > 0 such that

σ(A) \ {0} ⊂ (−∞,−a).
Once this is shown, then it is not difficult to see that, if v(t) is the solution of (4.1) its
orthogonal projection on the space (Rϕ)⊥ converges to zero at least as fast as e−at. Indeed
the restriction A|(Rϕ)⊥ of A to the invariant subspace (Rϕ)⊥ verifies in this case

ω0(A|(Rϕ)⊥) = s(A|(Rϕ)⊥) < −a.
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For proving the existence of a spectral gap, we use the notion of essential growth bound,
which is defined similarly as the growth bound. First, we define the essential norm of a
bounded linear operator T in a Banach space E by

‖T‖ess := inf
{
‖T −K‖E→E : K : E −→ E is compact

}
.

Then we define the essential growth bound of a semigroup (Tt)t≥0 in E by

ωess(A) := inf
{
w ∈ R : ∃M > 0, ∀t ≥ 0, ‖Tt‖ess ≤Mewt

}
.

Clearly, ωess(A) ≤ ω0(A), and a semigroup (Tt)t≥0 is said to be quasi-compact if ωess(A) < 0.
The usefulness of the essential growth bound lies in the following result (see for instance
K.J. Engel & R. Nagel [19, Corollary IV.2.11]):

For every w > ωess(A) the set σ(A) ∩ {λ ∈ C : Reλ ≥ w} is composed of a finite
number of eigenvalues with finite algebraic multiplicity.

As a consequence, for our self-adjoint semigroup in L2(RN ), if we can prove that ωess(A) < 0,
that is (Tt)t≥0 is quasi-compact, then we immediately get the existence of a ∈ (0,−ωess(A))
such that σ(A) \ {0} ⊂ (−∞,−a).

In order to prove that ωess(A) < 0, we split the operator A defined in (4.2) as the sum of
a local unbounded operator, namely

A0u := λ1u−W (x)u, D(A0) = D(L) = {u ∈ E : (1 +W )u ∈ E},

and a nonlocal bounded perturbation, given by

Bu := K ∗ u = σ2J ∗ u,

where we have ‖B‖L2(RN )→L2(RN ) ≤ σ2.
It is straightforward to see that the operator (A0,D(A0)) generates a C0-semigroup of

contractions which we shall denote by (St)t≥0, and as a matter of fact it can be written
explicitly, not only in the space L2(RN ) but in any of the spaces E defined above.

Lemma 4.1. The unbounded operator
(
A0,D(A0)

)
generates a positive C0-semigroup (St)t≥0

in E, explicitly given by
(Stu0)(x) = e(λ1−W (x))tu0(x).

For any u0 ∈ E and t > 0 we have (1 +W )Stu0 ∈ E, that is Stu0 ∈ D(A0). In particular
(St)t≥0 is an analytic semigroup on E and ‖St‖L2(RN )→L2(RN ) ≤ eλ1t.

On the other hand, since B is a bounded operator, we readily deduce the following ex-
pression of the semigroup Tt in terms of the semigroup St (see for instance K.J. Engel &
R. Nagel [19, Chapter III.1]). Indeed, noting that (4.1) can be written as

dv

dt
= A0v(t) +Bv(t), v(0) = u0,

the solution v(t) is given by the Duhamel formula

Ttu0 = v(t) = Stu0 +

∫ t

0
St−τBv(τ)dτ = Stu0 +

∫ t

0
St−τBTτu0dτ.
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Analogously, the solution of

dz

dt
= A0z(t) = Az(t)−Bz(t), z(0) = u0,

is given by

Stu0 = z(t) = Ttu0 −
∫ t

0
Tt−τBz(τ)dτ = Ttu0 −

∫ t

0
Tt−τBSτu0dτ,

so that we have also

Ttu0 = Stu0 +

∫ t

0
Tt−τBSτu0dτ.

We can thus state the following.

Proposition 4.2. The unbounded operator
(
A,D(A)

)
generates a positive C0-semigroup (Tt)t≥0

in E, which yields the solutions of equation (4.1). For any u0 ∈ D(A) the mapping t 7→ Ttu0 =:
v(t) is the unique classical solution of (4.1) and for all u0 ∈ E it is the unique mild solution.
Moreover the Duhamel formulas

v(t) = Ttu0 = Stu0 +

∫ t

0
St−τ

(
K ∗ Tτu0

)
dτ, (4.3)

and

v(t) = Ttu0 = Stu0 +

∫ t

0
Tt−τ

(
K ∗ Sτu0

)
dτ, (4.4)

hold for every t ≥ 0 and u0 ∈ E.

It is noteworthy to observe that Proposition 4.2 is still valid by replacing the choice of one
of the above defined Banach spaces E by the intersection E1 ∩E2 of two such Banach spaces,
endowed with the norm ‖ · ‖E1

+ ‖ · ‖E2
. The uniqueness property in this intersection then

guarantees that, if u0 ∈ E1 ∩ E2, then the solutions in E1 and E2 coincide for all time.

Now we return to the study of the spectral gap for the operator A in L2(RN ), and we use
the Duhamel formula to prove that the semigroup is quasi-compact.

Lemma 4.3. The semigroup (Tt)t≥0 is quasi-compact in Lp(RN ) for 1 ≤ p < ∞, and more
precisely ωess(A) ≤ λ1 < 0.

Proof. For a given u0 ∈ Lp(RN ), by the Duhamel formula (4.4) we have

Ttu0 = Stu0 +

∫ t

0
Tt−τ

(
K ∗ Sτu0

)
dτ.

We have ‖St‖Lp(RN )→Lp(RN ) ≤ eλ1t < 1 for any t > 0, hence setting

Rtu0 :=

∫ t

0
Tt−τ

(
K ∗ Sτu0

)
dτ

it suffices to prove that the operator Rt is compact for all t large enough. As a matter of fact, it
turns out that Rt is compact for any t > 0. To see this, we are going to use the Riesz-Fréchet-
Kolmogorov theorem characterizing compact subsets of Lp(RN ) (see for instance K. Yosida [34,
Chapter X, section 1]).
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First we check that, for any τ > 0, the operator

u0 7→ K ∗ Sτu0

is compact on Lp(RN ). Let u0 ∈ Lp(RN ) with ‖u0‖Lp ≤ 1. Observe first that

‖K ∗ Sτu0‖Lp ≤ ‖K‖L1‖Sτu0‖Lp ≤ σ2,

and thus the image of the unit ball of Lp(RN ) is bounded. Now, for h ∈ R
N define the

translation operator τh by setting τhf = f(·+ h) for f ∈ Lp(RN ). We have

‖τh(K ∗ Sτu0)−K ∗ Sτu0‖Lp = ‖(τhK −K) ∗ Sτu0‖Lp ≤ ‖τhK −K‖L1 −−−→
|h|→0

0,

uniformly in u0 in the unit ball of Lp(RN ). Next, by Hölder’s inequality we have (1p +
1
p′ = 1)

|(K ∗ Sτu0)(x)| =
∫

RN

K(x− y)1/p
′

K(x− y)1/pe(λ1−W (y))τu0(y) dy

≤
(∫

RN

K(x− y)dy

)1/p′ (∫

RN

K(x− y)ep(λ1−W (y))τ |u0(y)|p dy
)1/p

≤ σ2/p
′

(∫

RN

K(x− y) ep(λ1−W (y))τ |u0(y)|p dy
)1/p

.

Hence by the Fubini-Tonelli theorem we may write (noting that |x− y| ≥ R/2 when |x| ≥ R
and |y| ≤ R/2)

∫

|x|≥R
|(K ∗ Sτu0)(x)|pdx ≤ σ2p/p

′

∫

|x|≥R

∫

RN

K(x− y) ep(λ1−W (y))τ |u0(y)|p dydx

≤ σ2p/p
′

∫

|x|≥R

∫

|y|<R/2
K(x− y) |u0(y)|p dydx

+ σ2p/p
′

∫

|x|≥R

∫

|y|≥R/2
K(x− y) e−pτW (y)|u0(y)|p dydx

≤ σ2p/p
′

∫

|z|≥R/2
K(z) dz + σ2p sup

|y|≥R/2
e−pτW (y) −−−−−→

R→+∞
0,

uniformly in u0 in the unit ball of Lp(RN ). Using the Riesz-Fréchet-Kolmogorov theorem we
conclude that the mapping u0 7→ K ∗ Sτu0 is compact.

Finally, since Tt−τ is a bounded operator, we infer that for any 0 < ε ≤ τ ≤ t, the operators

u0 7→ Tt−τ (K ∗ Sτu0) and u0 7→
∫ t

ε
Tt−τ (K ∗ Sτu0)dτ,

are compact operators on Lp(RN ). Since, as ε→ 0 we have

∫ t

ε
Tt−τ (K ∗ Sτu0)dτ →

∫ t

0
Tt−τ (K ∗ Sτu0)dτ = Rtu0,

uniformly on the unit ball of Lp(RN ), we conclude that Rt is compact.
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Now we can state our convergence result.

Corollary 4.4. There exist C, a > 0 such that, for all u0 ∈ L2(RN ) and all t ≥ 0, we have

‖Ttu0 − 〈u0, ϕ〉ϕ‖L2 ≤ C e−at ‖u0 − 〈u0, ϕ〉ϕ‖L2 . (4.5)

If additionally bε > Φ̄ := sup[0,∞)Φ, where bε and Φ are defined in (2.7) and (2.9) respectively,

then one can choose any a < a∗ =: bε − Φ̄.

Proof. We proved that ωess(A) ≤ λ1 < 0, and we have the identity ωess(A|(Rϕ)⊥) = ωess(A)
(use for instance [19, Proposition IV.2.12]). We deduce that for any w ∈ (λ1, 0) the set
σ(A|(Rϕ)⊥) ∩ [w, 0] is finite and made only of eigenvalues. Since the kernel of A is the space
generated by ϕ, zero is not an eigenvalue of A|(Rϕ)⊥ and consequently there exists a > 0 such
that σ(A|(Rϕ)⊥) ⊂ (−∞,−a). This implies that

ω0(A|(Rϕ)⊥) = s(A|(Rϕ)⊥) < −a

and accordingly the existence of C > 0 such that for all u0 ∈ (Rϕ)⊥

‖Ttu0‖L2 ≤ C e−at ‖u0‖L2 .

For u0 6∈ (Rϕ)⊥, applying this stability result to u0 − 〈u0, ϕ〉ϕ ∈ (Rϕ)⊥ gives (4.5) since
Ttϕ = ϕ for all t ≥ 0.

For proving the second part of Corollary 4.4, it suffices to check that, if bε > Φ̄, then there
is no eigenvalue of A in the interval (Φ̄− bε, 0). Corollary 3.5 ensures that there is no non-zero
eigenvalue above Φ̄ + λ1, and from Theorem 2.1 we know that λ1 ≤ −bε. So the result is
proved.

4.2 Analysis in C0(R
N) and M (RN)

We start by checking that (Tt)t≥0 is quasi-compact in C0(R
N ).

Lemma 4.5. The semigroup (Tt)t≥0 is quasi-compact in C0(R
N ).

Proof. Using the Duhamel formula (4.4) in a similar way as we did in Lemma 4.3, we only
have to prove that u0 7→ K ∗ Sτu0 is compact for any τ > 0. This property is a consequence
of Ascoli’s theorem: indeed we have, for any u0 ∈ C0(R

N ) with ‖u0‖L∞ ≤ 1,

‖τh(K ∗ Sτu0)−K ∗ Sτu0‖L∞ ≤ ‖τhK −K‖L1 −−−→
|h|→0

0,

and
|K ∗ Sτu0| ≤ K ∗ e−τW ∈ C0(R

N ),

uniformly in u0 with ‖u0‖L∞ ≤ 1. The proof of the lemma is complete.

Contrary to the L2 case, we cannot argue through the orthogonal space of Rϕ. Yet, the
positivity of ϕ combined to the quasi-compactness of (Tt)t≥0 is enough to prove the following
results.

Corollary 4.6. The eigenfunction ϕ belongs to L1(RN ), and there exist C, a > 0 such that,
for all u0 ∈ C0(R

N ) and all t ≥ 0,

‖Ttu0 − 〈u0, ϕ〉ϕ‖L∞ ≤ C e−at ‖u0 − 〈u0, ϕ〉ϕ‖L∞ .
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Proof. We have proved that (Tt)t≥0 is quasi-compact and we know that 0 is an eigenvalue of
A associated to a strictly positive eigenfunction ϕ. We deduce from Corollary B-IV-2.11 in [4]
that there exists a positive projection P of finite rank and suitable constants C, a > 0 such
that, for all t ≥ 0,

‖Tt − P‖C0(RN )→C0(RN ) ≤ C e−at.

Let us now identify this projection. From Corollary 4.4 we deduce that for all u0 ∈ Cc(R
N ),

Pu0 = 〈u0, ϕ〉ϕ. Since P is a projection, this implies that for all u0 ∈ Cc(R
N ), |〈u0, ϕ〉| ≤

‖u0‖L∞/‖ϕ‖L∞ . Consequently ϕ belongs to L1(RN ), and the bounded operator u0 7→ 〈u0, ϕ〉ϕ
on C0(R

N ) coincides with P on the dense subset Cc(R
N ). So they are necessarily equal on

C0(R
N ) and the proof is complete.

Corollary 4.7. There exist C, a > 0 such that, for all µ ∈ M (RN ) and all t ≥ 0,

‖Ttµ− 〈µ,ϕ〉ϕ‖TV ≤ Ce−at ‖µ− 〈µ,ϕ〉ϕ‖TV .

Notice that this implies also the exponential convergence in L1(RN ), since for u0 ∈ L1(RN )
and µ := u0(x)dx we have ‖µ‖TV = ‖u0‖L1 .

Proof. Due to the duality M (RN ) = (C0(R
N ))′ and the definition of the total variation norm

as a duality norm
‖µ‖TV = sup

f∈C0, ‖f‖L∞≤1
〈µ, f〉,

the result is a consequence of Corollary 4.6 applied to the dual semigroup (T ∗
t )t≥0 = (Tt)t≥0.

4.3 Study in Lp(RN) with 1 ≤ p < ∞
We have proved that ϕ ∈ L1(RN )∩C0(R

N ), so that ϕ ∈ Lp(RN ) for all p ∈ [1,∞]. Also recall
that in Lemma 4.3 we have shown that (Tt)t≥0 is quasi-compact in Lp(RN ) for any p ∈ [1,∞).

Corollary 4.8. Let p ∈ [1,∞). There exist C, a > 0 such that, for all u0 ∈ Lp(RN ) and all
t ≥ 0,

‖Ttu0 − 〈u0, ϕ〉ϕ‖Lp ≤ Ce−at ‖u0 − 〈u0, ϕ〉ϕ‖Lp .

Proof. For u0 ∈ Lp(RN ) denote by Pu0 := 〈u0, ϕ〉ϕ. We know that there exist two constants
C > 0 and a > 0 such that

‖Tt − P‖L1(RN )→L1(RN ) ≤ Ce−at and ‖Tt − P‖L2(RN )→L2(RN ) ≤ Ce−at.

Therefore, for 1 < p < 2, by interpolation (see for instance L. Tartar [32, Chapter 21, Theorem
21.2]) we have

‖Tt − P‖Lp(RN )→Lp(RN ) ≤ ‖Tt − P‖1−θ
L1(RN )→L1(RN )

‖Tt − P‖θL2(RN )→L2(RN ),

where θ ∈ (0, 1) is defined by 1/p = (1− θ) + (θ/2) = 1− (θ/2). Thus we have

‖Tt − P‖Lp(RN )→Lp(RN ) ≤ C e−at.

When 2 < p <∞, then p′ := p/(p−1) ∈ (1, 2), and since T ∗
t = Tt and P

∗ = P on the subspace
L1(RN )∩C0(R

N ), which is dense both in Lp(RN ) and Lp′(RN ), the above inequality applied
to p′ shows that

‖Tt − P‖Lp(RN )→Lp(RN ) = ‖T ∗
t − P

∗‖Lp′ (RN )→Lp′(RN ) ≤ C e−at,

which concludes the proof.
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5 Long time asymptotics of the replicator-mutator model

We begin by giving the definition of what we shall call classical and mild solutions for the
nonlinear replicator-mutator equation (1.1). Let us denote by E+ the positive cone of the
Banach lattice E and define

E(W ) := {u ∈ E :Wu ∈ E}

endowed with the norm
‖u‖E(W ) := ‖u‖E + ‖Wu‖E.

Notice that in the framework of Section 4, this space is nothing but the domain of the operator
A0 endowed with the graph norm.

Definition 5.1. A function u : [0,+∞) −→ E+ is called a classical solution of Equation (1.1)
if u ∈ C1([0,+∞), E) ∩ C([0,+∞), E(W )) and (1.1) holds.

It is called a mild solution of Equation (1.1) if u ∈ C([0, τ ], E) ∩ L1([0, τ ], E(W )) for all
τ > 0, and

u(t) = e−λ∗tTtu0 +

∫ t

0
〈u(s),W 〉 e−λ∗(t−s)Tt−su(s) ds,

for all t ≥ 0 (Recall that the eigenvalue λ∗ is defined in (2.8)).

Proposition 5.2 (The solution of (1.1) in terms of that of (1.3)). Suppose that Assump-
tions 2.1 and 2.3 are verified, and let u0 ∈ E+ with 〈u0,1〉 = 1. There exists a unique mild
solution to Equation (1.1) starting from u0, and it is given by

u(t) =
Ttu0

〈Ttu0,1〉
.

If additionally u0 ∈ E(W ) then it is a classical solution.

Before giving the proof of this result, note that the condition 〈u0,1〉 = 1 implies that when
E = Lp(RN ), u0 also belongs to L1(RN ). By virtue of the comment after Proposition 4.2, this
guarantees that Ttu0 is also in L1(RN ) for all t ≥ 0, and consequently 〈Ttu0,1〉 is finite.

Proof. We start with the case u0 ∈ E(W ) and show that the function

u(t) =
Ttu0

〈Ttu0,1〉

is a classical solution to Equation (1.1). By Proposition 4.2, since u0 ∈ E(W ) = D(A), the
function t 7→ Ttu0 is continuously differentiable and we have

d

dt
u(t) =

1

〈Ttu0,1〉

[
ATtu0 −

〈ATtu0,1〉
〈Ttu0,1〉

Ttu0

]
.

Using the fact that A is self-adjoint and that

〈ATtu0,1〉 = 〈Ttu0, A1〉 = λ∗〈Ttu0,1〉 − 〈Ttu0,W 〉

we get
d

dt
u(t) = (A− λ∗I)u(t) + 〈u(t),W 〉u(t).
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This proves the existence part.
For the uniqueness of the solution, we use the uniqueness result for the linear equation.

Let u be a classical solution to Equation (1.1). It is clear that

v(t) = u(t) exp

(
λ∗t−

∫ t

0
〈u(s),W 〉 ds

)

is continuously differentiable, and by differentiation we readily get that v is the unique classical
solution to Equation (4.1).

Let us now turn to the case where u0 does not necessarily belong to E(W ). The approach
is the same as before, but one has to deal with mild solutions. Defining T̃t = e−λ∗tTt and
setting again

u(t) =
Ttu0

〈Ttu0,1〉
=

T̃tu0

〈T̃tu0,1〉
,

we have for any t ≥ 0

∫ t

0
〈u(s),W 〉T̃t−su(s) ds =

∫ t

0

〈T̃su0,W 〉
〈T̃su0,1〉

T̃tu0

〈T̃su0,1〉
ds =

(∫ t

0

〈T̃su0,W 〉
〈T̃su0,1〉2

ds

)
T̃tu0. (5.1)

Since t 7→ Ttu0 is a mild solution of Equation (4.1) we get by integration, using Fubini-Tonelli’s
theorem (note that Ttu0 and W are nonnegative),

〈Ttu0,1〉 = 〈u0,1〉 +
〈∫ t

0
Tsu0 ds,A1

〉
= 1 +

∫ t

0
〈Tsu0, λ∗ −W 〉 ds.

Since t 7→ 〈Ttu0, λ∗ − W 〉 is locally integrable, it ensures that t 7→ 〈Ttu0,1〉 belongs to
W 1,1

loc (0,+∞) with, in the weak sense,

d

dt
〈Ttu0,1〉 = 〈Ttu0, λ∗ −W 〉, or equivalently

d

dt
〈T̃tu0,1〉 = −〈T̃tu0,W 〉.

As a result, since 〈u0,1〉 = 1,

∫ t

0

〈T̃su0,W 〉
〈T̃su0,1〉2

ds =
1

〈T̃tu0,1〉
− 1

which, combined with (5.1), yields

∫ t

0
〈u(s),W 〉T̃t−su(s) ds =

T̃tu0

〈T̃tu0,1〉
− T̃tu0 = u(t)− T̃tu0

and this exactly means that u is a mild solution to Equation (1.1).
To prove the uniqueness of the solution, we consider a mild solution u to Equation (1.1)

and we define

v(t) = u(t) exp

(
λ∗t−

∫ t

0
〈u(s),W 〉 ds

)
.
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Let us also take a function f ∈ Cc(R
N ) ⊂ D(A). Since Tt is self-adjoint, by differentiation of

the equality

〈u(t), f〉 = 〈T̃tu0, f〉+
∫ t

0
〈u(s),W 〉〈T̃t−su(s), f〉 ds

= 〈u0, T̃tf〉+
∫ t

0
〈u(s),W 〉〈u(s), T̃t−sf〉 ds

we get

d

dt
〈u(t), f〉 = 〈u0, T̃t(A− λ∗)f〉+ 〈u(t),W 〉〈u(t), f〉 +

∫ t

0
〈u(s),W 〉〈u(s), T̃ ∗

t−s(A− λ∗)f〉 ds

= 〈u(t), (A − λ∗)f〉+ 〈u(t),W 〉〈u(t), f〉.

Since t 7→
∫ t
0 〈u(s),W 〉 ds belongs to W 1,1

loc (0,+∞), we obtain

d

dt
〈v(t), f〉 = d

dt
〈u(t), f〉eλ∗t−

∫ t

0
〈u(s),W 〉 ds +

(
λ∗ − 〈u(t),W 〉

)
〈u(t), f〉eλ∗t−

∫ t

0
〈u(s),W 〉 ds

= 〈u(t), Af〉eλ∗t−
∫ t

0
〈u(s),W 〉 ds = 〈v(t), Af〉.

Integrating between 0 and t we obtain

〈v(t), f〉 − 〈u0, f〉 =
∫ t

0
〈v(s), Af〉 ds =

〈∫ t

0
v(s) ds,Af

〉
=

〈
A

∫ t

0
v(s) ds, f

〉

for all f ∈ Cc(R
N ). By density of Cc(R

N ) in E we get that v is a mild solution to the linear
equation, and so v(t) = Ttu0.

Due to the explicit expression of the solution to the replicator-mutator model in terms of
the semigroup (Tt)t≥0 obtained in Proposition 5.2, the conclusion of Theorem 2.3 follows from
Theorem 2.2.

Proof of Theorem 2.3. It suffices to write

∥∥∥∥
Ttu0

〈Ttu0,1〉
− ϕ

〈ϕ,1〉

∥∥∥∥
E

=

∥∥∥∥
〈〈u0, ϕ〉ϕ − Ttu0,1〉Ttu0 + 〈Ttu0,1〉(Ttu0 − 〈u0, ϕ〉ϕ)

〈Ttu0,1〉〈ϕ,1〉〈u0, ϕ〉

∥∥∥∥
E

≤ ‖Ttu0‖E
〈Ttu0,1〉

‖Ttu0 − 〈u0, ϕ〉ϕ‖TV

〈ϕ,1〉〈u0, ϕ〉
+

‖Ttu0 − 〈u0, ϕ〉ϕ‖E
〈ϕ,1〉〈u0, ϕ〉

and use the exponential convergence in Theorem 2.2 to get the result which is valid for any E.
For E = M (RN ) or E = L1(RN ) the stronger conclusion follows by noticing that in these two
cases 〈Ttu0,1〉 = ‖Ttu0‖E .

6 About the non-symmetric case

In this last section, we do not assume that J is even, that is Assumption 2.2 is not supposed
any more. In counterpart, we strengthen Assumption 2.4 by requiring that Assumption 2.6 is
verified.
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As in the symmetric case, we first consider the Banach space E = L2(RN ). For J non-even,
the operator −L is not self-adjoint, and we cannot use the variational approach to prove the
existence of a first eigenfunction. We bypass this issue by taking advantage of the fact that
the semigroup generated by −L is irreducible.

Proposition 4.2 does not require J to be even, and it ensures that −L generates a positive
semigroup (Ut)t≥0 in any of the considered Banach spaces E. The strong maximum principle
in Lemma 3.1 is also valid without evenness assumption on J , and it precisely means that
(Ut)t≥0 is irreducible in Lp(RN ) for 1 ≤ p <∞ (see [4, Definition C-III-3.1.(v)], recalling that
the quasi-interior points in Lp(RN ) with 1 ≤ p <∞ are the functions strictly positive a.e.).

We thus have the following result.

Theorem 6.1 (The non-symmetric case). Let Assumptions 2.1, 2.3 and 2.6 hold. Then there
exist λ1 < 0 and two positive functions ϕ and ϕ∗ in L2(RN ) with ‖ϕ‖L2(RN ) = 〈ϕ∗, ϕ〉 = 1
such that

Lϕ = λ1ϕ and L∗ϕ∗ = λ1ϕ
∗.

Moreover, there exist two constants C, a > 0 such that, for any u0 ∈ L2(RN ) and all t ≥ 0

∥∥eλ1t Utu0 − 〈ϕ∗, u0〉ϕ
∥∥
L2 ≤ Ce−at ‖u0 − 〈ϕ∗, u0〉ϕ‖L2 . (6.1)

Let us mention that the convergence (6.1) ensures the uniqueness of the triplet (λ1, ϕ, ϕ
∗).

Proof. First we prove that Assumption 2.6 ensures that ω0(−L) > 0. Take ε, η > 0 and
B ⊂ R

N such that

σ2 ess inf
Bε

∫

Bε

J(x− y)

W (y)
dy ≥ 1 + η

where we recall the notation Bε = B ∩ [W ≥ ε], and define the function

ψ(x) :=
1

W (x)
1Bε

(x).

Clearly Bε is necessarily essentially bounded, so that ψ ∈ D(−L) = L2(1+W ), and for almost
all x ∈ Bε we have

−Lψ(x) = σ2
∫

Bε

J(x− y)

W (y)
dy − 1 ≥ η.

Since ψ ≤ 1/ε, we deduce that

−Lψ ≥ εη ψ, and consequently Utψ ≥ eεηtψ.

This ensures that ω0(−L) ≥ εη > 0, and we set λ1 := −ω0(−L).
Besides, the proof of Lemma 4.3 does not require the evenness of J , and it guarantees

that ωess(λ1 − L) ≤ λ1. We thus have ωess(λ1 − L) < ω0(λ1 − L) = 0 and this has two
implications. First, the semigroup (eλ1tUt)t≥0 generated by λ1 − L is quasi-compact and
second, since ω0(λ1 − L) = max(ωess(λ1 − L), s(λ1 − L)) (see for instance K.J. Engel & R.
Nagel [19, Corollary IV.2.11]), the spectral bound s(λ1 − L) is zero.

We are in position to apply the result in W. Arendt & al. [4, Section C-IV, Remark 2.2.(d)]
to the semigroup (Tt)t≥0 := (eλ1t Ut)t≥0, and it guarantees the existence of ϕ and ϕ∗ positive
such that (6.1) holds. Using this convergence to pass to the limit s→ +∞ in TtTsu0 = Tt+su0
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we get that Ttϕ = ϕ, which yields Lϕ = λ1ϕ and, choosing u0 = ϕ in (6.1), 〈ϕ∗, ϕ〉 = 1.
Finally, taking Lu0 in place of u0 in (6.1) we get by passing to the limit t→ +∞ that

〈ϕ∗, u0〉Lϕ = 〈ϕ∗, Lu0〉ϕ

and so λ1〈ϕ∗, u0〉 = 〈ϕ∗, Lu0〉 = 〈L∗ϕ∗, u0〉 for all u0 ∈ D(L) = L2(1 +W ). This obviously
implies that L∗ϕ∗ = λ1ϕ

∗, and the proof is complete.

Now that we have Theorem 6.1 at hand, we can use the same strategy as in the symmetric
case to deduce the following counterpart of Theorem 2.2 in the non-symmetric case.

Corollary 6.2. The functions ϕ and ϕ∗ belong to L1(RN ) ∩ C0(R
N ) and there exist two

constants C > 0 and a > 0 such that, for any u0 ∈ E, the solution u = u(t, x) of (1.3)
starting from u0 = u0(x) satisfies, for all t > 0,

∥∥eλ∗tu(t, ·)− 〈ϕ∗, u0〉ϕ
∥∥
E
≤ C e−at ‖u0 − 〈ϕ∗, u0〉ϕ‖E ,

where λ∗ = λ1 + σ2.

A Comparison between Assumptions 2.4 and 2.6

First we check that when meas[W = 0] = 0, Assumption 2.6 is equivalent to the existence of
a Borel set B ⊂ R

N such that

σ2 ess inf
x∈B

∫

B

J(x− y)

W (y)
dy > 1, (A.1)

which is the condition appearing in [28, Theorem 2.1]. Clearly Assumption 2.6 implies the
existence of such a B (take B = Bε). Suppose now that meas[W = 0] = 0 and that there
exists B such that (A.1) is verified. For all ε > 0 we have

σ2 ess inf
x∈Bε

∫

Bε

J(x− y)

W (y)
dy ≥ σ2 ess inf

x∈B

∫

Bε

J(x− y)

W (y)
dy

since Bε = B ∩ [W ≥ ε] ⊂ B, and the monotone convergence theorem ensures that

∫

Bε

J(x− y)

W (y)
dy −−−→

ε→0

∫

B

J(x− y)

W (y)
dy

because meas(B ∩ [W = 0]) = 0. So (A.1) guarantees the existence of ε > 0 such that

σ2 ess inf
x∈Bε

∫

Bε

J(x− y)

W (y)
dy > 1.

The second part of this appendix section is devoted to the proof of the claim in Example 2.5.
Consider the one dimensional space R

N = R and the coefficients

J(z) =
1

2
1[−1,1](z) and W (x) =

√
|x|.
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First we check that Assumption 2.6 is verified if and only if σ2 > 1√
2
. Since meas[W =

0] = 0, Assumption 2.6 is equivalent to the existence of a Borel set B ⊂ R such that (A.1) is

verified. Moreover, since
∫
B

J(x−y)
W (y) dy ≤ 1

2

∫ x+1
x−1

1√
|y|
dy → 0 as |x| → ∞, such a B has to be

essentially bounded, and we set

R := inf{C > 0 : |x| ≤ C for almost all x ∈ B} ∈ [0,+∞).

Now let us define f : R → R by

f(x) :=

∫ R

−R

J(x− y)

W (y)
dy.

This function is positive, continuous, even, and non-increasing on [0,+∞). The definition
of R thus implies that ess infx∈B f(x) = f(R), and from (A.1) we deduce that

σ2f(R) > 1. (A.2)

But f(R) can be computed explicitly as follows

f(R) =





2
√
R if 0 ≤ R ≤ 1

2 ,√
R+

√
1−R if 1

2 ≤ R ≤ 1,√
R−

√
R− 1 if R ≥ 1,

and we deduce that maxR≥0 f(R) = f(1/2) =
√
2. As a result (A.2) enforces σ2 > 1√

2
.

Reciprocally, if σ2 > 1√
2
, then Assumption 2.6 is verified by choosing B = [−1

2 ,
1
2 ].

Now we check that Assumption 2.4 is verified as soon as σ2 > 4
4+π . Since 1/W is locally

integrable and J is locally supported, it suffices to verify that

σ2
∫∫

B×B

J(x− y)

W (x)W (y)
dxdy >

∫

B

1

W (x)
dx

for some Borel set B ⊂ R, i.e. we can take ε = 0 in Assumption 2.4. We choose B = [−1, 1]
and explicit computations yield

∫∫

B×B

J(x− y)

W (x)W (y)
dxdy =

∫ 1

0

1√
x

∫ 1

x−1

1√
|y|

dy dx

=

∫ 1

0

2√
x
(1 +

√
1− x) dx = 4 + π

and ∫

B

1

W (x)
dx = 2

∫ 1

0

1√
x
dx = 4.

As a result it suffices that σ2(4 + π) > 4 for Assumption 2.4 to be verified.
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B Proof of the estimate of Example 2.6

Consider the one dimensional space R
N = R and

J(z) =
1

4
1[−2,2](z) and W (x) = |x|m with m > 1.

We want to derive, for some well-chosen sets Bε and Ω, an estimate on the quantity

a∗ = bε − Φ̄

where

bε =

(
σ2

∫∫

Bε×Bε

J(x− y)

W (x)W (y)
dxdy −

∫

Bε

dx

W (x)

)(∫

Bε

dx

W (x)

)−2

and Φ̄ is the maximal value of the function

Φ(ξ) = min
{
σ2 − ξ, ηmeas(Ω) + a1ξ + a2

√
ξ
}

with
η = ess sup

2Ω
K − ess inf

2Ω
K,

a1 =
(
ess inf

2Ω
K
)(∫

Ωc

1

W

)
and a2 = 2σ

√
sup
x∈R

∫

Ωc

K(x− y)

W (y)
dy.

Let us start with bε. Choosing Bε = [−1, 1] ∩ [W ≥ ε] we have for all ε > 0
∫∫

Bε×Bε

J(x− y)

W (x)W (y)
dxdy =

1

4

(∫

Bε

dx

W (x)

)2

,

so that

bε =
σ2

4
−

(∫

Bε

dx

W (x)

)−1

−−−→
ε→0

σ2

4
. (B.1)

Now let us estimate Φ̄ for the set Ω = (−1, 1). We have

η = 0,

a1 =
σ2

4

∫

Ωc

|x|−mdx =
σ2

2

∫ ∞

1
x−mdx =

σ2

(m− 1)

and

a2 = σ2

√
sup
x∈R

∫

Ωc

1[−2,2](x− y)|y|−mdy = σ2

√

2

∫ 5

1
y−mdy = σ2

√
2

√
1− 51−m

m− 1
.

It is easy to see from the definition of Φ that

Φ̄ ≤ ηmeas(Ω) + a1σ
2 + a2σ.

We thus get the estimate

Φ̄ ≤ σ2
(

σ2

m− 1
+

√
2

σ√
m− 1

)

which, together with (B.1), yields the estimate on a∗ claimed in Example 2.6.
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