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Deep learning methods have shown high performance potential for medical image analysis. However, explaining their decisions is not trivial and could be helpful to achieve better results and know how far they can be trusted.

Many methods have been developed in order to explain the decisions of classifiers, but their outputs are not always robust or meaningful [1] and they remain difficult to interpret.

In this study, we adapted to 3D medical images the method of [2] which relies on two visualization methods extensively used: occlusion and saliency maps.

### Results

#### Mask robustness

**Figure 1.** Grid search on \(\lambda_1\) and \(\lambda_2\) hyperparameters

**Table 1.** ROI-based similarity across different values of \(\lambda_1\)
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> Stability across different sets of hyperparameters

#### CNN robustness

**Figure 2.** Masks obtained for the five folds of the CV on the first run (first line) and five runs of the first fold (second line)

<table>
<thead>
<tr>
<th>Metric</th>
<th>inter-runs (mean)</th>
<th>inter-folds (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>prob(_{\text{CNN}})</td>
<td>0.82</td>
<td>0.78</td>
</tr>
<tr>
<td>ROI-based</td>
<td>0.69</td>
<td>0.65</td>
</tr>
</tbody>
</table>

> CNN training is not robust towards the regions identified

**Top 5 of more masked ROIs across the 5 folds**

*hippocampus, parahippocampal gyrus, fusiform gyrus, amygdalae, putamen, pallidum, temporal gyrus, thalamus*

> Coherent with prior knowledge on AD
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