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Abstract

Molecular dynamics simulation, and theoretical chemistry in general, have been

central tools in the study of ionic liquids and eutectic solvents, both of which are fluid

phases dominated by ionic interactions and strong hydrogen bonds. These systems are

still relatively recent, so the amount of experimental information given their enormous

diversity is still scarce. Computational studies have produced several important dis-

coveries, besides helping in the interpretation of experimental findings. Here we review

the latest developments in the models describing the interactions and conformations of

ionic liquid phases with atomic detail, in particular polarizable force fields. In these

all-atom models, the response of electron clouds to their electrostatic environment is

represented by induced dipoles, therefore moving beyond the pair-wise additivity of

fixed-charge force fields. Most of the conceptual framework to develop polarizable force

fields has been available and implemented in major molecular dynamics codes, so the

main challenge to develop a useful polarizable model for ionic liquids and eutectic sol-

vents is how to handle their diversity in chemical structures and interactions, in order
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to build a model that can represent solutions, mixtures and interfaces with materials,

and that is not too difficult to extend to new systems. As usually, force field develop-

ment is not only science: it’s an art! The ingredients of successful force fields are often

the result of pragmatism and heuristics, rather than mathematical complexity and ab-

solutely rigorous physics (although retaining a sound physical basis in the parameters

definitely helps). We focus on the CL&Pol polarizable force field for ionic liquids, pro-

tic ionic liquids and eutectic solvents, improving on previous-generation fixed charge

models. The CL&Pol force field is built as a detailed but extendable and transferable

model offering more reliable predictions of thermodynamic, structural and transport

properties, which should contribute to the advancement of the field and towards the

design of better solvents, electrolytes, lubricants, etc.

1 Introduction

Room-temperature ionic liquids have been a particularly active field of research for the past

20 years,1 in which molecular dynamics simulation was instrumental to predict and un-

derstand many physical and chemical properties. The atomistic force fields, or interaction

potential models, are a fundamental ingredient of a molecular simulation study: if the un-

derlying molecular model is not good, the results of the simulation will not be meaningful.

Presently, at the forefront of this topic, several groups are actively developing force fields

that incorporate polarization effects explicitly, thus representing the response of electron

clouds to local electrostatic environments. Even highly detailed force fields are still orders

of magnitude faster in computational terms than quantum mechanics, allowing us to access

longer size and time scales. In ionic media, electrostatic forces need to be described carefully

and the new polarizable models are more advanced than the traditional, fixed-charge models

still in widespread use to study aqueous phases, organic compounds, biomolecules, interfaces,

and of course also ionic liquids.

Ionic liquids (ILs) are salts formed by large organic ions, with asymmetric, flexible molec-
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ular structures and delocalized electrostatic charge, all of these features contribute to hinder

crystallization and thus lower the melting point to near room temperature. The archetypal

ionic liquid is butylmethylimidazolium bis(trifluoromethanesulfonyl)amide, [C4C1im][Ntf2]

(the anion is also known as TFSI): the cation has its charge delocalized over an aromatic

5-member imidazolium ring and has one nonpolar alkyl side chain, making it asymmetric;

the anion has the charge delocalized over the N and the four O atoms, and is highly flexible

with many accessible conformations. The extent of the liquid range, and the thermal and

chemical stability of this IL are remarkable. Ionic liquids in which the ions are an acid-base

pair (with the equilibrium largely displaced towards the ionic species) form the class of protic

ionic liquids (PILs), of which an important example is ethylammonium nitrate (EAN). Hy-

drogen bonding is a key aspect in PILs (and can be also in “aprotic" ILs). The availability of

these ionic fluid phases near room temperature opens up vast fields of application, as solvents

for reactions, separations or for the synthesis of materials, as electrolytes in energy-storage

devices, as lubricants, etc.

When speaking of ionic liquids we also include deep eutectic solvents (DES),2,3 a more

recent class of environmentally acceptable solvents, which are mixtures of an organic salt with

a molecular compound, typically with the role of H-bond donor. Several interesting organic

salts that are abundant, low-cost and environmentally friendly, but solid, can be used to make

liquids at room temperature taking advantage of the phase diagram of the mixture with a

molecular compound, by staying close to the eutectic composition. The archetypal DES is

a mixture of cholinium chloride with urea, both common and non-toxic compounds that are

solid at room temperature, which yield a liquid mixture near the eutectic composition of

roughly 1:2 molar ratio. The properties of the predominantly-ionic DES, like those of ILs,

are determined to a large extent by Coulomb interactions and by H-bonds involving ions,

with also contributions from non-polar groups. DES have many similar applications to those

of ILs. From a molecular simulation standpoint, ILs4–14 and DES15–19 can be modelled using

the same framework and scales of description.
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Ionic liquids and DES are complex, structured phases, dominated by strong Coulomb

interactions and with persistent medium-range ordering. As such, they pose several chal-

lenges to simulation methods and to the force fields, which have been highly successful tools

to simulate aqueous solutions, organic liquids and biomolecules, and should in principle be

equally applicable to ionic phases.

The slow dynamics (due to a relatively high viscosity) and long-range structural features

of ionic liquids require simulations with consequent size and time scales (typically 6–10 nm

and 10–50 ns), significantly larger than those needed for typical molecular liquids, includ-

ing aqueous or organic phases. In order to attain longer scales at lesser computational

cost, coarse-grained (CG) models become invaluable, allowing the study of systems with

persistent long-range ordering or with slow dynamics, for example the mesophases of ther-

motropic ILs (ionic liquid crystals).20 Several coarse-grained force fields have been developed

for ionic liquids, in which typically one, or a few, CG sites (“beads”) bearing an electrostatic

charge represent the ionic head-groups, and each CG site on the side chains represents a few

CH2 units. Most CG force fields are specific to certain families of ILs21,22 and are not

easy to combine with other models, but the Martini force field,23 which is fragment-based,

has been recently extended to ILs,24 providing a tool to simulate many different systems,

since the Martini force field is designed to allow mixing of fragments.

Coarse-grained models retain the essential physics of a molten salt, namely the charge

ordering an the ionic correlations. However, these models average-out many molecular de-

grees of freedom, hiding certain details of specific interactions, such as H-bonding sites,

electrostatic charge distributions or conformational features. So-called united-atom mod-

els25 only hide a few degrees of freedom corresponding to H atoms, which are fused into the

heavy atoms, thus keeping many important features. In our view, keeping a high level of

detail is important for many studies, namely to design ionic liquids as solvents, lubricants

or electrolytes, through variations in their molecular structures that lead to subtle effects

and finely-tuned properties. This is one of the aspects that make room-temperature ILs

4



interesting in terms of their physical chemistry, and also for many applications.

On the smaller side of the multi-scale approach, in which the electronic structure is

computed using quantum mechanics, only very small systems can be studied (a few dozen

ion pairs) and during short trajectories. These ab initio molecular dynamics methods are

very powerful to study local, quasi-chemical effects but do not reach the scales needed to

evaluate energetic, structural and dynamic properties of the ionic liquid phases or their

interfaces. Therefore, at present, all-atom molecular dynamics strikes the best compromise

between computational cost, level of detail, and size and time scales attainable.26

Since only very little experimental information was available on ionic liquids and DES,

as this field evolved simulation has contributed to discover interesting features about these

systems, as well as serving as a tool to interpret macroscopic properties from the molecular

level.26 Also, it makes sense to benefit from advanced computational methods to select

fewer, and better targeted, experiments. For example, the nanoscale segregation between

polar and non-polar domains in ILs, where medium-length alkyl side chains are segregated

from charged head-groups due the strong cohesion between the latter, was seen in all-atom

simulations27 and later confirmed by X-ray scattering.28 This heterogeneous nature of ILs has

important consequences for solvation. Our understanding the correlations in ionic motions,

concerning how conductivity and diffusion are related, was also largely improved through MD

simulation studies.29 Understanding ionic transport is key for the use of ILs as electrolytes.

The design of task-specific ionic liquids for CO2 capture is another example of a research

effort in which experiments and computational chemistry made progress together.30 The

field of DES is newer, and simulating DES is in certain aspects more complex: they are by

definition multicomponent mixtures containing both ions and neutral molecules, with strong

H-bonds involving ions, which are challenging to model. When compared to ILs, the species

in DES have more freedom to create solvation environments with local compositions that

differ from the average composition. In purely ionic media this is more difficult because of the

constraint of electroneutrality. In DES, simulations have shown local solvation environments

5



that enhance the solubility of nonpolar, hydrophobic compounds.31

Because of the enormous variety of chemical structures (and compositions) of ILs and

DES, and in the logic of using computational methods to identify and design novel solvents

or electrolytes, molecular force fields should aim for a wide applicability, both in terms of the

functional groups they can represent and the properties that can be computed. Traditional

fixed-charge force fields for organic compounds, such as OPLS-AA,32 AMBER/GAFF33 or

CHARMM/CGenFF,34 offer the advantage of vast parameter sets covering many functional

groups, and also of a degree of transferability that allows them to be ported to new molecules

or ions with just reasonable effort, following well-documented parameterization procedures.

Unfortunately, this class of fixed-charge models proved unable, in general, to represent both

structural and dynamic properties of ILs correctly, likely because they were not developed for

ionic phases. When using integer ionic charges, dynamics is systematically predicted to be

too slow when compared to experiment,35,36 roughly by one order of magnitude in diffusion

coefficient or viscosity. The heat of vaporization seems also to be somewhat overestimated.

Scaling-down the ionic charges by a factor of about 0.837 can improve the sluggish dynamics

by reducing the ionic cohesive energy. Physical arguments in favor of scaling charges include

accounting for charge transfer and for effective polarization effects,38 the the basis of these

arguments in bulk liquid phases are not totally sound. Unfortunately, with scaled charges

densities tend to become too low, by up to 5%, and in mixtures and solutions the balance

between solute-solute, solute-solvent and solvent-solvent interactions may be modified, com-

promising the prediction of solubility, miscibility and phase behaviour.39 Studying mixtures

and solutions involves calculations for molecular or ionic species in different environments

and a charge scaling factor optimized for a certain state may not be transferable to different

environments.38 Charge scaling also affects dielectric properties.40

These shortcomings have motivated the development of more sophisticated force fields,

which include to some extent a representation of electronic degrees of freedom through

explicit polarization effects, thus moving beyond pairwise-additive interaction models. This
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representation of electron clouds is, of course, hugely simplified when compared to electronic

structure calculations (such as density functional theory) but the computational cost is kept

of the order of traditional molecular dynamics (MD) with additive, fixed-charge models.

These developments for ILs have followed the evolution of polarizable force fields for organic

compounds and biomolecules, namely the CHARMM family of models,41 and they have

been the subject of a recent review.42 Here we will give an account of additional, newer

developments in polarizable force fields that extend their applicability to protic ionic liquids

and to DES, both the site of strong H-bonds involving densely-charged ions. It is curious

that along the way, “old" tricks from simulation of high-temperature molten salts43 have been

brought in to solve some technical issues with the polarizable models. The developments

reviewed here aim for a general, transferable model, suitable to handle the huge variety of

ILs and DES, so that it can be used as a tool in molecular design of novel materials.

2 Representing Polarization Explicitly

Polarization (or induction) terms can be incorporated in MD force fields through several

methods. Adding point induced dipoles44–46 or Drude induced dipoles41,47–50 to atomic sites

are nearly equivalent methods, based on different ways to materialize the induced dipoles.

Point induced dipoles are just vector quantities assigned to the atomic sites, whereas Drude

induced dipoles are formed by two particles of opposite charge connected by a spring. The

response of the induced dipoles to the electrostatic environment is determined by the po-

larizability of the atomic sites, and so polarizable force fields have one additional type of

parameter, but fortunately with a clear physical meaning. Only minor deviations between

point and Drude induced dipoles have been documented, and that for highly polarizable

atoms.51 Using fluctuating point charges on atomic sites52–56 provides an alternative method

to represent polarization, with some drawbacks, such as inability to describe out-of-plane

polarization and not being easy to mix polarizable and non-polarizable particles, and some
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advantages, namely that no additional particles are required. With fluctuating charges,

electronegativity and hardness parameters are used to compute on-the-fly the atomic par-

tial charges, which are not set a priori, and so charge-equilibration models can naturally

render charge transfer between molecules. However, taming charge transfer requires ad-

ditional mechanisms.57,58 Fluctuating-charge models have not been developed to cover as

many molecular structures as induced-dipole models. The implementation of the Drude in-

duced dipole method in widely used codes, including CHARMM,49 NAMD,59 Gromacs,60

LAMMPS61 and OpenMM,62 makes this technique the most obvious choice for ionic liquids

and DES.

Polarizable force fields have been proposed for some ionic liquids,63–66 and almost none

for DES, but only a few efforts to develop systematic and general polarizable models have

been undertaken.67–71 The APPLE&P force field by Borodin67 was pioneering, with ex-

cellent predictions of thermodynamic, structural and transport properties of ILs. But ex-

tending and combining this force field to model other compounds or materials is difficult

because of the uncommon functional form (exponential-6 potential and combining rules).

Besides, this is a proprietary model whose parameters are not available in the open litera-

ture. Among recent Drude-based models, the SAPT-FF force field70,72 and the transferable

CL&Pol force field71,73,74 incorporate information from accurate quantum calculations using

symmetry-adapted perturbation theory (SAPT), a suitable quantum chemistry method to

obtain interaction energies and their decomposition into repulsive, electrostatic, induction

and dispersion terms. The SAPT-FF model70,72 for ILs is developed from scratch with all

intermolecular parameters fitted to SAPT energies. This model has been extended with

a study of polyethylene oxide in an IL75 and recently of urea,76 which point towards an

eventual extension to DES. The functional form of this force field consists of van der Waals

interactions modelled by an exponential Born-Mayer repulsive term and a series of Cn/r
−n,

n = 6, 8, 10, 12 powers77 for the dispersion term. The case-by-case and costly SAPT param-

eterization, as well as the incompatibility of the functional form to that of widely used force
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fields are obstacles to transferability and a broad usage of this force field.

The CL&Pol model71,73,74 presented in this review is built according to a different strat-

egy, favouring generality and transferability. It was developed from the existing fixed-charge

CL&P model,7,13 one of the most widely used for ILs, that had been parameterized fol-

lowing the philosophy and functional form of OPLS-AA (and it is also compatible with

AMBER/GAFF). As such, the CL&Pol model is relatively easy to extend, with applica-

bility already going beyond ILs and DES, having been used to study for example alkali-

metal electrolytes, dissolved gases, dyes and interfaces with nanomaterials. The qualities of

the CL&Pol force field were demonstrated in the calculation of thermodynamic, structural

and transport properties, yielding significant improvements when compared to the previous

generation of fixed-charge models. The CL&Pol force field, including parameter database,

examples and system-building tools for major codes, is available at public code repositories

(https://github.com/paduagroup).

3 Building the CL&Pol Force Field

The CL&Pol polarizable force field is built on the basis of the CL&P fixed-charge model

following several steps, illustrated in Fig. 1:

1. Adding Drude induced dipoles derived from atomic polarizabilities.

2. Scaling down the well-depth of the van der Waals interactions to avoid double-counting

of induction effects (which were implicit in Lennard-Jones terms of the CL&P model).

This modification is performed based on SAPT calculations, but a computationally

light scheme was developed to enable easy extension.

3. Slightly adjusting atomic diameters to improve the calculation of density.

The intramolecular bonded parameters and the atomic partial charges are taken from

the CL&P values. The intramolecular terms describing covalent bond stretching and va-
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Figure 1: Layout of the procedure to obtain the CL&Pol force field from the original CL&P
fixed-charge model.

lence angle bending are taken whenever available from the extensive OPLS-AA32,78 and

AMBER/GAFF79 parameter sets. If not available, the force constants and equilibrium ge-

ometries are calculated using the quantum chemical methods recommended for these force

fields, thus maintaining compatibility with many molecular compounds. Thermodynamic

and transport properties computed from condensed-phase MD, by averaging over long trajec-

tories of many nanoseconds, are not sensitive to details of vibrational modes (whose periods

are 6 orders of magnitude shorter). Certain ideal-gas properties would be sensitive to details

of bonded terms. The torsion (or dihedral angle) potentials, which affect conformations, and

the non-bonded Lennard-Jones (LJ) and Coulomb terms are, on the other hand, critical for

condensed-phase simulations. So-called “proper” torsion potentials act between groups of 4

atoms, 1–2–3–4 bonded through 3 bonds, rotating around the central 2–3 bond, and are key

to describe conformations. “Improper” torsion potentials are applied to groups of 4 atoms

of which 3 of them are bonded to a central, planar atom, usually the 3rd, in order to stiffen

out-of-plane bending of sp2 carbon or nitrogen atoms, for example.

The dihedral angle potentials do not determine the conformations alone, since atoms

belonging to the same molecule also interact through LJ and Coulomb potentials if they

are sufficiently far apart (4 or more bonds), which represents steric hindrance effects and

prevents overlaps. Therefore, an interdependence exists between the torsion potentials and

the LJ and Coulomb parameters. The OPLS-AA procedure requires, first, that charges and
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LJ parameters be obtained, and only then dihedral angle coefficients be fitted to quantum

mechanically calculated torsion energy profiles. The torsion parameters of both CL&P and

CL&Pol are obtained in this consistent manner8,78 in an attempt to describe ion conforma-

tions accurately.

3.1 Drude Induced Dipoles

A Drude induced dipole is formed by two point charges of opposite sign, a positively-charged

Drude core (DC), at the center the atomic site, and a negatively-charged Drude particle (DP),

connected to its core by a harmonic spring with an equilibrium distance of zero. The pair of

charges gives rise to an induced dipole under an external electrostatic field, with magnitude

determined by the Drude charges and by the force constant of the spring,

α =
q2D
kD

(1)

We opt, as in the CHARMM polarizable force field,49 to set the force constant of the DC-

DP harmonic bond to kD = 4184 kJmol−1 and obtain the Drude charge from the atomic

polarizability. Atomic polarizabilities for ionic liquids derived from first principle calculations

are available in the literature.80,81 Because of the small atomic mass comparable to the mass

of the DP and the low polarizability (low electron density), hydrogen atoms are treated as

non-polarizable, with their polarizability merged onto the heavy atoms to which they are

bound.

In a MD trajectory, the degrees of freedom (DOF) associated with Drude dipoles can be

relaxed iteratively to their equilibrium positions at each time step, but this self-consistent

relaxed-Drude method is slow. A faster alternative is to integrate the equations of motion of

the DP by assigning a mass to them (usually 0.4 u, which is subtracted from the respective

DC). The aim is for this extended Lagrangian method to generate a trajectory as close as

possible to that of the relaxed Drudes, so in order to prevent kinetic energy draining into
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the DC-DP DOF, the relative motion of the DP with respect to their DC is thermostated

at very low temperature,49 typically of 1K, with the remaining DOF being thermostated at

the desired temperature. Therefore, the implementation of the Drude model in MD codes

requires a dual-thermostat scheme, which has been implemented in several MD packages.59–62

It was recently shown that heat flow to the cold Drude DOFs may lead to unbalanced

temperatures between intramolecular and translational center-of-mass DOF.82 To correct

this bias, a triple temperature-grouped Nosé-Hoover thermostat has been implemented in

the OpenMM82 and LAMMPS74 codes. This improved thermostating scheme provides more

accurate dynamic and structural quantities.

3.2 Preventing the Polarization Catastrophe

In a Drude polarizable force field such as CL&Pol the electrostatic potential between the

induced dipoles includes a short-range damping function:

Uelst(rij) =
∑
i

∑
j ̸=i

qiqj
rij

+
∑
i

∑
j

Tij(rij)
qiqD,j

rij
+
∑
i

∑
j ̸=i

Sij(rij)
qD,iqD,j

rij
(2)

where Tij and Sij are short-range damping functions, plotted in Fig. 2. These damping func-

tions represent smearing of the point charges at short range, which has a physical sense61,83–86

when describing the interactions of electron clouds, and also help to prevent instabilities in

the trajectories due to excessive correlations between nearby dipoles, or to rare events in

which DP are captured by nearby positive particles, for example DC of other atoms, causing

a "polarization catastrophe".

We use Thole damping functions, Sij,87 (3), controlled by the atomic polarizabilities α
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Figure 2: Short-range damping of Drude dipole-dipole interactions using a Thole function,
Sij (a = 2.6, α = 1.5Å3) and of charge-Drude dipole interactions using Tang-Toennies
functions, Tij (b = 4.5Å−1, c = 1.0).

and a universal parameter aij = 2.6.84

Sij(rij) = 1−
(
1 +

sijrij
2

)
exp(−sijrij), (3)

sij =
aij

(αij)1/3
=

(ai + aj)/2

[(αiαj)1/2]1/3
(4)

For most aprotic ionic liquids, Thole damping is sufficient to avoid instabilities. But in

strongly H-bonded systems, including protic ionic liquids and DES, and particularly in the

presence of densely-charged ions such as alkali metal cations or halogens, the interactions

between certain charges and induced dipole need also to be damped (or smeared) at short

range.74 In the CL&Pol force field, this damping of charge-dipole interactions is used only

to prevent instabilities of simulations. Inspired by the MD studies of molten salts43,66,88–90

we used an adaptation of the Tang-Toennies91 (TT) dispersion damping function,

Tij(rij) = 1− cij · exp (−bijrij)
4∑

k=0

(bijrij)
k

k!
(5)

where the parameters bij and cij are set empirically to 4.5 and 1.0.74 The TT damping

function serves as a safeguard against events causing trajectory instabilities, preventing DP
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from being captured by nearby positive atoms (Fig. 3) without affecting properties of systems

in normal circumstances.

Figure 3: Illustration of the polarization catastrophe in ethylammonium nitrate, a protic IL.
The DP on the O atom of the anion leaves its DC and is pulled towards the H atom of the
cation head group. Hydrogen atoms are not polarizable and so do not carry a DP.

3.3 Transferability by a fragment approach

The CL&Pol force field is designed to be extendable to new compounds with as much trans-

ferability of parameters as possible. Large ions are decomposed into smaller fragments for

the purpose of deriving the force field parameters, and the chemical functional groups of the

fragments are kept as much as possible unchanged across molecular or ionic entities. Typi-

cally, an ion is represented by a charged head group and one or several neutral side chains, for

example, 1-butyl-3-methylimidazolium is split into 1-ethyl-3-methylimidazolium, over which

the positive charge is distributed, and butane serves as template to the atoms in the side

chain that are sufficiently far from the charged head-group.73 We keep the ethyl group in the

first fragment to emphasise that the imidazolium ring affects partial charges on atoms up to

two bonds along the chain.7 On the contrary, if the charge is not spread over a conjugated

π-system, but localized on a particular atom with several side chains attached to it, such

as in quaternary ammonium or phosphonium cations, a fragment with short methyl groups

such as tetramethylammonium is used. Often anions, which are typically much smaller than

cations in the most usual ILs, are kept as entire ions. Naturally, in cases such as alkylsul-
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fonatea or tosylate, long-chain carboxylates or phosphates, separate fragments are defined

for the negative head group and for the neutral side chains or groups.

Once the general procedure is established, a balance between the number of fragments

and their size should be kept, in order to avoid over-parameterization of the force field. Some

cases merit a special treatment. Thus, in ethylammonium nitrate, an important protic ionic

liquid, and in choline chloride, present in many DES, the cations are treated entirely and

parameterized specifically, since they are still relatively small and this makes the force field

more accurate for these compounds. In more general IL and DES families it is much more

productive to use a transferable fragment approach, even if some specific details are less well

reproduced.

3.4 Separating Polarization from Dispersion Interactions

The parameters describing van der Waals interactions in CL&Pol are taken from the non-

polarizable CL&P force field for ionic liquids, or from OPLS-AA for molecular compounds. In

these fixed-charge models, polarization effects are already present, albeit described implicitly,

lumped with dispersion terms in the non-bonded Lennard-Jones potential. Now in the

CL&Pol force field, polarization (induction) effects are accounted for explicitly through the

Drude induced dipoles. Therefore, the original CL&P LJ parameters need to be rescaled to

remove double counting of polarization terms, so that in CL&Pol the LJ terms represents

only London dispersion. We perform this through a scaling factor, kij, which is applied to

the well-depth, ϵ, of the LJ potential, corresponding to the fraction of dispersion contribution

in the sum of dispersion and induction energies,

kij =
Edisp

Edisp + Eind

(6)

This scaling factor is evaluated per fragment, and functional groups present in the same ion

can have different values, depending on the fragment they belong to. We aimed to have the
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best possible resolution between the different terms making up the intermolecular energies,

specially the induction and dispersion components, so we chose SAPT,92,93 an expensive

method which doesn’t suffer from basis-set superposition errors, to evaluate dimer interaction

energies.71,73 Only dimers of fragments that can be found in first coordination shells, namely

cation-anion, cation-neutral, anion-neutral and neutral-neutral, are considered. The non-

bonded interactions between ions of the same charge are not modified due to the larger

separations (second solvation shell) arising from electrostatic repulsion. The values of kij are

nearly 1.0 for apolar-apolar fragment dimers (e.g. two butane molecules representing alkyl

chains) because the induction component is small compared to the dispersive one. When

polar or charged fragments are involved, the values of kij can be 0.4 or even less, meaning

that the polarization terms are dominant compared to dispersion.

The high computational cost of SAPT calculations prompted us to devise a general

scheme to predict the scaling factors on the basis of accessible molecular quantities, such as

total charges, polarizabilities and dipole moments of the fragments.71 Based on the classical

equations of London dispersion and Debye induction, the scaling factor can be expressed as

kij =

(
1 + c0r

2
ij

Q2
iαj +Q2

jαi

αiαj

+ c1
µ2
iαj + µ2

jαi

αiαj

)−1

(7)

where the α are the polarizabilities of the fragments, Q their net charges, µ their dipole

moments. The distance rij is the equilibrium separation of a given fragment pair, and

c0 = 0.25 and c1 = 0.11 are adjusted coefficients to a set of SAPT-derived kij values covering

charged and neutral fragments,71 as shown in Fig. 4. The root-mean square error does not

exceed 0.08, which we find quite good, since conformations and local geometry minima also

cause uncertainties in the SAPT values.

Recently, the scheme was applied to dimers composed of new tetramethylphosphonium

(P +
1111) and cholinium (Ch+) cations, tetracyanoborate (TCB–) and 2,2,2-trifluoro-N-(trifluoromethylsulfonyl)acetamide

(TSAC–) anions, dimethyl ether (Me2O) and tetramethylsilane (TMS) molecules, and the ro-
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fragments.

bustness of the prediction is demonstrated by the reliability of our approach when extending

it to new structures.

Mixing CL&Pol with the other polarizable force fields, for example the SWM4-NDP water

model94 or a polarizable CO2 model,95 is rather straightforward. But in these cases, only

the influence of the already polarizable molecules (water or CO2) on the CL&Pol fragments

should be taken into account to scale the LJ terms (coming from CL&P),

kij =

(
1 + c0r

2
ij

Q2
i

αi

+ c1
µ2
i

αi

)−1

(8)

where the i index corresponds to the already polarizable molecule. In the case of a water

molecule, for example, this expression depends only on its dipole moment and molecular

polarizability,94 resulting in a value of 0.72 for any dimer formed with SWM4-NDP water.

The procedure described so far to generate the CL&Pol parameters, by adding Drude

induced dipoles and scaling down the well-depths of the LJ potentials, was seen to lead to

systematically slightly lower densities by a few percent on the training set of ionic liquids.71
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This does not seem to be a spurious effect of the dual thermostat used to handle the Drude

DOF, as has been reported in the literature,82 since for the CL&Pol force field both classi-

cal and temperature-grouped Nosé-Hoover thermostat give comparable density deviations74

as seen in Fig. 5. Therefore, we interpret the lower densities as due to the procedure to

parameterize the CL&Pol model, and opted to nudge the values of the LJ diameters σ by

a universal factor of 0.985, i.e. a 1.5% correction, in order to compensate for the density

deviations.71 For some particular cases, such as ammonium and phosphonium cations with

several long alkyl side chains, for example trihexyltetradecylphosphonium (P6,6,6,14+), the

correction needs to be more consequent, with σ scaled by 0.950 in order to keep density

deviations within −2.5–3.0%. This seems to be an issue arising from the very long side

chains rather than from the ionic or polar fragments, and likely could benefit from sourcing

the alkyl chain parameters from a native polarizable force field for alkanes.
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Figure 5: Predicting the density of ILs before and after LJ σ correction by 0.985. NH
denotes the dual Nosé-Hoover thermostat, tgNH the temperature-grouped Nosé-Hoover
thermostat; SiCSiC corresponds to dimethyl((trimethylsilyl)methyl)silyl)methyl, Me4C5 to
2,2,4,4-tetramethylpentyl side chains in imidazolium cations.
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4 Modelling Difficult H-bonds in Protic ILs and DES

When modelling cholinium chloride (ChCl) based DES and other strongly H-bonded system

with halide ions, we observed a notable shortening of O H· · ·Cl distance (to 1.7Å), a

density overestimation (3.5%) and “freezing" of the system, meaning the strong H-bonds

involving densely-charged ions were not modelled correctly. The absence of a repulsive core

on a hydrogen atom was allowing the positive charge of the H to approach Cl– and its DP,

even when using the TT damping function. Note that H atoms bonded to O or to N in the

OPLS-AA force field do not carry their own LJ sites; they are simply point charges embedded

in the LJ site of the corresponding heavy atom (this is also the case in many water models).

During the development of CL&Pol, attempts including a small LJ site on H atoms were

made, to prevent H-bonds from becoming too short. But a satisfactory compromise between

preventing instability in the Drude dipoles and maintaining correct structural features was

not found. This led us to revise the source of the CL&P chloride parameters, which had been

obtained from the crystal structures for the few available ILs more than 15 years ago.7,9 At

the time this was thought to better represent the fully ionic nature of ILs than parameters

for ions derived from hydration properties. But for strongly H-bonded systems, chloride

parameters from OPLS-AA, which were obtained from aqueous solutions,96 much improve

the situation. Indeed in OPLS-AA Cl– has a larger LJ diameter (4.41Å instead of 3.65Å

in the initial CL&P). Adopting OPLS-AA as a source of parameters for halides leads to a

good prediction of equilibrium and transport properties of DES, such as cholinium chloride

+ urea, cholinium chloride + ethyene glycol and tetrabutylammonium bromide + ethylene

glycol, providing us with a suitable polarizable force field for DES.

Quite similarly, in protic ionic liquids such as ethylammonium nitrate (EAN), a similar

issue related to the shortening of N H· · ·O distance was seen. There are three “naked-

charge" H atoms in the ammonium head group and their interactions with a nitrate anion

led to an extremely short N H· · ·O distance of 1.2Å, comparable in length to an intramolec-

ular N H bond, whereas ab initio calculations give a N H· · ·O distance of 1.9Å.97 As said
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above, EAN is such an important liquid due to its network of hydrogen bonds, and this status

grants a specific treatment in force field development (much like for water). Coincidentally,

there have been contradicting analyses in the literature about the nature of the H-bonds

in EAN. In one view, based on the empirical potential refinement method from X-ray and

neutron structure factors, a number of authors98–100 postulated bent N H· · ·O bonds, with

an O atom from nitrate shared between several ammonium H. A different view, of linear

H-bonds involving one ammonium H was advanced by other groups,97,101,102 from DFT tra-

jectories in condensed phase. The two patterns are shown in Fig. 6. The interpretation of

the H-bond geometry from structural data seems to be highly sensitive to the underlying

atomistic model,103 so this is an open question. Going back to the extension of CL&Pol

to EAN, correct H-bond distances are obtained by increasing σNO slightly.74 This leads to

density, viscosity, diffusion coefficients, and also X-ray and neutron structure factors from

polarizable MD simulations that are in good agreement with experimental data.74 It also

produces linear H-bonds, supporting this hypothesis about the structure of EAN.

Figure 6: Two hydrogen bonding patterns in ethylammonium nitrate. A linear N H· · ·O
bond obtained from QM calculations in condensed phase97,101,102 and the CL&Pol force field74

(left) and a bent, shared N H· · ·O bond obtained with the empirical potential refinement
method from X-ray and neutron scattering98–100 (right).
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5 Ionic liquids at charged interfaces

Many ionic liquids and DES are suitable as electrolytes, some with wide electrochemical win-

dows, so among the first obvious applications one finds metal and semiconductor electrode-

position processes,104 and energy storage devices,105,106 both batteries and supercapacitors.

Modelling these systems is more difficult than bulk liquid phases because of the interface with

the electrode material,107 which means describing interactions between a solid and a liquid,

often complicated because solid and liquid-state modelling may use incompatible functional

forms in the force fields. On top of this, a correct description of electrostatic effects is essen-

tial to describe electrodes and their interfacial layers. The surface charges on the electrode

can be modelled simply by assigning a fixed charge distribution, from which the electrostatic

potential is calculated integrating Poisson’s equation (this is the analogue of a fixed-charge

molecular force field) or, in a more realistic manner, by imposing a potential and computing

the corresponding atomic charge distribution,108,109 which fluctuates in response to the ions

of the electrolyte and therefore polarization effects are explicit. Constant-potential boundary

conditions at conductors can also be modelled using the image charge convention.110

Given the nature of the electrodes and of the IL electrolytes, it would be interesting

to treat both using polarizable models, to representing more faithfully the interactions,

ordering and dynamics in the interfacial layers, that are not yet fully understood.111 But

in most published studies using simulation, the two partners, electrode material or ionic

liquid, are not treated with equivalent levels of detail, thus some important effects may

be missed. We think in the future, with the availability of polarizable force fields such as

CL&Pol, the community working on electrochemical devices will opt to model all-atom, fully

polarizable systems. The CL&Pol force field has been used to study substituted imidazolium

dicyanamide ILs at charged interfaces of molybdenum disulfide, MoS2, a two-dimensional

material of the family of transition metal dichalcogenides. MoS2 is a 2D semiconductor,

interesting to make ionic liquid-gated devices, such as transistors in which an electrolyte is

used to polarize the material and to modulate the density of charge carriers.112,113 A parallel-

21



plate capacitor was setup, as shown in Fig. 7, with the ionic liquids as the electrolytes and the

image-charge constant-potential method representing the polarization of the MoS2 surfaces,

at imposed electrostatic potential.

Figure 7: Constant-potential simulation of a substituted imidazolium dicyanamide ionic liq-
uid electrolyte near charged MoS2 surfaces, with the polarization of the material represented
by the image charge method.

The effect of the side-chain length on the cations and of different substituents, namely

aromatic and hydroxide groups, on the structure of the electrical double layer was analysed,

providing details and insights about the orientation of ions and also on the capacitance and

on the dynamics of charging the interface.

6 Conclusions

Polarizable force fields offer a productive and insightful framework to study systems with

ionic liquid phases, be it as solvents, electrolytes, lubricants, confined liquids or coatings,

among other possible roles. At present all-atom molecular dynamics simulation strikes an

interesting compromise between level of detail and the system size and time scales attainable

with reasonable computational cost. This is the mid-level, between quantum chemistry at

the bottom, useful to investigate chemical or quasi-chemical phenomena (reactivity, charge

transfer) at a local molecular scale, and coarse-grained models at the top, which are suitable

for slow, long-range ordered systems such as ionic liquid crystals or polyelectrolytes. We

learned over almost two decades that ionic liquids are sophisticated, their balance between

Coulomb and van der Waals forces resulting in non-trivial structural and dynamical features.

Eutectic solvents, mixtures of salts with molecular compounds, are also complex with strong
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hydrogen bonds playing a major role (as they do in protic ionic liquids). The availability of

the general force fields such as the CL&Pol model, built to be extendable to new compounds

and systems without the need for case-by-case parameterization, is expected to contribute

to advances in understanding the the physical chemistry of ionic fluids and their interfaces,

thus enabling their rational design as better solvents or electrolytes.
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