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A Separable Instrumental Variable Method for Robot Identification

A. Janot

Abstract—This paper addresses the topic of robot model identification. The standard identification method is based on the use of the inverse dynamic model (IDM) and the application of Least Squares (LS) estimation while the robot is tracking trajectories. Although this approach has been applied successfully to several industrial robots, the standard friction model is assumed to be described by a linear relationship in the viscous and Coulomb coefficients and the consistency of LS estimates is not secured when the system is identified in closed loop. In this paper, a Separable Instrumental Variable (SIV) approach is proposed that corrects these limitations. This SIV method consists of two steps. In the first one, a Nonlinear LS estimation is combined with the IDM to identify the nature of friction effect, which is potentially nonlinear. In a second step, an iterative linear IV method is performed in order to obtain the estimates of the inertia and gravity parameters. The experimental results obtained on the 6 degrees-of-freedom TX40 robot show the effectiveness of this new approach.

I. INTRODUCTION

This paper deals with robot identification which has a long history, see [1]-[6] and the references therein, and is witnessing a renew, see [7]-[11] among others. The standard approach to modelling robots is based on an inverse dynamic identification model combined with least-squares estimation. This method, referred to as the Inverse Dynamic Identification Model with Least Squares (IDIM-LS), has been successfully applied to several prototypes and industrial robots, see e.g. [1]-[6]. Good results can be obtained provided a well-tuned derivative bandpass filtering of the joint position measurements is used to calculate the joint velocities and accelerations. However, because robots are identified during closed-loop operation, the user can never be sure that the IDIM-LS estimates are consistent, even if a tailor-made data filtering is used [6], [12]-[14]. Instrumental Variable (IV) estimation provides an alternative approach to this problem and, in [6], an IV method suitable for robot identification, called IDIM-IV, has been developed and validated experimentally. It has been shown that this method is robust in the presence of measurement noise, and the instruments can be evaluated using a revised Durbin-Wu-Hausman test (DWH-test) statistic, [15]. However, the friction model is described by a linear relationship in the viscous and Coulomb coefficients.

Friction modelling and identification have a long history and this topic is so vast and rich that it is impossible to cite all the relevant works. The interested reader can refer to the following survey [16] and the references therein. Friction models can be divided into two classes: static models that depend only on the current velocity and dynamic models that are more general. Note that models which are temperature-dependent have been considered, [7] and [17]-[18]. As regards identification methods, nonlinear estimation techniques are popular since the friction models are mostly nonlinear, see e.g. [17]-[18] amongst others.

If we consider static friction models, an interesting approach is the exploitation of the Separable LS approach (SLS), [19]-[20]. The SLS method assumes that the dynamic model can be split into two independent parts: one linear to a set of parameters and another one nonlinear to another set of parameters. Like the parts, the two sets are assumed to be independent. Regarding the estimation process, SLS consists of two steps: in the first one, the nonlinear parameters are estimated thanks to a non-linear LS algorithm (NLS), and in the second, we use the linear LS. Then, an iterative process is run to estimate the dynamic parameters. According to [19], separating the NLS problem improves the convergence of the algorithm.

Surprisingly, the SLS method has not received much attention in robotics, although its potential for use in this context was reported some years ago, [21]. This may be due to the fact that the researchers and engineers prefer to run a whole NLS method to estimate the dynamic parameters. However, because the SLS method makes use of the linear LS approach, it lacks robustness against a correlation between the observation matrix and the vector of errors. To overcome this drawback, an extension of the IDIM-IV method could be applied, as suggested years ago in [6].

In this paper, we focus on the identification of static friction models without any other prior assumptions about the nature of the nonlinearities. The contribution of this paper is two-fold. First, a Separable IV (SIV) approach making use of the principles of the SLS and IDIM-IV methods, termed the IDIM-SIV method, is introduced and experimentally validated on the TX40 robot. It is shown that IDIM-SIV yields an accurate estimation of non-linear friction characteristics. Second, the inertial parameters of the robot are identified by the IDIM-IV method based on the friction characteristics estimated in the first step. The experimental results show that IDIM-SIV is more robust against noises than SLS, and outperforms a classical closed-loop output-error (CLOE) method.

The remaining sections of the paper are organized as follows: Section II reviews the standard IDIM-LS method; Section III introduces the new IDIM-SIV approach; Section IV is devoted to the experimental results; and Section V summarises our conclusions.
II. THE STANDARD IDIM-LS METHOD FOR ROBOT IDENTIFICATION

A. Inverse dynamic model of robots

The inverse dynamic model (IDM) of robots with \( n \) moving links calculates the \((n \times 1)\) joint torques vector \( \tau_{\text{idim}} \) as a function of generalized coordinates and their derivatives, [22]:

\[
\tau_{\text{idim}} = M(q)\ddot{q} + \tau_{\text{cor}}(q, \dot{q}) + \tau_s(q) + \tau_f .
\]

(1)

where \( q, \dot{q} \) and \( \ddot{q} \) are respectively the \((n \times 1)\) vectors of generalized joint positions, velocities and accelerations; \( M(q) \) is the \((n \times n)\) inertia matrix; \( \tau_{\text{cor}}(q, \dot{q}) \) is the \((n \times 1)\) vector of centrifugal and Coriolis torques; \( \tau_s(q) \) is the \((n \times 1)\) vector of gravitational forces and \( \tau_f \) is the \((n \times 1)\) vector of friction torques. In robotics, it is convenient to introduce \( N(q, q) \), the \((n \times 1)\) vector that encompasses the centrifugal, Coriolis, gravitational and friction torques with \( N(q, q) = \tau_{\text{cor}}(q, \dot{q}) + \tau_s(q) + \tau_f \).

The IDM (1) can be written, therefore, as

\[
\tau_{\text{idim}} = M(q)\ddot{q} + N(q, q).
\]

The 11 inertial parameters of a link \( j \) are, see [22]: \( XX_j, XY_j, XZ_j, YY_j, YZ_j \) and \( ZZ_j \), the six components of the inertia matrix of link \( j \) at the origin of frame \( j; MX_j, MY_j \) and \( MZ_j \), the components of the first moment of link \( j; M_j \) is the mass of link \( j; \) and \( I_{a_j} \) a total inertia moment for the rotor and gears of actuator \( j \). The set of identifiable inertial parameters, called set of base parameters, has to be determined because all of the inertial dynamical parameters are not identifiable: some have no influence on the IDIM while others are regrouped via linear relations, see [22]. By denoting \( \beta_L \) as the \((b_L \times 1)\) vector of identifiable inertial parameters with \( b_L \) as the minimum number of identifiable inertial parameters from which the IDIM can be calculated, the modified Denavit and Hartenberg (DHM) notation allows for the formulation of the following IDM which is linear in relation to \( \beta_L \),

\[
\tau_{\text{idim}} = \text{IDM}_L(q, \dot{q}, \ddot{q})\beta_L + \tau_f(\beta_f),
\]

(2)

\( \text{IDM}_L(q, \dot{q}, \ddot{q}) \) is the \((n \times b_L)\) matrix of basis functions associated with \( \beta_L \); \( \beta_f \) is the \((b_f \times 1)\) vector of parameters of friction torques; and \( b_f \) is the number of parameters required to model the friction characteristics.

Assuming that the joint \( j \) friction torque, \( \tau_{f_j} \), is modelled by the standard linear relationship

\[
\tau_{f_j} = F_{v_j}\dot{q}_j + F_{c_j}\text{sign}(\dot{q}_j),
\]

(3)

where \( F_{v_j} \) and \( F_{c_j} \) the viscous and Coulomb friction parameters of joint \( j \), the IDM (2) is linear in a set of identifiable parameters, \( \beta_L \), i.e.

\[
\tau_{\text{idim}} = \text{IDM}(q, \dot{q}, \ddot{q})\beta_L.
\]

(4)

where \( \text{IDM}(q, \dot{q}, \ddot{q}) \) is the \((n \times b)\) matrix of basis functions of the bodies dynamics; \( \beta = [\beta_L^T \beta_f^T]^T \) is the \((b \times 1)\) vector of identifiable parameters; and \( b = b_L + b_f \) is the number of identifiable parameters with \( b_f = 2 \cdot n \).

Because of errors, the \((n \times 1)\) vector of actual joint torques, \( \tau \), differs from \( \tau_{\text{idim}} \) by an error \( e_{\text{idim}} \). We obtain the Inverse Dynamic Identification Model (IDIM) given by

\[
\tau = \text{IDM}(q, \dot{q}, \ddot{q})\beta + e_{\text{idim}}.
\]

(5)

B. Data acquisition and data filtering

The data available from robot controllers are the measurements of \( q \) and the \((n \times 1)\) control signal vector \( v_r \). The joint \( j \) control signal, \( v_r \), is connected with the joint \( j \) torque, \( \tau_{\text{idim}} \), by

\[
\tau_{\text{idim}} = g_{r_j}v_r.
\]

(6)

where \( g_{r_j} \) is the joint \( j \) drive gain, which has an a priori value provided by the manufacturers that can be re-identified using special tests, [23].

C. IDIM-LS estimates

In robotics, we are considering a closed-loop situation and this requires a special approach to identification. Usually, a pragmatic approach based on an efficient tailor-made method of data filtering is used, see e.g. [5]. The IDIM given by (5) is sampled at a measurement frequency \( f_m \) while the robot is tracking reference trajectories \((q_1, \dot{q}_1, \ddot{q}_1)\). Then, after data sampling, the following over-determined system is obtained,

\[
y(\tau) = X(q, \dot{q}, \ddot{q})\beta + \varepsilon.
\]

(7)

where \( y(\tau) \) is the \((r \times 1)\) measurements vector built from actual torques \( \tau; X(q, \dot{q}, \ddot{q}) \) is the \((r \times b)\) observation matrix from \( \text{IDM}(q, \dot{q}, \ddot{q}); \varepsilon \) is the \((r \times 1)\) sampled vector of \( e_{\text{idim}}; r = n_j \cdot n \) is the number of rows in (7); and \( n_j \) is the number of samples collected for each joint \( j \).

Based on the usual assumptions of linear LS estimation, the IDIM-LS estimates and their associated covariance matrix are given by

\[
\hat{\beta}_{LS} = \left(X^TX\right)^{-1}X^Ty(\tau),
\]

\[
\Sigma_{LS} = \hat{\sigma}_{LS}^2\left(X^TX\right)^{-1}, \text{ with } \hat{\sigma}_{LS}^2 = \frac{\|y(\tau) - X\hat{\beta}_{LS}\|}{(r - b)}.
\]
\[ \sigma_{i,j}^2 = \Sigma_{i,s} (i,i) \] is the i-th diagonal coefficient of \( \Sigma_{i,s} \).

D. Limitations of the IDIM-LS method

Despite the fact the standard IDIM-LS method has been validated on many robots and prototypes, it has three main limitations. First, the friction is assumed to be modelled by the linear relationship in (3). If the friction phenomenon exhibits additional non-linear effects, IDIM-LS is no longer suitable. Second, robots are identified in closed-loop because they are effectively double-integrator systems that cannot be identified in open-loop. It is well known that, in this situation, the LS estimates are asymptotically biased because the vector of simulated joint accelerations \( \vec{q} = M^{-1}(q)(\tau_{dvn} - N(q,q)) \) is validated a posteriori.

III. A separable IV approach

The IDIM-SIV makes use of the principles of SLS. In the first step, we estimate the graphical nature of the frictional effect in each joint to estimate \( \beta_j \). In the second step, we estimate \( \beta_L \). This defines an iterative algorithm executed until convergence.

A. First step: estimating the graphical nature of frictions

To estimate the graphical nature of the frictional effect, we excite each link while the others are maintained at their steady-states. This approach is common in robotics: see e.g. [10], [16]-[18]. When only the link \( j \) is moving, while the other links stay at their steady-states, its IDM is given by

\[ \tau_j = Z \dot{q}_j + \tau_{slj} + \tau_{f j}(\dot{q}_j), \] (9)

where \( \tau_j \) is the actual joint \( j \) torque; \( \tau_{slj} \) is the joint \( j \) gravity torque given by \( \tau_{slj} = -gM_X \cos(q_j) + gM_Y \sin(q_j) \); \( g \) is the gravity constant with \( g = 9.81 \); and \( \tau_{f j}(\dot{q}_j) \) is the velocity-dependent joint \( j \) friction torque, whose form is a priori unknown to the user. We can extract the graphical nature of the frictional effect with the following relation

\[ \hat{\tau}_{f j}(\dot{q}_j) = \tau_j - Z \dot{q}_j - \hat{\tau}_{slj}^0, \] (10)

with \( \hat{\tau}_{slj}^0 = -gM_X \cos(q_j) + gM_Y \sin(q_j) \), where \( Z \dot{q}_j \), \( M_X \), and \( M_Y \) are the Computer-Aided-Design (CAD) values of \( Z \dot{q}_j \), \( M_X \), and \( M_Y \), respectively. Then, by plotting \( \hat{\tau}_{f j}(\dot{q}_j) \) with respect to \( \dot{q}_j \), we obtain the graphical nature of the joint \( j \) frictional effect, we can select an appropriate friction model, and define \( \beta_j \), the vector of parameters describing the joint \( j \) friction model. Finally, by applying a NLS method, one obtains an initial estimate of \( \beta_j \), denoted \( \hat{\beta}_j^0 \). By assuming that the joint \( j \) friction model is time-invariant so that the structure \( \hat{\tau}_{f j}(\dot{q}_j) \), the estimate of \( \tau_{f j}(\dot{q}_j) \) at iteration \( k \), involves the same parameters as those in \( \hat{\tau}_{f j}(\dot{q}_j) \), we can estimate \( \beta_j \) at any iteration \( k \).

B. Second step: estimating \( \beta_L \)

At iteration \( k \), let \( \hat{\tau}_{f j}^k \) be the joint \( j \) friction characteristics identified in the first step, \( (\hat{\tau}_{f j}^k)^T = [\hat{\tau}_{f j}^k \cdots \hat{\tau}_{f j}^k] \), the \((n \times 1)\) vector of the identified friction characteristics, \( \hat{\tau}_{f j - samp}^k \) the \((r \times 1)\) sampled vector of \( \hat{\tau}_{f j}^k \), and \( \hat{\beta}_L^k \) the \((n \times 1)\) vector of friction parameters. Assuming that the controller is known to the user, it is possible to simulate the DDM (8) with \( \hat{\beta}_L^{k-1} \), the IV estimate of \( \beta_L \) at iteration \( k - 1 \), and \( \hat{\tau}_{f j}^k \), in order to get the \((n \times 1)\) vector of simulated joint accelerations given by

\[ \hat{\tau}_{dvn} = M^{-1}(q, \hat{\beta}_L^{k-1})(\tau_{dvn} - N(q, \hat{q}_j, \hat{\beta}_L^{k-1}, \hat{\beta}_j^k)), \] (11)

where

\[ N(q, \hat{q}_j, \hat{\beta}_L^{k-1}, \hat{\beta}_j^k) = \tau_{cor}(q, \hat{q}_j, \hat{\beta}_L^{k-1}) + \tau_g(q, \hat{\beta}_L^{k-1}) + \hat{\tau}_{f j}(q, \hat{\beta}_j^k); \] \( \tau_{dvn} \) is the \((n \times 1)\) vector of simulated joint torques whose the j-th element is given by \( \tau_{dvn j} = C_j(s)(q_j - \hat{q}_j) \); and \( q_j \), \( \hat{q}_j \) are the \((n \times 1)\) vectors of the simulated joint positions and velocities obtained by integration of (11), respectively. In this case, at iteration \( k \), the instrumental matrix is constructed as follows, [6].

\[ \Sigma_L^k = X_k(q, \hat{q}_j, \hat{q}_j, \hat{\beta}_L^{k-1}), \] (12)

where \( X_k(q, \hat{q}_j, \hat{q}_j, \hat{\beta}_L^{k-1}) \) is the \((r \times b_L)\) observation matrix built from the sampling of \( \text{IDM}_k(q, \hat{q}_j, \hat{q}_j, \hat{\beta}_j^k) \) and with \( \hat{\beta}_L^{k-1} \). Let \( \hat{\tau}_{f j - samp}^k = \hat{\tau}_{f j}(\hat{\beta}_j^k) \) be the \((r \times 1)\) vector of measurements, where \( \hat{\tau}_{f j - samp}^k \) has been removed from \( y(\tau) \) in order to keep the linear part of the IDM. The following over-determined system is obtained

\[ \hat{y}_{f j - samp}^k = X_k(q, \hat{q}_j, \hat{q}_j)\beta_L + \epsilon_k, \] (13)

where \( X_k(q, \hat{q}_j, \hat{q}_j) \) is the \((r \times b_L)\) observation matrix built.
from the sampling of $\mathbf{IDM}_j(\dot{\mathbf{q}}, \ddot{\mathbf{q}}, \dddot{\mathbf{q}})$; $\mathbf{e}_k$ is the ($r \times 1$) vector of error terms. The IV estimates are given by
\[ \hat{\mathbf{p}}_{iv} = \left( \left( \mathbf{Z}_j \right) ^T \mathbf{X}_j \right) ^{-1} \left( \mathbf{Z}_j \right) ^T \mathbf{y}_{SIV}. \] (14)
$\mathbf{Z}_j$ being constructed with (12).

C. Convergence

With $\hat{\mathbf{p}}_{iv}$, we estimate $\hat{\mathbf{p}}_{iv+1}$ by running a NLS method with $\mathbf{p}_{iv+1}(\dot{\mathbf{q}}) = \tau_j - \mathbf{Z}_j \mathbf{a}_j \mathbf{q}_j - \mathbf{a}_s$, where $\mathbf{Z}_j$ and $\mathbf{a}_s$ are updated according to $\hat{\mathbf{p}}_{iv}$. Then, we use $\hat{\mathbf{p}}_{iv+1}$ to estimate $\hat{\mathbf{p}}_{iv+1}$, and so on.

Let $\hat{\mathbf{p}}_{SIV} = [\hat{\mathbf{p}}_{iv} \hat{\mathbf{p}}_{iv} ^T]$ and $\mathbf{Z}_L$ be the SIV estimates obtained and instrumental matrix at the final iteration, respectively. Let $\mathbf{e}_{iv}$ be the SIV error given by $\mathbf{e}_{SIV} = \mathbf{y}(\tau) - \mathbf{Z}_L (\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}) \hat{\mathbf{p}}_{SIV} - \tau_j (\hat{\mathbf{p}}_j)$.

IDM-SIV is iterated until $\| \mathbf{e}_{SIV} \| \leq \text{tol}_1$ and $\max _{i=1,...,n} \| \mathbf{e}_{SIV}^i (t) \| \leq \text{tol}_2$, where $\| \mathbf{e}_{SIV} \|$ is the norm of $\mathbf{e}_{iv}$ at iteration $k$; and $\mathbf{e}_{SIV}^i (t)$ is the $i$-th component of $\mathbf{e}_{SIV}$ at iteration $k$. Parameters tol1 and tol2 are values ideally chosen to get a good compromise between accuracy and the number of iterations needed to converge. A good compromise is to choose tol1 and tol2 between 2.5% and 5.0%. $\hat{\mathbf{p}}_{iv}$ is initialized with the CAD values of $\mathbf{p}_j$. The covariance matrices of $\hat{\mathbf{p}}_{iv}$ and $\hat{\mathbf{p}}_j$ are calculated according to standard rules, see e.g. [24] and section II.C. The relative error is given by
\[ \%e_{\text{IDM-SIV}} = 100 \frac{\| \mathbf{e}_{SIV} \|}{\| \mathbf{y}(\tau) \|}. \]

Because this IV approach combines the SLS and the IDIM-IV methods, it is called IDIM-SIV.

IV. EXPERIMENTAL IDENTIFICATION RESULTS

A. Presentation of the TX40 Robot

The TX40 robot has a serial structure with six rotational joints. The columns of $\mathbf{IDM}_j(\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}})$ and the components of $\mathbf{M}(\mathbf{q})$ and $\mathbf{N}(\mathbf{q}, \dot{\mathbf{q}})$ are calculated with the Newton-Euler recursive algorithm implemented in the SYMORO+ software, [22]. The TX40 robot has 60 base dynamic parameters calculated with SYMORO+.

In order to excite the friction and inertial parameters, the exciting trajectories $\{ \mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}} \}$ are designed so that $\mathbf{q}$ are squares and $\dot{\mathbf{q}}$ are trapezoidal, with various magnitudes. By combining these trajectories, one obtains $\text{cond}(\mathbf{X}) = 200$, and $\{ \mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}} \}$ that sufficiently excite the system and allow for good estimation of the base parameters, [25].

The TX40 robot is PID-controlled. For the three first joints, we have $\omega_j = 10$ Hz and, for the last three joints, we have $\omega_j = 20$ Hz. For the six joints, the desired damping is set to $\zeta_j = 1.0$ to avoid overshoots. Finally, data are stored with a measurement frequency $f_m = 1kHz$.

Friction estimated with IDIM-SIV, Linear friction model VS friction characteristics

Fig. 1. The extracted friction characteristics for the second joint compared with the SIV-estimated friction shape and the standard linear friction model.

B. Identification of the TX40 robot friction characteristics

The estimate of the joint position, $\dot{\mathbf{q}}$, and its two time derivatives, $\{ \mathbf{q}, \dot{\mathbf{q}} \}$, are calculated by an optimal filtering algorithm based on recursive fixed interval smoothing using the functions “irwsmopt” and “irwsm” of the CAPTAIN toolbox, [14].

The friction characteristics identified by the IDIM-SIV method for the second link are plotted in Fig. 1, which also shows the linear friction model estimated by the standard IDIM-LS method and the extracted shape. Similar results are obtained with the other joints and they are not presented here. The results obtained with the fifth and sixth joints are not reported here because the shapes captured by the IDIM-SIV method show that the usual linear friction model is sufficient in these cases.

According to the estimation results in Fig. 1, the friction characteristics represent a Stribeck effect so that, for the first four joints, $\tau_j(\mathbf{q}_j)$ can be modeled as
\[ \tau_j(\mathbf{q}_j) = F_{Vj} \dot{\mathbf{q}}_j + F_{Cj} \text{sign}(\mathbf{q}_j) + ... \]
\[ (F_{Sj} - F_{Cj}) \exp \left( -|\frac{\mathbf{q}_j}{V_{Sj}}|^\delta_j \right), \] (15)
where $F_{Sj}$ is the joint $j$ friction force; $V_{Sj}$ is the joint $j$ Stribeck velocity; and $\delta_j$ is the joint power coefficient that usually lies between 0.5 and 3.0. The parameters $F_{Vj}$, $F_{Cj}$, $F_{Sj}$, $V_{Sj}$ and $\delta_j$ are estimated by
a standard nonlinear least-squares optimization algorithm, e.g. the “lsqnonlin” MATLAB function. The final estimates are regrouped in Table 1 and clearly emphasize the fact that the Stribelck effect is significant for the first three joints. Indeed, $F_{s_j}$ differs significantly from $F_{c_j}$.

C. Identification of the inertia and gravity parameters of the TX40 robot with the IDM-IV method

As we have seen, the IDM-IV method requires the synthesis of the matrix $X_j(q, \dot{q}, \ddot{q})$ and, given the use of IV-based estimation, there is no need for prior data filtering. The IDM-SIV method is initialized with CAD values for the inertia and gravity parameters while the friction parameters of joints 5 and 6 are initialized at 0. To avoid the DDM simulation, the instrumental matrix is constructed with (12). Some base parameters have a poor contribution to the dynamics because they have small values and so can be omitted in order to simplify the dynamic models without affecting their accuracy. These are omitted after the application of the F test as explained in [6].

The IDM-SIV approach needs only 3 iterations to converge, and its estimates are given in Table 1. The relative error $\%e_{IDM-SIV}$ is 5.3%. The construction of $Z_j$ has been validated by running the statistic presented in [15]. The instruments are valid and the IDM-SIV estimates can be considered as statistically consistent.

D. Comparison with other methods

Now, the IDM-SIV approach is compared with both the standard CLOE and SLS techniques.

Concerning the CLOE method, we recall that it minimizes the following criterion [5] and [6],

$$J(\beta) = \frac{1}{2} || q_s - q ||^2 = \frac{1}{2} (q_s - q)^T (q_s - q),$$  

where $q_s$ is the simulated joint position which is the solution of the differential equation given by the DDM (8) assuming that both the actual and the simulated systems have the same input [5] and [6]. The minimization of $J(\beta)$ being a NLS problem, the estimates can be computed using algorithms such as the gradient method or Newton methods available in the “lsqnonlin” MATLAB function, see [26].

As regards the SLS approach, we recall that we use the IDM given by (2), and $\beta_e$ and $\beta_f$ are estimated by making use of an iterative algorithm that involves a linear LS estimation of (13) for $\beta_e$ i.e.

$$\hat{\beta}_{eSIV} = (X^T X_e)^{-1} X^T X_{eSIV} \varepsilon,$$

and a non-linear LS estimation for $\beta_f$; see e.g. [6], [19]-[21] for more details.

As in the case of the IDM-SIV method, the CLOE and the SLS approaches are run without prior data filtering. In both cases, the inertial parameters are initialized with their CAD values, while the friction parameters are initialized at zero because their values are unknown to the user.

The SLS method converges after 30 iterations to the values given in Table 1 which do not match the IDM-SIV estimates. It comes out that the SLS estimates are biased since the IDM-SIV estimates are consistent. The bias is due to the fact that $X_j(q, \dot{q}, \ddot{q})$ is correlated to $\varepsilon$.

It is worth to note that when associated with the data filtering described in [5], the SLS method converges in 10 iterations to values that are comparable with the IDM-SIV estimates; the variations calculated are less than 2.0%. Unlike the IDM-SIV method and like the standard IDM-LS method, the consistency of the estimates is secured with the SLS approach only if it is associated with proper data filtering.

### Table 1:

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\beta}_{eSIV}$</th>
<th>$\hat{\beta}_{fCLOE}$</th>
<th>$\hat{\beta}_{fSLS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ZZ_1$</td>
<td>1.25e0(1.3e-2)</td>
<td>1.25e0(1.3e-2)</td>
<td>6.31e2(3.6e-3)</td>
</tr>
<tr>
<td>$F_{c1}$</td>
<td>4.21e0(4.0e-2)</td>
<td>6.50e1(8.3e-3)</td>
<td>6.85e0(1.4e-2)</td>
</tr>
<tr>
<td>$F_{s1}$</td>
<td>3.50e0(9.8e-2)</td>
<td>3.50e0(9.8e-2)</td>
<td>3.50e0(9.8e-2)</td>
</tr>
<tr>
<td>$V_{s1}$</td>
<td>3.60e0(6.5e-3)</td>
<td>3.60e0(6.5e-3)</td>
<td>3.60e0(6.5e-3)</td>
</tr>
<tr>
<td>$F_{v1}$</td>
<td>3.32e0(1.6e-2)</td>
<td>3.32e0(1.6e-2)</td>
<td>3.32e0(1.6e-2)</td>
</tr>
</tbody>
</table>

The standard CLOE method converges after 50 iterations to the values given in Table 1. The friction parameters are not well identified by this approach since they differ significantly to the IDIM-SIV estimates. For instance, $F_{c_j}$ is greater than $F_{s_j}$ for the first and fourth joints which is physically impossible. This result is
explained by the fact that $q_5$ is not sensitive enough to parameters' variations because of the controller yielding a small tracking error. The following approximation, $q_i = q_j$, holds. It comes out that the jacobian matrix of $J(\mathbf{p})$, denoted as $\mathbf{X}_s$, has small singular values; the maximal (resp. minimal) singular value equals 2.4e-3 (resp. 1.5e-6). These small singular values can be compared with the singular values of $\mathbf{X}$, where the greatest and smallest values are 350 and 0.6, respectively. There is thus little information in $\mathbf{X}_s$, and this explains why the usual CLOE method converges slowly and is very sensitive to initialization.

V. CONCLUSION

This paper has introduced a new approach to robot identification called the IDIM-SIV method. This method consists of two main steps. In the first of these, the estimation of the significant nonlinearities in the system is combined with the inverse dynamic model to identify the graphical nature of the friction characteristics. In the second step, the inertia and gravity parameters are estimated by an iterative IV approach based on the inverse dynamic model and the estimated friction characteristics.

Finally, this new two-step IDIM-SIV identification procedure has been compared thoroughly with a standard Closed-Loop Output-Error method and the Separable Least Squares technique. The results show that IDIM-SIV outperforms these approaches in terms of iterations required to converge, the accuracy of estimates, and robustness to noise in the absence of data filtering.
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