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# SOLVING A CLASS OF BILEVEL PROGRAMS WITH QUADRATIC LOWER LEVEL * 




#### Abstract

We focus on a particular class of bilevel programs with a quadratic lower-level problem, which can be obtained by reformulating semi-infinite problems with an infinite number of quadratically parametrized constraints. We propose a new approach to solve this class of bilevel programs, based on the dual of the lower-level problem, which can lead to a convex or a semidefinite programming problem, depending on the parametrization of the lower level with respect to the upper-level variables. This approach is compared with a new tailored cutting plane algorithm, which is proved to be convergent. The rate of convergence of this cutting plane algorithm, directly related to the iteration index, is derived when the upper-level objective function is strongly convex, and under a strict feasibility assumption. We successfully test the two proposed methods on two applications: the constrained quadratic regression and a zero-sum game with cubic payoff.
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1. Introduction. A bilevel programming (BP) problem is an optimization problem where a subset of the variables is constrained to take the value of an optimal solution of another given optimization problem parameterized by the remaining variables. The former optimization problem is defined as the upper-level problem, and the latter as the lower-level problem. Many real situations can be modeled as BP programs, in particular when they involve a hierarchical relationship between two decision levels.

Since BP problems are extremely challenging (both theoretically [32, §6] and practically), it is not surprising that much of the research in this field has focused on the simplest cases with linear, convex quadratic, or general convex objective and feasible region. In this paper, we propose a new analysis, and two approaches to solve a special class of bilevel problems, with a possibly non-convex quadratic programming (QP) lower-level problem and convex upper-level constraints and objective.

We assume that the upper-level problem has a continuous convex objective function $F(x)$ (where $x$ is an array of upper-level decision variables), and a convex feasible set $\mathcal{X} \subset \mathbb{R}^{m}$ depending only on $x$. The lower-level problem is a QP in the lower-level decision variables $y$, with a possibly non-convex objective function, but with a feasible set consisting of the polytope

$$
\mathcal{F}=\left\{y \in \mathbb{R}^{n}: A y \leq b\right\}=\left\{y \in \mathbb{R}^{n}: \forall j \leq r\left(a_{j}^{\top} y \leq b_{j}\right)\right\}
$$

where $a_{j}$ is the $j$-th row of the matrix $A$, and $r$ is an integer.
We make two overarching assumptions on the BP class of interest: (i) $\mathcal{F}$ does not depend on $x$; (ii) the upper-level problem depends only on the optimal value of the lower-level problem, rather than its optimal solutions.

[^0]Thus, the Mathematical Programming (MP) formulation we study is as follows:

$$
\left\{\begin{array}{rl}
\min _{x \in \mathbb{R}^{m}} & F(x)  \tag{BP}\\
\text { s.t. } & x \in \mathcal{X} \\
& h(x) \leq \min _{y \in \mathbb{R}^{n}}\left\{\left.\frac{1}{2} y^{\top} Q(x) y+q(x)^{\top} y \right\rvert\, A y \leq b\right\}
\end{array}\right.
$$

where $F$, and $h$, are continuous convex functions in the upper-level variables $x$, both the $n \times n$ matrix $Q(x)$ and the $n$-dimensional vector $q(x)$ depend linearly on $x, A$ a $r \times n$ matrix, and $b$ a $r$-dimensional vector.

Here are the technical assumptions we make on (BP).
Assumption 1. $\mathcal{X}$ is convex.
ASSUMPTION 2. The functions $x \mapsto q(x)$ and $x \mapsto Q(x)$ are linear.
AsSumption 3. The function $x \mapsto h(x)$ is convex and Lipschitz continuous.
Assumption 4. The set $\mathcal{F}$ is compact, and a scalar $\rho>0$ is known such that (s.t.) the set $\mathcal{F}$ is included in the centered $l_{2}$-ball with radius $\rho$.

In the following, given a formulation $(P)$ of an optimization problem, we will use the term reformulation to describe a formulation having the same set of optima of ( P ), i.e., what is defined as exact reformulation in [18, Definition 10]. With the term relaxation, we will refer to a formulation having a feasible set which contains the feasible set of (P) [18, Definition 13]. Finally, we will use the term restriction when referring to a formulation having a feasible set which is included in the feasible set of (P).

As mentioned above, (BP) does not consider the optimal solutions of the lower-level problem, but only its optimal objective function value. This renders "pessimistic" or "optimistic" interpretations of ( BP ) meaningless. The BP class ( BP ) arises in many applications requiring semi-infinite programming (SIP) problems, i.e. optimization problems with a finite number of variables, and an infinite number of parametrized constraints of the type $\forall y \in Y, g(x, y) \geq 0$. Indeed, this is equivalent to:

$$
0 \leq \min _{y \in Y} g(x, y)
$$

which allows the reformulation of the SIP constraints into a lower-level problem of a BP in the class (BP), as long as $g(x, y)=\frac{1}{2} y^{\top} Q(x) y+q(x)^{\top} y-h(x)$ and $Y=\mathcal{F}$. We remark that, in a bilevel context, the function $\phi(x)=\min _{y \in Y} g(x, y)$ is called optimal value function.

Our first contribution is an analysis of (BP) which yields a single-level formulation with a finite number of constraints. This single-level formulation is obtained by dualizing, using Semidefinite Programming (SDP), the problem $\min _{y \in Y} g(x, y)$, i.e. the problem of finding the most violated constraint among the infinite number of constraints of the corresponding SIP problem. If $g(x, y)$ is convex in $y$, i.e. if $Q(x)$ is positive semidefinite (PSD), our single-level is a reformulation of (BP). This analysis yields a new solution approach, consisting in solving the single-level formulation. We note that, if $g(x, y)$ were linear in $y$, our reformulation would be the same as the one mentioned in [6, Section 1.3]. Although an extension to nonlinear perturbations is briefly outlined in [6, Section 1.4], the specific case of quadratic perturbations over an uncertainty polytope is not considered.

Our second contribution is a tailored cutting plane (CP) algorithm. While such algorithms are well known in SIP, we prove its convergence and derive a new convergence rate in terms of the
number of iterations, under the additional assumptions that $F$ is strongly convex and that there exists an upper-level solution strictly satisfying the constraint involving the lower-level problem.

The rest of the paper is organized as follows. We review the relevant literature in Section 2. A single-level restriction/reformulation of problem (BP) is introduced and discussed in Section 3. A tailored CP algorithm for solving formulation (BP) directly is presented in Section 4. Applications are introduced in Section 5. Numerical results, obtained by applying both solution approaches to these applications, are presented in Section 6: our results illustrate the interest of the proposed method. Finally, Section 7 concludes the paper.
2. Literature review. Bilevel quadratic problems (BQPs) are bilevel problems having either one or both the objective functions which can be expressed as quadratic functions. In [4] a BQP having a linear upper-level problem and a convex quadratic lower level is considered, and a branch-and-bound algorithm to solve it is presented. In [33], an ergodic branch-and-bound method is introduced to solve mixed-integer BQPs, having a convex lower-level problem, which is thus replaced by its KKT optimality conditions. In [27], a more general class of BQPs is considered, by allowing some (not necessarily convex) quadratic upper-level constraints and some convex quadratic functions in lower-level constraints. After the reformulation of the problem into a non-convex quadratic singlelevel problem by replacing its lower level by its KKT conditions (which is possible as they assume to know a sufficiently large number that bounds the Lagrange multipliers) the authors adopt the successive convex relaxation method given by Kojima and Tunçel in [16] for approximating the nonconvex feasible region. Then, they present two types of techniques to enhance the efficiency of the method used.

A part of the literature focuses on general nonlinear bilevel problems. For example, in [21], the authors aim at solving bilevel mixed-integer optimization problems with lower-level integer variables and including nonlinear terms. They assume that, for any fixed upper-level variables, and lowerlevel integer variables, the lower-level problem is convex and satisfies Slater condition. In order to solve these bilevel problems, the authors consider an approximate projection-based algorithm for mixed-integer linear bilevel programming problems introduced by Yue et al. [34] and propose a way of making it exact under the additional assumption that continuous upper-level variables do not appear in lower-level constraints.

A nonconvex lower-level problem is considered in both [19, 22], as well as in [3]. In particular, in [19] a BP problem having closed convex feasible sets both in the upper and in the lower level (the lower-level one assumed not dependent on the upper-level variables), but eventually nonconvex objective functions in both levels is reformulated into a single-level problem, using the so-called optimal value function transformation. To deal with the non-smoothness introduced by the optimal value function, a smoothing projected gradient algorithm is proposed and used to solve the bilevel problem if a calmness condition holds, which is a strong assumption, and an approximate bilevel program otherwise. In [22], a bounding algorithm for the global solution of nonlinear bilevel programs involving non-convex functions in both the upper and lower levels is presented. The algorithm is rigorous and terminates finitely to a point that satisfies $\epsilon$-optimality in both upper and lower-level problems. This is possible using the optimal value function of the lower-level problem and a piecewise, yet discontinuous, approximation of it. Previously, Bard [3] proposed an algorithm (not guaranteed to be convergent) based on a grid search between a lower and an upper bound of the optimal value of a bilevel problem (max-max) without upper-level constraints. The upper bound is found by solving a relaxation obtained replacing the lower level with its KKT conditions. The lower bound is obtained solving the lower level for a fixed value of the upper-level variables (i.e. $x=x_{0}$ ), and then computing the value of the upper-level function in the point $\left(x_{0}, \phi\left(x_{0}\right)\right)$.

This paper focuses on a particular class of BP problems, where there is no argmin operator, but a constraint in the upper level involving the lower-level problem's value. As mentioned before, such bilevel programs can be obtained by reformulating SIP problems having an infinite number of quadratically parametrized constraints. To solve SIP problems, discretization methods, CP methods, and other hybrid methods are used in the literature. The discretization approach [13, 26] consists in replacing the infinite constraint parameter set by a finite subset which samples it finely: this leads to a relaxation of the original problem, the value of which converges towards the value of the original problem when the mesh gets finer. This method is commonly used for parameters sets of low dimensions, but deals with the curse of dimensionality when the number of parameters increases. Instead of using a fixed subset of constraints, the CP approach [15] consists in iteratively generating and adding constraints. The CP algorithm and its refined variants, as the accelerated central CP algorithm for instance, are major techniques used for solving linear, quadratic, and convex SIP problems [17, 10, 8].

In this paper, we introduce a tailored CP algorithm which directly solve formulation (BP), and we prove that it is convergent. We also do a step further, by proving a rate of convergence for CP valid for a specific setting. Our convergence rate is directly related to the iteration index $k$, which is something new w.r.t. what is usually proved in SIP literature, where the linear rate of convergence is related to an index which is not controlled by the index $k$ (see [23, Theorem 4.3]).

Another class of algorithms for SIP is based on Lagrangian penalty functions and Trust-Region methods [9, 28]. However, in the context of problem (BP), they would require to compute the set of all local minima of problem $\min _{y \in Y} g(x, y)$. In the case where $g$ is not convex with respect to variables $y$, the enumeration of all local minima is intractable even for medium-scale instances.
3. Single-level restriction/reformulation via dual approach. A possible way to deal with the bilevel problem (BP) is what we call dual approach, which consists in replacing the constraint involving the quadratic lower-level problem with one involving its dual. We obtain a strong dual from an SDP relaxation of the lower-level problem (or a reformulation if the latter is convex). We recall that the lower-level problem of (BP), for any $x \in \mathcal{X}$, reads:

$$
\left\{\begin{array}{cl}
\min _{y \in \mathbb{R}^{n}} & \frac{1}{2} y^{\top} Q(x) y+q(x)^{\top} y  \tag{x}\\
\text { s.t. } & a_{j}^{\top} y \leq b_{j}, \quad \forall j \in\{1, \ldots, r\}
\end{array}\right.
$$

where the objective function $f(x, y)=\frac{1}{2} y^{\top} Q(x) y+q(x)^{\top} y$ is convex if $Q(x)$ is PSD. In Section 3.1, we introduce the classical SDP relaxation (reformulation, if the lower level is convex) of the lowerlevel problem regularized by a ball constraint and then, in Section 3.2, we introduce the SDP dual of this relaxation (reformulation resp.). Finally, in Section 3.3 we present a single-level formulation obtained applying the so-called dual approach to the bilevel problem (BP). This formulation is a reformulation of (BP) if $Q(x)$ is PSD for any $x \in \mathcal{X}$. Otherwise, it is a restriction.
3.1. SDP relaxation/reformulation of the lower-level problem. In this section, we reason for any fixed value of the upper-level decision vector $x \in \mathcal{X}$. Let us define the following matrices:

- $\mathcal{Q}(x)=\frac{1}{2}\left(\begin{array}{cc}Q(x) & q(x) \\ q(x)^{\top} & 0\end{array}\right)$,
- $\mathcal{A}_{j}=\frac{1}{2}\left(\begin{array}{cc}0_{n} & a_{j} \\ a_{j}^{\top} & 0\end{array}\right), \quad \forall j \in\{1, \ldots, r\}$,
where $0_{n}$ is the $n \times n$ null matrix. We denote by $\langle A, B\rangle=\operatorname{Tr}\left(A^{\top} B\right)$ the Froebenius product of two square matrices $A$ and $B$ with same size. With this notation, under Assumption 4, the problem

$$
\left\{\begin{array}{cll}
\min _{Y \in \mathbb{R}(n+1) \times(n+1)} & \langle\mathcal{Q}(x), Y\rangle &  \tag{3.1}\\
\text { s.t. } & \left\langle\mathcal{A}_{j}, Y\right\rangle & \leq b_{j} \\
& \operatorname{Tr}(Y) & \leq 1+\rho^{2} \\
& Y_{n+1, n+1} & =1 \\
& Y & \succeq j \in\{1, \ldots, r\} \\
& \operatorname{rank}(Y) & =1
\end{array}\right.
$$

is a reformulation of $\left(\mathrm{P}_{x}\right)$, because any feasible matrix $Y$ has the form $Y=\binom{y}{1}\binom{y}{1}^{\top}$ with $y \in \mathcal{F}$, and, therefore, $\langle\mathcal{Q}(x), Y\rangle=f(x, y)$. The constraint $\operatorname{Tr}(Y) \leq 1+\rho^{2}$, derives from Assumption 4 as follows:

$$
\|y\|_{2}^{2} \leq \rho^{2} \Leftrightarrow \operatorname{Tr}\left(y y^{\top}\right) \leq \rho^{2} \Leftrightarrow \operatorname{Tr}(Y) \leq \rho^{2}+1
$$

being $\operatorname{Tr}(Y)=\operatorname{Tr}\left(y y^{\top}\right)+1$. This constraint does not play any role at this point, but will be useful thereafter to come up with a dual SDP problem with no duality gap (see Section 3.2). If we relax the non-convex constraint $\operatorname{rank}(Y)=1$ in (3.1), we obtain:
$\left(\mathrm{SDP}_{x}\right)$

$$
\left\{\begin{array}{cll}
\min _{Y \in \mathbb{R}}(n+1) \times(n+1) \\
\text { s.t. } & \langle\mathcal{Q}(x), Y\rangle & \\
& \left\langle\mathcal{A}_{j}, Y\right\rangle & \leq b_{j} \quad \forall j \in\{1, \ldots, r\} \\
& \operatorname{Tr}(Y) & \leq 1+\rho^{2} \\
& Y_{n+1, n+1} & =1 \\
& Y & \succeq 0
\end{array}\right.
$$

which is a SDP relaxation of $\left(\mathrm{P}_{x}\right)$, as proved in the following Lemma 3.1. If $Q(x)$ is PSD, Lemma 3.1 states that $\left(\mathrm{SDP}_{x}\right)$ is a reformulation of $\left(\mathrm{P}_{x}\right)$, the rank-constraint relaxation notwithstanding.

Lemma 3.1. Under Assumption 4, $\operatorname{val}\left(\mathrm{SDP}_{x}\right) \leq \operatorname{val}\left(\mathrm{P}_{x}\right)$. If $Q(x)$ is $P S D$, then $\operatorname{val}\left(\mathrm{SDP}_{x}\right)=$ $\operatorname{val}\left(\mathrm{P}_{x}\right)$.
For a sake of completeness, we give a proof of this standard lemma.
Proof. The inequality val $\left(\mathrm{SDP}_{x}\right) \leq \operatorname{val}\left(\mathrm{P}_{x}\right)$ follows from the relaxation of the rank-constraint. We now assume that $Q(x)$ is PSD and prove that $\operatorname{val}\left(\mathrm{SDP}_{x}\right) \geq \operatorname{val}\left(\mathrm{P}_{x}\right)$ holds. Given a matrix $Y$ feasible for $\left(\operatorname{SDP}_{x}\right)$, we denote by $u_{1}, \ldots, u_{n+1} \in \mathbb{R}^{n+1}$ a basis of eigenvectors of $Y$ (which is PSD) and their respective eigenvalues $v_{1}, \ldots, v_{n+1} \in \mathbb{R}_{+}$. Let us introduce the two following index sets:

$$
I=\left\{i \in\{1, \ldots, n+1\}:\left(u_{i}\right)_{n+1} \neq 0\right\} \text { and } J=\left\{i \in\{1, \ldots, n+1\}:\left(u_{i}\right)_{n+1}=0\right\}
$$

We have then: $I \cup J=\{1, \ldots, n+1\}$. Moreover,

- if $i \in I$ : we define the nonnegative scalar $\mu_{i}=v_{i}\left(u_{i}\right)_{n+1}^{2}$ and $y_{i} \in \mathbb{R}^{n}$ s.t. $u_{i}=\left(u_{i}\right)_{n+1}\binom{y_{i}}{1}$
- if $i \in J:$ we define the nonnegative scalar $\nu_{i}=v_{i}$ and $z_{i} \in \mathbb{R}^{n}$ s.t. $u_{i}=\binom{z_{i}}{0}$.

With this notation, we have that

$$
Y=\sum_{i=1}^{n+1} v_{i} u_{i} u_{i}^{\top}=\sum_{i \in I} v_{i}\left(u_{i}\right)_{n+1}^{2}\binom{y_{i}}{1}\binom{y_{i}}{1}^{\top}+\sum_{i \in J} v_{i}\binom{z_{i}}{0}\binom{z_{i}}{0}^{\top}
$$

$$
=\sum_{i \in I} \mu_{i}\left(\begin{array}{cc}
y_{i} y_{i}^{\top} & y_{i} \\
y_{i}^{\top} & 1
\end{array}\right)+\sum_{i \in J} \nu_{i}\left(\begin{array}{cc}
z_{i} z_{i}^{\top} & \mathbf{0} \\
\mathbf{0}^{\top} & 0
\end{array}\right)
$$

where $\mathbf{0}$ is the null $n$-dimensional vector, not to be confused with $0_{n}$, the $n \times n$ null matrix. Let us define the vector $\bar{y}=\sum_{i \in I} \mu_{i} y_{i}$. Its objective value in $\left(\mathrm{P}_{x}\right)$ is smaller than the objective value of $Y$ in $\left(\operatorname{SDP}_{x}\right)$. In fact:

$$
\begin{equation*}
\langle\mathcal{Q}(x), Y\rangle=\sum_{i \in I} \mu_{i} f\left(x, y_{i}\right)+\frac{1}{2} \sum_{i \in J} \nu_{i} z_{i}^{\top} Q(x) z_{i} \geq \sum_{i \in I} \mu_{i} f\left(x, y_{i}\right) \geq f\left(x, \sum_{i \in I} \mu_{i} y_{i}\right)=f(x, \bar{y}) \tag{3.2}
\end{equation*}
$$

The first inequality is due to $Q(x) \succeq 0$ and $\nu_{i} \geq 0$. The second inequality derives from $\sum_{i \in I} \mu_{i}=$ $Y_{n+1, n+1}=1$, and from the convexity of function $f_{x}$ (Jensen inequality). Moreover, since $Y$ is feasible in $\left(\mathrm{SDP}_{x}\right)$, for each $j \in\{1, \ldots, r\}$ we have $b_{j} \geq\left\langle\mathcal{A}_{j}, Y\right\rangle=\sum_{i \in I} \mu_{i} a_{j}^{\top} y_{i}=a_{j}^{\top} \bar{y}$, which means that $\bar{y}$ is feasible in $\left(\mathrm{P}_{x}\right)$ too. This implies that $f(x, \bar{y}) \geq \operatorname{val}\left(\mathrm{P}_{x}\right)$ and together with (3.2), that $\langle\mathcal{Q}(x), Y\rangle \geq \operatorname{val}\left(\mathrm{P}_{x}\right)$. This being true for any matrix $Y$ feasible in $\left(\mathrm{SDP}_{x}\right)$, we conclude that $\operatorname{val}\left(\mathrm{SDP}_{x}\right) \geq \operatorname{val}\left(\mathrm{P}_{x}\right)$. This proves that $\operatorname{val}\left(\mathrm{SDP}_{x}\right)=\operatorname{val}\left(\mathrm{P}_{x}\right)$.
3.2. Dual SDP problem. As already done in Section 3.1, also in this section we reason for any fixed value of $x \in \mathcal{X}$. Let $E$ be a $(n+1) \times(n+1)$ matrix s.t. $E_{n+1, n+1}=1$ and $E_{i j}=0$ everywhere else. Let $I_{n+1}$ be the $(n+1) \times(n+1)$ identity matrix. The following SDP problem
$\left(\mathrm{DSDP}_{x}\right)$

$$
\left\{\begin{array}{cl}
\max _{\lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}} & -b^{\top} \lambda-\alpha\left(1+\rho^{2}\right)-\beta \\
\text { s.t. } & \mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E \succeq 0
\end{array}\right.
$$

is the dual of problem $\left(\mathrm{SDP}_{x}\right)$, as the following proposition states.
Proposition 3.2. Formulations $\left(\operatorname{SDP}_{x}\right)$ and $\left(\operatorname{DSDP}_{x}\right)$ are a primal-dual pair of SDP problems and strong duality holds, i.e., $\operatorname{val}\left(\operatorname{SDP}_{x}\right)=\operatorname{val}\left(\operatorname{DSDP}_{x}\right)$.

Proof. The Lagrangian of problem $\left(\mathrm{SDP}_{x}\right)$ is defined over $Y \in S_{n+1}^{+}(\mathbb{R}), \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in$ $\mathbb{R}$ and reads

$$
\begin{aligned}
L_{x}(Y, \lambda, \alpha, \beta) & =\langle\mathcal{Q}(x), Y\rangle+\sum_{j=1}^{r}\left[\lambda_{j}\left(\left\langle\mathcal{A}_{j}, Y\right\rangle-b_{j}\right)\right]+\alpha\left(\operatorname{Tr}(Y)-1-\rho^{2}\right)+\beta\left(Y_{n+1, n+1}-1\right) \\
& =-\sum_{j=1}^{r} \lambda_{j} b_{j}-\alpha\left(1+\rho^{2}\right)-\beta+\left\langle\mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E, Y\right\rangle
\end{aligned}
$$

The Lagrangian dual problem of $\left(\mathrm{SDP}_{x}\right)$ is:

$$
\max _{\substack{\lambda \in \mathbb{R}_{+}^{r} \\ \alpha \in \mathbb{R}_{+} \\ \beta \in \mathbb{R}^{-}}} \min _{Y \in S_{n+1}^{+}(\mathbb{R})} L_{x}(Y, \lambda, \alpha, \beta) .
$$

According to equality above, it can thus be written as

$$
\max _{\substack{\lambda \in \mathbb{R}_{+}^{r} \\ \alpha \in \mathbb{R}_{+} \\ \beta \in \mathbb{R}}}\left(-\left(\sum_{j=1}^{r} \lambda_{j} b_{j}+\alpha\left(1+\rho^{2}\right)+\beta\right)+\min _{Y \in S_{n+1}^{+}(\mathbb{R})}\left\langle\mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E, Y\right\rangle\right)
$$

We notice that

$$
\min _{Y \in S_{n+1}^{+}(\mathbb{R})}\left\langle\mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E, Y\right\rangle= \begin{cases}0 & \text { if }\left(\mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E\right) \succeq 0 \\ -\infty & \text { otherwise. }\end{cases}
$$

This proves that the dual problem of $\left(\mathrm{SDP}_{x}\right)$ reads

$$
\left\{\begin{array}{cl}
\max _{\lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}} & -b^{\top} \lambda-\alpha\left(1+\rho^{2}\right)-\beta \\
\text { s.t. } & \mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E \succeq 0
\end{array}\right.
$$

which is the formulation $\left(\operatorname{DSDP}_{x}\right)$. To prove that $\operatorname{val}\left(\mathrm{SDP}_{x}\right)=\operatorname{val}\left(\mathrm{DSDP}_{x}\right)$, we prove that Slater condition holds for the dual problem $\left(\mathrm{DSDP}_{x}\right)$, exploiting the Lagrangian multiplier associated to the constraint $\operatorname{Tr}(Y) \leq 1+\rho^{2}$. In fact, Slater condition is a sufficient condition for strong duality [31]. We denote by $m_{x}$ the minimum eigenvalue of $\mathcal{Q}(x)$. By definition of $m_{x}$, matrix $\mathcal{Q}(x)+\left(1-m_{x}\right) I_{n+1}$ is positive definite. This is why $(\lambda, \alpha, \beta)=\left(0, \ldots, 0,1-m_{x}, 0\right)$ is a strictly feasible point of ( $\left.\mathrm{DSDP}_{x}\right)$. Hence, Slater condition holds.
3.3. SDP restriction/reformulation of the bilevel problem. Leveraging on Section 3.1 and Section 3.2, which focus on the lower-level problem $\left(P_{x}\right)$, its SDP relaxation (SDP $x_{x}$ ) and the respective dual problem $\left(\mathrm{DSDP}_{x}\right)$, we propose a single-level restriction of the bilevel programming problem (BP). It is a reformulation of (BP) if $Q(x)$ is PSD for any $x \in \mathcal{X}$.

Theorem 3.3. The single-level formulation
(BPR)

$$
\left\{\begin{aligned}
\min _{x, \lambda, \alpha, \beta} & F(x) \\
\text { s.t. } & x \in \mathcal{X} \\
& h(x) \leq-\lambda^{\top} b-\alpha\left(1+\rho^{2}\right)-\beta \\
& \mathcal{Q}(x)+\sum_{j} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E \succeq 0 \\
& x \in \mathbb{R}^{m}, \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}
\end{aligned}\right.
$$

is a restriction of the bilevel programming problem (BP). If $Q(x)$ is $P S D$ for any $x \in \mathcal{X}$, (BPR) is a reformulation of (BP).

Proof. Being Feas(BP) and Feas(BPR) the feasible sets of (BP) and (BPR) respectively, since $(B P)$ and (BPR) share the same objective function, proving the following implication for any $x \in \mathbb{R}^{m}$

$$
\begin{equation*}
\left(\exists \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}:(x, \lambda, \alpha, \beta) \in \operatorname{Feas}(\mathrm{BPR})\right) \Longrightarrow x \in \operatorname{Feas}(\mathrm{BP}) \tag{3.3}
\end{equation*}
$$

will prove the first part of the theorem. For any $x \in \mathcal{X}$, we have:

$$
\begin{equation*}
h(x) \leq \operatorname{val}\left(\mathrm{SDP}_{x}\right) \Longrightarrow h(x) \leq \operatorname{val}\left(\mathrm{P}_{x}\right) \Longleftrightarrow x \in \operatorname{Feas}(\mathrm{BP}) \tag{3.4}
\end{equation*}
$$

where the first implication stems from Lemma 3.1, which stipulates that val $\left(\operatorname{SDP}_{x}\right) \leq \operatorname{val}\left(\mathrm{P}_{x}\right)$. Applying Proposition 3.2, we obtain that:

$$
\begin{equation*}
h(x) \leq \operatorname{val}\left(\mathrm{SDP}_{x}\right) \Longleftrightarrow h(x) \leq \operatorname{val}\left(\mathrm{DSDP}_{x}\right) \tag{3.5}
\end{equation*}
$$

For any $x \in \mathcal{X}$, we have that

$$
h(x) \leq \operatorname{val}\left(\mathrm{DSDP}_{x}\right) \Longleftrightarrow \exists \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}:\left\{\begin{array}{l}
h(x) \leq-\lambda^{\top} b-\alpha\left(1+\rho^{2}\right)-\beta  \tag{3.6}\\
\mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E \succeq 0
\end{array}\right.
$$

The equivalence (3.6) just expresses the fact that the maximization problem ( $\mathrm{DSDP}_{x}$ ) has a value exceeding $h(x)$ if and only if it has a feasible solution with value exceeding $h(x)$. Hence, from (3.5), and (3.6), the following equivalences hold:

$$
\begin{align*}
h(x) \leq \operatorname{val}\left(\operatorname{SDP}_{x}\right) & \Longleftrightarrow \exists \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}:\left\{\begin{array}{l}
h(x) \leq-\lambda^{\top} b-\alpha\left(1+\rho^{2}\right)-\beta \\
\mathcal{Q}(x)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j}+\alpha I_{n+1}+\beta E \succeq 0
\end{array}\right.  \tag{3.7}\\
& \Longleftrightarrow \exists \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R},(x, \lambda, \alpha, \beta) \in \text { Feas(BPR). }
\end{align*}
$$

The equivalence (3.7), together with implication (3.4), proves the implication (3.3).
If $Q(x)$ is PSD for any $x \in \mathcal{X}$, we can replace the implication (3.4) by the equivalence

$$
\begin{equation*}
h(x) \leq \operatorname{val}\left(\mathrm{SDP}_{x}\right) \Longleftrightarrow h(x) \leq \operatorname{val}\left(\mathrm{P}_{x}\right) \Longleftrightarrow x \in \operatorname{Feas}(\mathrm{BP}) \tag{3.8}
\end{equation*}
$$

This, together with equivalence (3.7), proves that

$$
\exists \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}:(x, \lambda, \alpha, \beta) \in \operatorname{Feas}(\mathrm{BPR}) \Longleftrightarrow x \in \operatorname{Feas}(\mathrm{BP})
$$

meaning that (BPR) is a reformulation of (BP), since the objective function is the same.
Assumptions 1, 2, and 3 implies that the single-level problem (BPR) is convex. Let us recall the following definition of semidefinite representable (SDr) functions

Definition 3.4 ([25]). A convex (resp. concave) function $f$ is $S D r$ if and only if its epigraph, i.e., $(t, x): f(x) \leq t$ (resp. the hypograph $(t, x): t \leq f(x)$ ), is SDr [7].

Thus, we further remark that formulation (BPR) is a SDP problem if set $\mathcal{X}$ is SDr , as well as functions $F(x)$, and $h(x)$.
4. Cutting plane algorithm. In order to benchmark the results and the performance of the single-level approach proposed in Section 3, we introduce in this section a CP algorithm for solving the bilevel formulation (BP) directly. We also include a proof of convergence for this tailored algorithm in Section 4.1, as well as a convergence rate in Section 4.2, obtained by introducing a dual view of the CP algorithm. We make the following further assumption on set $\mathcal{X}$ :

Assumption 5. The set $\mathcal{X}$ is compact.

```
Algorithm 4.1 CP algorithm for (BP)
    Let \(k=0\). Initialize the relaxation \(R_{k}\) of the bilevel problem (BP), obtained by considering the
    upper-level problem only.
    while true do
        Solve \(R_{k}\), obtaining an optimal solution \(x^{k}\).
        Compute an optimal solution \(y^{k}\) of the lower-level problem for \(x=x^{k}\).
        if \(h\left(x^{k}\right) \leq \frac{1}{2}\left(y^{k}\right)^{\top} Q\left(x^{k}\right) y^{k}+q\left(x^{k}\right)^{\top} y^{k}\) then
            Return \(\left(x^{k}, y^{k}\right)\).
        else
            Define \(R_{k+1}\) as \(R_{k}\) with the adjoined inequality:
```

$$
\begin{equation*}
h(x) \leq \frac{1}{2}\left(y^{k}\right)^{\top} Q(x) y^{k}+q(x)^{\top} y^{k} \tag{4.1}
\end{equation*}
$$

            \(k:=k+1\)
        end if
    end while
    At the first iteration of Algorithm 4.1, the relaxed problem $R_{0}$ is given by:

$$
\begin{equation*}
\min _{x \in \mathcal{X}} F(x) \tag{4.2}
\end{equation*}
$$

which considers minimizing the upper-level objective function subject to the upper-level constraints only. This problem has a finite value according to the compactness of set $\mathcal{X}$.

At each iteration, Algorithm 4.1 defines the feasible set of the upper-level problem by means of cuts in the upper-level variables $x$. The resulting $R_{k}$ problems are relaxations of (BP), and their feasible sets are decreasing in the sense of the inclusion, bounded, because included in the feasible set of $R_{0}$, and closed as intersections of closed sets. Thus, each problem $R_{k}$ admits a minimum. Moreover, the sequence $\left(F\left(x^{k}\right)\right)$ is increasing, and $F\left(x^{k}\right) \leq \operatorname{val}(\mathrm{BP})$ holds for any $k$. At step 4 , the problem solved to find a new cutting plane is
$\left(\mathrm{P}_{x^{k}}\right)$

$$
\min _{y \in \mathbb{R}^{n}}\left\{\left.\frac{1}{2} y^{\top} Q\left(x^{k}\right) y+q\left(x^{k}\right)^{\top} y \right\rvert\, A y \leq b\right\}
$$

This problem is a quadratic program that is either convex or non-convex depending on the positive semi-definiteness of the constant matrix $Q\left(x^{k}\right)$. In order to find global optima of $\left(\mathrm{P}_{x^{k}}\right)$, regardless of the definiteness of $Q\left(x^{k}\right)$ (in turn depending on the value of $x^{k}$ ), a global optimization algorithm should be employed. Step 6 returns the optimal solution of the bilevel formulation (BP).
4.1. Convergence proof. In this section, a convergence proof for Algorithm 4.1 is given. First of all, let us define the negative part of a function $f$ as $f^{-}:=\max (0,-f)$. Since $Q(x)$ and $q(x)$ are linear w.r.t. $x$, the function $f:(x, y) \mapsto \frac{1}{2} y^{\top} Q(x) y+q(x)^{\top} y$ is continuously differentiable, and therefore Lipschitz-continuous on the compact set $\mathcal{X} \times \mathcal{F}$ (see Assumption 4 and 5), with $L>0$ an associated Lipschitz constant.

Moreover, $x \mapsto \operatorname{val}\left(P_{x}\right)$ is continuous. To show this, let us consider any $\omega>0$ and any pair $(x, \tilde{x}) \in \mathcal{X}^{2}$ s.t. $\|x-\tilde{x}\| \leq \frac{\omega}{L}$. We define $y \in \mathcal{F}$ an optimal solution of $\left(P_{x}\right)$, i.e., $\operatorname{val}\left(P_{x}\right)=f(x, y)$, and $\tilde{y} \in \mathcal{F}$ an optimal solution of $\left(P_{\tilde{x}}\right)$, i.e., $\operatorname{val}\left(P_{\tilde{x}}\right)=f(\tilde{x}, \tilde{y})$. By definition of $\operatorname{val}\left(P_{\tilde{x}}\right)$ and using
the Lipschitz continuity of $f$, we know that

$$
\operatorname{val}\left(P_{\tilde{x}}\right) \leq f(\tilde{x}, y) \leq f(x, y)+L\left\|\binom{x-\tilde{x}}{y-y}\right\| \leq \operatorname{val}\left(P_{x}\right)+L\|x-\tilde{x}\| \leq \operatorname{val}\left(P_{x}\right)+\omega
$$

and, symmetrically, that

$$
\operatorname{val}\left(P_{x}\right) \leq f(x, \tilde{y}) \leq f(\tilde{x}, \tilde{y})+L\left\|\binom{x-\tilde{x}}{\tilde{y}-\tilde{y}}\right\| \leq \operatorname{val}\left(P_{\tilde{x}}\right)+L\|x-\tilde{x}\| \leq \operatorname{val}\left(P_{\tilde{x}}\right)+\omega
$$

Thus, $\mid \operatorname{val}\left(P_{x}\right)-\operatorname{val}\left(P_{\vec{x})} \mid \leq \omega\right.$, which proves that the value function $x \mapsto \operatorname{val}\left(P_{x}\right)$ is continuous at any $x \in \mathcal{X}$. Based on these observations, we prove the convergence of the algorithm.

Theorem 4.1. Under Assumptions 4 and 5 Algorithm 4.1 either terminates in $K \in \mathbb{N}^{\star}$ iterations, in which case $x^{K}$ is the solution of (BP), or generates an infinite sequence $\left(x^{k}\right)_{k \in \mathbb{N}^{*}}$ with the following convergence guarantees:

- feasibility error: $\epsilon_{k}=\left(\operatorname{val}\left(P_{x^{k}}\right)-h\left(x^{k}\right)\right)^{-} \rightarrow 0$,
- objective error: $\delta_{k}=\operatorname{val}(\mathrm{BP})-F\left(x^{k}\right) \rightarrow 0$.

Proof. If Algorithm 4.1 terminates at iteration $K \in \mathbb{N}^{\star}, x^{K}$ is feasible in (BP), i.e., $x^{K} \in \mathcal{X}$ and $\operatorname{val}\left(P_{x^{K}}\right) \geq h\left(x^{K}\right)$, which implies that $F\left(x^{K}\right) \geq \operatorname{val}(\mathrm{BP})$. At the same time $F\left(x^{K}\right)=\operatorname{val}\left(R_{K}\right) \leq$ $\operatorname{val}(\mathrm{BP})$, being $R_{K}$ a relaxation of (BP) by definition. Thus, $F\left(x^{K}\right)=\operatorname{val}(\mathrm{BP})$, and $x^{K}$ is an optimal solution of (BP).

Let us suppose now that the stopping test is never satisfied. In this context, we prove first the convergence of the feasibility error $\epsilon_{k}$ towards 0 . For any $k \in \mathbb{N}^{\star}$, we have that $\operatorname{val}\left(P_{x^{k}}\right)=$ $\frac{1}{2} y^{k \top} Q\left(x^{k}\right) y^{k}+q\left(x^{k}\right)^{\top} y^{k}=f\left(x^{k}, y^{k}\right)$, thus $\epsilon_{k}=\left(f\left(x^{k}, y^{k}\right)-h\left(x^{k}\right)\right)^{-}$. Since $f, h$ and the negative part function are continuous, and since both $x^{k}$ and $y^{k}$ are bounded, the sequence $\epsilon_{k}$ is also bounded. According to Bolzano-Weierstrass theorem [1], this bounded sequence has at least a convergent sub-sequence. In the following, we define any convergent sub-sequence extracted from $\epsilon_{k}$ as $\epsilon_{\psi_{0}(k)}$, where $\psi_{0}: \mathbb{N}^{\star} \mapsto \mathbb{N}^{\star}$ is an increasing application. Defining as $\epsilon_{*} \in \mathbb{R}$ the limit of this convergent sub-sequence, we will show that this limit value is in fact 0 .

The sequence $\left(y^{\psi_{0}(k)}, \epsilon_{\psi_{0}(k)}\right)$ is a sub-sequence of the bounded sequence $\left(y^{k}, \epsilon_{k}\right)$, therefore it is bounded. According to the Bolzano-Weierstrass theorem, the sequence $\left(y^{\psi_{0}(k)}, \epsilon_{\psi_{0}(k)}\right)$ has thus a convergent sub-sequence $\left(y^{\psi(k)}, \epsilon_{\psi(k)}\right)$. Since $\epsilon_{\psi(k)}$ is a convergent sub-sequence of $\epsilon_{\psi_{0}(k)}, \epsilon_{\psi(k)} \rightarrow \epsilon_{*}$ holds. Because $\psi(k-1)<\psi(k)$ by definition of $\psi$, the cut related to $y^{\psi(k-1)}$ is a constraint of problem $R_{\psi(k)}$ (added by Algorithm 4.1 at iteration $k-1$ ). Thus, $f\left(x^{\psi(k)}, y^{\psi(t-1)}\right)-h\left(x^{\psi(k)}\right) \geq 0$, and

$$
\begin{aligned}
f\left(x^{\psi(k)}, y^{\psi(k)}\right)-h\left(x^{\psi(k)}\right) & =f\left(x^{\psi(k)}, y^{\psi(k)}\right)-f\left(x^{\psi(k)}, y^{\psi(k-1)}\right)+f\left(x^{\psi(k)}, y^{\psi(k-1)}\right)-h\left(x^{\psi(k)}\right) \\
& \geq f\left(x^{\psi(k)}, y^{\psi(k)}\right)-f\left(x^{\psi(k)}, y^{\psi(k-1)}\right) .
\end{aligned}
$$

Being the negative part function decreasing,

$$
\epsilon_{\psi(k)}=\left(f\left(x^{\psi(k)}, y^{\psi(k)}\right)-h\left(x^{\psi(k)}\right)\right)^{-} \leq\left(f\left(x^{\psi(k)}, y^{\psi(k)}\right)-f\left(x^{\psi(k)}, y^{\psi(k-1)}\right)\right)^{-} .
$$

Therefore

$$
\begin{equation*}
\epsilon_{\psi(k)} \leq\left|f\left(x^{\psi(k)}, y^{\psi(k)}\right)-f\left(x^{\psi(k)}, y^{\psi(k-1)}\right)\right| . \tag{4.3}
\end{equation*}
$$

From the fact that $f$ is $L$-Lipschitz continuous, and Eq. (4.3) we deduce that

$$
\begin{equation*}
\epsilon_{\psi(k)} \leq L\left\|\binom{x^{\psi(k)}}{y^{\psi(k)}}-\binom{x^{\psi(k)}}{y^{\psi(k-1)}}\right\|=L\left\|y^{\psi(k)}-y^{\psi(k-1)}\right\| . \tag{4.4}
\end{equation*}
$$

As $y^{\psi(k)}$ is convergent, we know that $\left\|y^{\psi(k)}-y^{\psi(k-1)}\right\| \rightarrow 0$. Being $\epsilon_{\psi(k)}$ nonnegative, we deduce from Eq. (4.4) that $\epsilon_{\psi(k)} \rightarrow 0$, and thus, $\epsilon_{\star}=0$.

We proved that the sequence $\epsilon_{k}$ is bounded, and that any converging sub-sequence converge towards 0 , thus we can conclude that $\epsilon_{k}$ converges towards 0 itself, according to a well-known result in analysis [1]. Based on this first result, we are now going to prove the second point, i.e., the convergence of objective error. We know that

$$
\begin{equation*}
\forall k \in \mathbb{N}^{\star} \quad F\left(x^{k}\right) \in\left[F\left(x^{1}\right), \operatorname{val}(\mathrm{BP})\right] \tag{4.5}
\end{equation*}
$$

therefore the increasing sequence $F\left(x^{k}\right)$ is bounded, and thus, converging. Since $x^{k}$ bounded, we can derive a converging sub-sequence $x^{\phi(k)} \rightarrow x^{\star}$ with $\phi: \mathbb{N}^{\star} \mapsto \mathbb{N}^{\star}$ being an increasing function. The associated feasibility error is $\epsilon_{\phi(k)}=\left(\operatorname{val}\left(P_{x^{\phi(k)}}\right)-h\left(x^{\phi(k)}\right)\right)^{-}$. On the one hand, being $\epsilon_{\phi(k)}$ a sub-sequence of $\epsilon_{k}$ which has been proven to converge towards zero, $\epsilon_{\phi(k)} \rightarrow 0$. On the other hand, $\epsilon_{\phi(k)} \rightarrow\left(\operatorname{val}\left(P_{x^{\star}}\right)-h\left(x^{\star}\right)\right)^{-}$holds by continuity of $x \mapsto \operatorname{val}\left(P_{x}\right)$ and $h$. By uniqueness of the limit, $\left(\operatorname{val}\left(P_{x^{\star}}\right)-h\left(x^{\star}\right)\right)^{-}=0$. Therefore, $x^{\star} \in \mathcal{X}$ is feasible in $(\mathrm{BP})$ and $F\left(x^{\star}\right) \geq \operatorname{val}(\mathrm{BP})$. From (4.5) we also know that $F\left(x^{\star}\right) \leq \operatorname{val}(\mathrm{BP})$, and thus $F\left(x^{\star}\right)=\operatorname{val}(\mathrm{BP})$. We can conclude that $F\left(x^{k}\right)$ is bounded and admits a unique limit point which is val(BP). Hence, $\delta_{k} \rightarrow 0$.
4.2. A convergence rate for the $\mathbf{C P}$ algorithm. In this section, we give a convergence rate of the CP algorithm 4.1, under two additional assumptions on the bilevel problem. First of all, let us reformulate the bilevel problem, by moving the function $h(x)$ within the lower-level problem:

$$
\left\{\begin{array}{cl}
\min _{x \in \mathcal{X}} & F(x)  \tag{BP}\\
\text { s.t. } & 0 \leq \min _{y \in \mathbb{R}^{n}}\left\{\left.\frac{1}{2} y^{\top} Q(x) y+q(x)^{\top} y-h(x) \right\rvert\, y \in \mathcal{F}\right\} .
\end{array}\right.
$$

We introduce then the matrix $\mathcal{G}(x)=\frac{1}{2}\left(\begin{array}{cc}Q(x) & q(x) \\ q(x)^{\top} & -2 h(x)\end{array}\right)=\mathcal{Q}(x)-\left(\begin{array}{cc}0_{n} & 0 \\ 0 & h(x)\end{array}\right)$ and we define the set

$$
\mathcal{P}=\left\{M(y)=\left(\begin{array}{cc}
y y^{\top} & y \\
y^{\top} & 1
\end{array}\right): y \in \mathcal{F}\right\} \subset \mathbb{R}^{(n+1) \times(n+1)}
$$

With this notation, we acknowledge that (BP) can be formulated as

$$
\left\{\begin{array}{rl}
\min _{x \in \mathcal{X}} & F(x)  \tag{SIP}\\
\text { s.t. } & 0 \leq\langle\mathcal{G}(x), Y\rangle, \forall Y \in \mathcal{P} .
\end{array}\right.
$$

We define as $\mathcal{K}=\operatorname{cone}(\mathcal{P}) \subset \mathbb{R}^{(n+1) \times(n+1)}$ the convex cone generated by $\mathcal{P}$, and $\mathcal{L}(x, Y)=F(x)-$ $\langle\mathcal{G}(x), Y\rangle$ the Lagrangian function defined over $\mathcal{X} \times \mathcal{K}$. We remark that for any $x \in \mathcal{X}$, the following equality holds

$$
\sup _{Y \in \mathcal{K}} \mathcal{L}(x, Y)= \begin{cases}F(x) & \text { if } 0 \leq\langle\mathcal{G}(x), Y\rangle, \forall Y \in \mathcal{P} \\ +\infty & \text { else. }\end{cases}
$$

Hence, problem (SIP) can be expressed as the saddle-point problem $\min _{x \in \mathcal{X}} \sup _{Y \in \mathcal{K}} \mathcal{L}(x, Y)$. At this point, we do the following further assumption.

AsSumption 6. The upper-level objective function $F(x)$ is $\mu$-strongly-convex.
Assumptions 6 is quite strong, but we remark that, if the original objective function is just convex, it is always possible to enforce this assumption by "regularizing" the bilevel problem adding a $\ell_{2}$ penalty to the primal objective function, i.e. minimizing $F(x)+\frac{\mu}{2}\|x\|^{2}$ instead of $F(x)$. The Lagrangian function $\mathcal{L}(x, Y)$ is linear (thus continuous and concave) w.r.t. $Y$ for all $x \in \mathcal{X}$ and is continuous and convex w.r.t. $x$ for all $Y \in \mathcal{K}$. The convexity w.r.t. $x$ follows from Assumptions 2 and 3 and from the fact that $Y_{n+1, n+1} \geq 0$ for any $Y \in \mathcal{K}$. Since the set $\mathcal{X}$ is convex (Assumption 1) and the set $\mathcal{K}$ is convex too, the Sion's minimax theorem is applicable and the following holds:

$$
\min _{x \in \mathcal{X}} \sup _{Y \in \mathcal{K}} \mathcal{L}(x, Y)=\sup _{Y \in \mathcal{K}} \min _{x \in \mathcal{X}} \mathcal{L}(x, Y)
$$

Defining the dual function $\theta(Y)=\min _{x \in \mathcal{X}} \mathcal{L}(x, Y)$, we know that

$$
\begin{equation*}
\operatorname{val}(\mathrm{SIP})=\sup _{Y \in \mathcal{K}} \theta(Y) \tag{4.6}
\end{equation*}
$$

Notice that the dual function $\theta(Y)$ is concave, as a minimum of linear functions in $Y$. As a direct application of [14, Corollary VI.4.4.5], the dual function $\theta(Y)$ is differentiable because of the uniqueness of $\arg \min _{x \in \mathcal{X}} \mathcal{L}(x, Y)$, which is, in turn, a consequence of the strong convexity of $x \mapsto \mathcal{L}(x, Y)$ that follows from Assumption 6. Moreover, the gradient of the dual function is $\nabla \theta(Y)=-\mathcal{G}(x)$, where $x=\arg \min _{x \in \mathcal{X}} \mathcal{L}(x, Y)$. The differentiability of $\theta$ implies, in particular, that $\theta$ is continuous. We prove now that we can replace the sup operator with the max operator in the formulation (4.6), under the following assumption.

Assumption 7. It exists $\hat{x} \in \mathcal{X}$, s.t., for all $y \in \mathcal{F}, g(\hat{x}, y)=\frac{1}{2} y^{\top} Q(\hat{x}) y+q(\hat{x})^{\top} y-h(\hat{x})>0$.
Lemma 4.2. Under Assumption 7, the dual problem of (SIP) has an optimal solution $Y^{*}$.
Proof. We denote by $\hat{x} \in \mathcal{X}$ the primal feasible solution s.t. $g(\hat{x}, y)=\frac{1}{2} y^{\top} Q(\hat{x}) y+q(\hat{x})^{\top} y-$ $h(\hat{x})>0$ for all $y \in \mathcal{F}$. Since the set $\mathcal{F}$ is compact and the function $y \mapsto g(\hat{x}, y)$ is continuous and positive, it exists $c>0$ s.t. $g(\hat{x}, y) \geq c$ for all $y \in \mathcal{F}$. For any $Y \in \mathcal{K}$, we have that $Y=\sum_{k=1}^{p} \lambda_{k} M\left(y^{k}\right)$, for an integer $p \in \mathbb{N}$, vectors $y^{1}, \ldots, y^{p} \in \mathcal{F}$ and nonnegative scalars $\lambda_{1}, \ldots, \lambda_{p} \in \mathbb{R}_{+}$. Since $\langle\mathcal{G}(\hat{x}), M(y)\rangle=\frac{1}{2} y^{\top} Q(\hat{x}) y+q(\hat{x})^{\top} y-h(\hat{x})$ for any $y \in \mathcal{F}$, the following holds by linearity:

$$
\langle\mathcal{G}(\hat{x}), Y\rangle=\left\langle\mathcal{G}(\hat{x}), \sum_{k=1}^{p} \lambda_{k} M\left(y^{k}\right)\right\rangle=\sum_{k=1}^{p} \lambda_{k}\left\langle\mathcal{G}(\hat{x}), M\left(y^{k}\right)\right\rangle \geq \sum_{k=1}^{p} \lambda_{k} c=Y_{n+1, n+1} c
$$

Moreover, by definition of $\theta$ :

$$
\theta(Y)=\min _{x \in \mathcal{X}} F(x)-\langle\mathcal{G}(x), Y\rangle \leq F(\hat{x})-\langle\mathcal{G}(\hat{x}), Y\rangle \leq F(\hat{x})-Y_{n+1, n+1} c
$$

this for any $Y \in \mathcal{K}$. We take then a maximizing sequence $\left(Y^{k}\right)_{k \in \mathbb{N}}$ of problem (4.6). Defining $V=\operatorname{val}(\mathrm{SIP})$, we know that $\theta\left(Y^{k}\right) \rightarrow V$ and hence, it exists $j \in \mathbb{N}$ s.t. for all $k \geq j, \theta\left(Y^{k}\right) \geq V-1$. This implies that, for all $k \geq j$,

$$
0 \leq Y_{n+1, n+1}^{k} \leq \frac{F(\hat{x})-V+1}{c}
$$

Defining $B=\frac{F(\hat{x})-V+1}{c}$, we deduce that $\forall k \geq j, Y^{k}$ belongs to $B \operatorname{conv}(\mathcal{F})$, which is compact. Thus, the sequence $\left(Y^{k}\right)_{k \in \mathbb{N}}$ admits an accumulation point $Y^{*}$, s.t. $\theta\left(Y^{*}\right)=V$ by continuity of $\theta$.

According to this lemma, the dual version of problem (SIP) thus reads
(DSIP)

$$
\max _{Y \in \mathcal{K}} \theta(Y)
$$

This concave maximization problem on the convex cone $\mathcal{K}$ is the Lagrangian dual of the problem (SIP) i.e. of the bilevel program (BP). Indeed, in this section, we are dualizing the whole bilevel problem (BP), contrary to Section 3, where we dualize the lower-level problem only. We are now going to see that the CP algorithm 4.1 can be interpreted, from a dual perspective, as a cone constrained Fully Corrective Frank-Wolfe (FCFW) algorithm [20] solving the dual problem (DSIP). We prove that during the execution of the CP algorithm 4.1, the dual variables obtained when solving the relaxation $R_{k}$ instantiate the iterates of a FCFW algorithm. In the following, the sets $B_{k} \subset \mathbb{R}^{n+1 \times n+1}$ are finite sets, composed of rank-one matrices of the form $M(y)$.

First, the initialization of the CP can be seen, in the dual perspective, as the initialization of a Frank-Wolfe type algorithm, with $B_{0} \leftarrow \emptyset$. Then, the generic iteration $k$ is described in Table 1.

|  | Primal perspective: CP | Link | Dual perspective: FCFW |
| :---: | :---: | :---: | :---: |
| Step 1 | Solve $R_{k}$ and store the solution $x^{k}$ | Duality | Solve the dual problem on cone $\left(B_{k}\right)$, i.e. $\max _{Y \in \operatorname{cone}\left(B_{k}\right)} \theta(Y)$ <br> store the solution $Y^{k}$, the associated $x^{k}$ and the gradient $\nabla \theta\left(Y^{k}\right)=-\mathcal{G}\left(x^{k}\right)$ |
| Step 2 | Solve the lower-level problem $P_{x^{k}}$ $\min _{y \in \mathcal{F}} \frac{1}{2} y^{\top} Q\left(x^{k}\right) y+q\left(x^{k}\right)^{\top} y$ <br> and store the solution $y^{k}$ | $Z^{k}=M\left(y^{k}\right)$ | Solve the problem $\max _{Z \in \mathcal{P}}\left\langle\nabla \theta\left(Y^{k}\right), Z\right\rangle$ <br> and store the solution $Z^{k}$ |
| Step 3a | If $h\left(x^{k}\right) \leq \frac{1}{2}\left(y^{k}\right)^{\top} Q\left(x^{k}\right) y^{k}+q\left(x^{k}\right)^{\top} y^{k}$, $\left(x^{k}, y^{k}\right)$ is the optimal solution of (BP) | Reformulation | $\begin{aligned} & \text { If }\left\langle\nabla \theta\left(Y^{k}\right), Z^{k}\right\rangle \leq 0, \\ & Y^{k} \text { is the optimal solution of (DSIP), } \\ & x^{k} \text { is the optimal solution of (SIP) } \end{aligned}$ |
| Step 3b | If $h\left(x^{k}\right)>\frac{1}{2}\left(y^{k}\right)^{\top} Q\left(x^{k}\right) y^{k}+q\left(x^{k}\right)^{\top} y^{k}$, build $R_{k+1}$ as $R_{k}$ with the adjoined ineq. $h(x) \leq \frac{1}{2}\left(y^{k}\right)^{\top} Q(x) y^{k}+q(x)^{\top} y^{k}$ | Reformulation | $\begin{gathered} \text { If }\left\langle\nabla \theta\left(Y^{k}\right), Z^{k}\right\rangle>0, \\ \text { set } B_{k+1} \leftarrow B_{k} \cup\left\{Z^{k}\right\} . \end{gathered}$ |

Table 1: The $k$-th iteration of the CP (Algorithm 4.1), and of the FCFW algorithm

The different steps summarized in Table 1 can be explicated as follows:

- Step 1: At iteration $k$, set $B_{k}$ represents, from a dual perspective, the set of CPs in the primal relaxation $R_{k}$. The dual problem of $R_{k}$ is in fact a restriction of (DSIP) on cone $\left(B_{k}\right)$,
which is a polyhedral subcone of $\mathcal{K}$, since the following holds:

$$
\begin{aligned}
\max _{Y \in \operatorname{cone}\left(B_{k}\right)} \theta(Y) & =\max _{Y \in \operatorname{cone}\left(B_{k}\right)} \min _{x \in \mathcal{X}}(F(x)-\langle\mathcal{G}(x), Y\rangle) \\
& =\min _{x \in \mathcal{X}} \max _{Y \in \operatorname{cone}\left(B_{k}\right)}(F(x)-\langle\mathcal{G}(x), Y\rangle) \\
& =\min _{x \in \mathcal{X}}\left\{F(x) \text { s.t. } 0 \leq\langle\mathcal{G}(x), Z\rangle, \forall Z \in B_{k}\right\},
\end{aligned}
$$

which we recognize being the master problem $R_{k}$. The absence of duality gap is, also in this case, a direct application of Sion's Theorem. The new dual solution $Y^{k}$ is obtained solving this restriction of (DSIP) on cone $\left(B_{k}\right)$, and the primal solution $x^{k}=\arg \min _{x \in \mathcal{X}} \mathcal{L}\left(x, Y^{k}\right)$ gives the gradient of the dual function in $Y^{k}$, i.e., $\nabla \theta\left(Y^{k}\right)=-\mathcal{G}\left(x^{k}\right)$.

- Step 2: Finding the bilevel constraint that is the most violated by $x^{k}$ is equivalent to finding the furthest point of $\mathcal{P}$ in the direction $\nabla \theta\left(Y^{k}\right)$. Indeed, the following equality holds:

$$
\begin{align*}
\max _{Z \in \mathcal{P}}\left\langle\nabla \theta\left(Y^{k}\right), Z\right\rangle & =-\min _{Z \in \mathcal{P}}\left\langle\mathcal{G}\left(x^{k}\right), Z\right\rangle  \tag{4.7}\\
& =-\min _{y \in \mathcal{F}}\left\{\frac{1}{2} y^{\top} Q\left(x^{k}\right) y+q\left(x^{k}\right)^{\top} y-h\left(x^{k}\right)\right\} \tag{4.8}
\end{align*}
$$

and any optimal solution $Z^{k}$ in problem (4.7) has the form $Z^{k}=M\left(y^{k}\right)$, with $y^{k}$ optimal in problem (4.8).

- Step 3a: The CP feasibility test $\frac{1}{2}\left(y^{k}\right)^{\top} Q\left(x^{k}\right) y^{k}+q\left(x^{k}\right)^{\top} y^{k} \geq h\left(x^{k}\right)$, is equivalent to the dual optimality condition $\left\langle\nabla \theta\left(Y^{k}\right), Z^{k}\right\rangle \leq 0$, according to the equality $\nabla \theta\left(Y^{k}\right)=-\mathcal{G}\left(x^{k}\right)$.
- Step 3b: Increasing the set of atoms $B_{k+1} \leftarrow B_{k} \cup\left\{Z^{k}\right\}$ is the dual point of view of adding the corresponding CP (with $y^{k}$ s.t. $Z^{k}=M\left(y^{k}\right)$ ) to $R_{k}$, which creates the relaxation $R_{k+1}$. The following lemma states a property of the iterates $Y^{k}$.

Lemma 4.3. For any $k \in \mathbb{N},\left\langle\nabla \theta\left(Y^{k}\right), Y^{k}\right\rangle=0$.
Proof. This property follows directly from the first order optimality condition at 1 of the differentiable function $g:\left\{\begin{array}{l}\mathbb{R}_{+} \rightarrow \mathbb{R} \\ t \mapsto \theta\left(t Y^{k}\right)\end{array}\right.$. Indeed, $g^{\prime}(1)=\left\langle\nabla \theta\left(Y^{k}\right), Y^{k}\right\rangle=0$, because (i) 1 is optimal for $g$ since $Y^{k} \in \arg \max _{Y \in \operatorname{cone}\left(B_{k}\right)} \theta(Y)$, (ii) 1 lies in the interior of the definition domain of $g$.
Based on the dual interpretation of the CP algorithm, we are now going to state a convergence rate for this algorithm. We begin with two technical lemmas.

Lemma 4.4. It exists $L>0$ s.t. function $\theta$ is $L$-smooth, i.e., for all $Y, Y^{\prime} \in \mathcal{K}$,

$$
\left\|\nabla \theta(Y)-\nabla \theta\left(Y^{\prime}\right)\right\|_{2} \leq L\left\|Y-Y^{\prime}\right\|_{2}
$$

Proof. For the purpose of this proof, we introduce the linear operator $\mathcal{Q}^{\star}$, defined as the adjoint operator of the linear (by Assumption 3) operator $x \mapsto \mathcal{Q}(x)$. With this notation, we have that $\langle\mathcal{Q}(x), Y\rangle=x^{\top}\left(\mathcal{Q}^{\star} Y\right)$. We also denote by $\left\|\mathcal{Q}^{\star}\right\|_{\text {op }}$ the operator norm of $\mathcal{Q}^{\star}$. We notice that the image of the bounded set $\mathcal{X}$ by the subdifferential mapping $\partial h(\mathcal{X})=\bigcup_{x \in \mathcal{X}} \partial h(x)$ is bounded according to Theorem 6.2.2 in [14, Chapter VI]. Hence it exists $D \geq 0$ such that

$$
\begin{equation*}
\forall x \in \mathcal{X}, \forall s \in \partial h(x), \quad\|s\|_{2} \leq D \tag{4.9}
\end{equation*}
$$

Given $Y, Y^{\prime} \in \mathcal{K}$, we are now going to prove that $\left\|\nabla \theta(Y)-\nabla \theta\left(Y^{\prime}\right)\right\|_{2} \leq L\left\|Y-Y^{\prime}\right\|_{2}$ for a constant $L$ that is independent from $Y$ and $Y^{\prime}$. Being $i_{\mathcal{X}}(x)$ the indicator function of the set $\mathcal{X}$, we introduce the applications $w: x \mapsto \mathcal{L}(x, Y)+i_{\mathcal{X}}(x)$ and $w^{\prime}: x \mapsto \mathcal{L}\left(x, Y^{\prime}\right)+i_{\mathcal{X}}(x)$. According to Assumptions 6 , as well as 1,2 , and 3 we remark that application $w$ (resp. $w^{\prime}$ ) is $\mu$-strongly convex because it is the sum of the $\mu$-strongly convex function $F$ and the convex function $x \mapsto-\langle\mathcal{G}(x), Y\rangle+i_{\mathcal{X}}(x)$ (resp. $\left.x \mapsto-\left\langle\mathcal{G}(x), Y^{\prime}\right\rangle+i_{\mathcal{X}}(x)\right)$. Being $u$ (resp. $u^{\prime}$ ) the unique minimum of function $w$ (resp. $w^{\prime}$ ), the uniqueness following from the strong convexity, the optimality conditions of function $w$, and $w^{\prime}$ respectively read

$$
\begin{array}{r}
0 \in \partial w(u) \\
0 \in \partial w^{\prime}\left(u^{\prime}\right) \tag{4.11}
\end{array}
$$

We remark that $w^{\prime}(x)=F(x)+i_{\mathcal{X}}(x)+Y^{\prime}{ }_{n+1, n+1} h(x)-x^{\top}\left(\mathcal{Q}^{\star} Y^{\prime}\right)$. The function $x \mapsto F(x)+i_{\mathcal{X}}(x)$ is convex as a sum of convex functions; the function $x \mapsto Y^{\prime}{ }_{n+1, n+1} h(x)$ is convex since $h$ is convex and $Y_{n+1, n+1}^{\prime} \geq 0$ by definition of cone $\mathcal{K} ; x \mapsto-x^{\top}\left(\mathcal{Q}^{\star} Y^{\prime}\right)$ is linear and thus convex. The intersection of the relative interiors of the domains of these convex functions is ri $(\mathcal{X})$. Since $\mathcal{X}$ is a finite-dimensional convex set, $\operatorname{ri}(\mathcal{X}) \neq \emptyset[29$, Proposition 1.9]. Hence the subdifferential of the sum is the sum of the subdifferentials [24, Theorem 2.1]. In this respect, the subdifferential of function $w^{\prime}$ at $u^{\prime}$ reads

$$
\partial w^{\prime}\left(u^{\prime}\right)=\partial\left(F+i_{\mathcal{X}}\right)\left(u^{\prime}\right)-\mathcal{Q}^{\star} Y^{\prime}+Y_{n+1, n+1}^{\prime} \partial h\left(u^{\prime}\right)
$$

Based on this decomposition, it follows from (4.11) that $\exists g_{0} \in \partial\left(F+i_{\mathcal{X}}\right)\left(u^{\prime}\right), g_{1} \in \partial h\left(u^{\prime}\right)$ such that

$$
\begin{equation*}
g_{0}-\mathcal{Q}^{\star} Y^{\prime}+Y_{n+1, n+1}^{\prime} g_{1}=0 \tag{4.12}
\end{equation*}
$$

Additionally, we have that

$$
\begin{equation*}
g_{0}-\mathcal{Q}^{\star} Y+Y_{n+1, n+1} g_{1} \in \partial w\left(u^{\prime}\right) \tag{4.13}
\end{equation*}
$$

since $w(x)=F(x)+i_{\mathcal{X}}(x)-x^{\top}\left(\mathcal{Q}^{\star} Y\right)+Y_{n+1, n+1} h(x)$, and $g_{0} \in \partial\left(F+i_{\mathcal{X}}\right)\left(u^{\prime}\right), g_{1} \in \partial h\left(u^{\prime}\right)$. Combining Eq. (4.12) with Eq. (4.13), we deduce:

$$
\begin{equation*}
\mathcal{Q}^{\star}\left(Y^{\prime}-Y\right)+\left(Y_{n+1, n+1}-Y_{n+1, n+1}^{\prime}\right) g_{1} \in \partial w\left(u^{\prime}\right) \tag{4.14}
\end{equation*}
$$

Applying Theorem 6.1.2 in [14, Chapter VI], the $\mu$-strong convexity of $w$ gives that, for any $s_{1} \in \partial w(u)$ and $s_{2} \in \partial w\left(u^{\prime}\right),\left\langle s_{2}-s_{1}, u^{\prime}-u\right\rangle \geq \mu\left\|u-u^{\prime}\right\|_{2}^{2}$. Moreover, due to the Cauchy-Schwartz inequality, $\left\|s_{1}-s_{2}\right\|_{2}\left\|u-u^{\prime}\right\|_{2} \geq\left\langle s_{2}-s_{1}, u^{\prime}-u\right\rangle$. Therefore, $\left\|s_{2}-s_{1}\right\|_{2} \geq \mu\left\|u-u^{\prime}\right\|_{2}$ holds for any $s_{1} \in \partial w(u)$ and $s_{2} \in \partial w\left(u^{\prime}\right)$. Since $0 \in \partial w(u)$ according to (4.10), and $\mathcal{Q}^{\star}\left(Y^{\prime}-Y\right)+\left(Y_{n+1, n+1}-\right.$ $\left.Y_{n+1, n+1}^{\prime}\right) g_{1} \in \partial w\left(u^{\prime}\right)$ according to (4.14), we deduce that

$$
\left\|\mathcal{Q}^{\star}\left(Y^{\prime}-Y\right)+\left(Y_{n+1, n+1}-Y_{n+1, n+1}^{\prime}\right) g_{1}-0\right\|_{2} \geq \mu\left\|u-u^{\prime}\right\|_{2}
$$

According to the triangle inequality

$$
\left\|\mathcal{Q}^{\star}\left(Y^{\prime}-Y\right)\right\|_{2}+\left|Y_{n+1, n+1}-Y_{n+1, n+1}^{\prime}\right|\left\|g_{1}\right\|_{2} \geq \mu\left\|u-u^{\prime}\right\|_{2}
$$

and thus, since $\left\|Y-Y^{\prime}\right\|_{2} \geq\left|Y_{n+1, n+1}-Y_{n+1, n+1}^{\prime}\right|$,

$$
\left\|\mathcal{Q}^{\star}\right\|_{\text {op }}\left\|Y-Y^{\prime}\right\|_{2}+\left\|Y-Y^{\prime}\right\|_{2}\left\|g_{1}\right\|_{2} \geq \mu\left\|u-u^{\prime}\right\|_{2}
$$

Defining $B=\left\|\mathcal{Q}^{\star}\right\|_{\text {op }}+D$ and using the inequality $\left\|g_{1}\right\|_{2} \leq D$, which holds according to (4.9), we know that

$$
B\left\|Y-Y^{\prime}\right\|_{2} \geq \mu\left\|u-u^{\prime}\right\|_{2} .
$$

According to Assumption 3, $h$ is Lipschitz continuous and so are $q$ and $Q$ by the linearity Assumption 2. Hence, it exists a constant $K>0$ such that $x \mapsto \mathcal{G}(x)$ is $K$-Lipschitz continuous. We deduce that $K\left\|u-u^{\prime}\right\|_{2} \geq\left\|\mathcal{G}(u)-\mathcal{G}\left(u^{\prime}\right)\right\|_{2}$, and, consequently, $\left\|Y-Y^{\prime}\right\|_{2} \geq \frac{\mu}{B K}\left\|\mathcal{G}(u)-\mathcal{G}\left(u^{\prime}\right)\right\|_{2}$. We define the constant $L=\frac{B K}{\mu}$, which is clearly independent from $Y, Y^{\prime}, u$ and $u^{\prime}$. Since $\nabla \theta(Y)=-\mathcal{G}(u)$ and $\nabla \theta\left(Y^{\prime}\right)=-\mathcal{G}\left(u^{\prime}\right)$, we deduce that

$$
L\left\|Y-Y^{\prime}\right\|_{2} \geq\left\|\nabla \theta(Y)-\nabla \theta\left(Y^{\prime}\right)\right\|_{2}
$$

which concludes the proof.
The following lemma is a consequence of the $L$-smoothness $\theta$.
Lemma 4.5. Let $L$ denote the smoothness constant associated with $\theta$. For any $Y, Z \in \mathcal{K}$ and for any $\gamma \geq 0$,

$$
\theta(Y+\gamma Z) \geq \theta(Y)+\gamma\langle\nabla \theta(Y), Z\rangle-\frac{L\|Z\|^{2}}{2} \gamma^{2}
$$

Proof. For any $Y, Z \in \mathcal{K}$ and $\gamma>0$, it holds by integration that

$$
\begin{equation*}
\theta(Y+\gamma Z)-\theta(Y)=\int_{t=0}^{\gamma}\langle\nabla \theta(Y+t Z), Z\rangle d t=\gamma\langle\nabla \theta(Y), Z\rangle+\int_{t=0}^{\gamma}\langle\nabla \theta(Y+t Z)-\nabla \theta(Y), Z\rangle d t \tag{4.15}
\end{equation*}
$$

Since $\langle\nabla \theta(Y+t Z)-\nabla \theta(Y), Z\rangle \geq-|\langle\nabla \theta(Y+t Z)-\nabla \theta(Y), Z\rangle|$, using Cauchy-Schwartz inequality and $L$-smoothness of $\theta$, we know that

$$
\begin{equation*}
\langle\nabla \theta(Y+t Z)-\nabla \theta(Y), Z\rangle \geq-\|\nabla \theta(Y+t Z)-\nabla \theta(Y)\|_{2}\|Z\|_{2} \geq-t L\|Z\|_{2}^{2} \tag{4.16}
\end{equation*}
$$

Combining Eq. (4.15) with Eq. (4.16), we deduce that

$$
\theta(Y+\gamma Z)-\theta(Y) \geq \gamma\langle\nabla \theta(Y), Z\rangle-\int_{t=0}^{\gamma} t L\|Z\|_{2}^{2} d t
$$

which yields finally that $\theta(Y+\gamma Z)-\theta(Y) \geq \gamma\langle\nabla \theta(Y), Z\rangle-\frac{L\|Z\|^{2}}{2} \gamma^{2}$.
We define the constant $T=\max _{Y \in \mathcal{P}}\|Z\|^{2}$, which is finite by compactness of $\mathcal{F}$, and thus of $\mathcal{P}$. According to Lemma 4.2, (DSIP) admits an optimal solution $Y^{*}$. We remark that the dual optimality gap at $k$-th iteration is $\delta_{k}=\theta\left(Y^{*}\right)-\theta\left(Y^{k}\right) \geq 0$, where $\delta_{k}$ is the objective error defined in Theorem 4.1. We define $\tau$ as the last element of the optimal dual solution $Y^{*}$, i.e. $\tau=Y_{n+1, n+1}^{*}$. This scalar plays a central role in the convergence rate analysis, conducted in the following theorem.

Theorem 4.6. Under Assumptions 1-7: if Algorithm 4.1 executes the iteration of index $k \in \mathbb{N}$, then

$$
\begin{equation*}
\delta_{k} \leq \frac{2 L T \tau^{2}}{k+2} \tag{4.17}
\end{equation*}
$$

Otherwise, it exists an index $j \leq k$ s.t. $Y^{j}$ is optimal for (DSIP), and $x^{j}=\arg \min _{x \in \mathcal{X}} \mathcal{L}\left(x, Y^{j}\right)$ is optimal for (SIP).

Proof. If the algorithm terminates at iteration $j \in \mathbb{N}$, this means that

$$
\begin{equation*}
\max _{Z \in \mathcal{P}}\left\langle\nabla \theta\left(Y^{j}\right), Z\right\rangle \leq 0 \tag{4.18}
\end{equation*}
$$

Defining $x^{j}=\arg \min _{x \in \mathcal{X}} \mathcal{L}\left(x, Y^{j}\right)$, we have that $\nabla \theta\left(Y^{j}\right)=-\mathcal{G}\left(x^{j}\right)$. Eq. (4.18) is thus equivalent to $\min _{Z \in \mathcal{P}}\left\langle\mathcal{G}\left(x^{j}\right), Z\right\rangle \geq 0$. This proves that $x^{j}$ is feasible in (SIP). Moreover $\left\langle\mathcal{G}\left(x^{j}\right), Y^{j}\right\rangle=\left\langle\nabla \theta\left(Y^{j}\right), Y^{j}\right\rangle=$ 0 , according to Lemma 4.3, and, therefore, $F\left(x^{j}\right)=\mathcal{L}\left(x^{j}, Y^{j}\right)=\theta\left(Y^{j}\right)$. Hence $x^{j}$ and $Y^{j}$ are feasible solutions in the primal (SIP) and the dual (DSIP) respectively, and have the same value. Therefore, $x^{j}$ is optimal for (SIP), and $Y^{j}$ is optimal for (DSIP).

We focus now on the case where Algorithm 4.1 does not terminates, and prove (4.17) by induction.

Base case: $k=0$. Since $\theta$ is concave, we have that

$$
\delta_{0}=\theta\left(Y^{*}\right)-\theta\left(Y^{0}\right)=\theta\left(Y^{*}\right)-\theta\left(Y^{0}\right) \leq\left\langle\nabla \theta\left(Y^{0}\right), Y^{*}-Y^{0}\right\rangle=\left\langle\nabla \theta\left(Y^{0}\right), Y^{*}\right\rangle
$$

the last equality coming from $Y^{0}=0$. We remark that $\left\langle\nabla \theta\left(Y^{0}\right), Y^{*}\right\rangle=\left\langle\nabla \theta\left(Y^{0}\right)-\nabla \theta\left(Y^{*}\right), Y^{*}\right\rangle$ since $\left\langle\nabla \theta\left(Y^{*}\right), Y^{*}\right\rangle=0$ by optimality of $Y^{*}$. Hence,

$$
\delta_{0} \leq\left\langle\nabla \theta\left(Y^{0}\right)-\nabla \theta\left(Y^{*}\right), Y^{*}\right\rangle \leq\left\|\nabla \theta\left(Y^{0}\right)-\nabla \theta\left(Y^{*}\right)\right\|\left\|Y^{*}\right\|
$$

where the last inequality is the Cauchy-Schwarz inequality. Using the $L$-Lipschitzness of $\nabla \theta$, we know that $\left\|\nabla \theta\left(Y^{0}\right)-\nabla \theta\left(Y^{*}\right)\right\| \leq L\left\|Y^{0}-Y^{*}\right\|=L\left\|Y^{*}\right\|$. Finally, we deduce that, since $Y^{*} \in \tau \mathcal{P}$,

$$
\delta_{0} \leq L\left\|Y^{*}\right\|^{2} \leq L T \tau^{2}
$$

Induction. We suppose that the algorithm runs $k+1$ iterations, and that the property (4.17) is true for $k$. Using Lemma 4.5, we can compute a lower bound on the progress made during the iteration of index $k+1$ :

$$
\theta\left(Y^{k+1}\right) \geq \theta\left(Y^{k}+\gamma Z^{k}\right) \geq \theta\left(Y^{k}\right)+\gamma\left\langle\nabla \theta\left(Y^{k}\right), Z^{k}\right\rangle-\frac{L\left\|Z^{k}\right\|^{2}}{2} \gamma^{2}
$$

for any $\gamma \geq 0$. Multiplying by -1 , and adding $\theta\left(Y^{*}\right)$ to both left and right hand sides of the above inequality, and using $\left\|Z^{k}\right\|^{2} \leq T$, we have that

$$
\begin{equation*}
\delta_{k+1} \leq \delta_{k}-\gamma\left\langle\nabla \theta\left(Y^{k}\right), Z^{k}\right\rangle+\frac{L T}{2} \gamma^{2} \tag{4.19}
\end{equation*}
$$

for any $\gamma \geq 0$. We remark that the value $T$ is independent from $k$. By concavity of $\theta$, it also holds that $\delta_{k}=\theta\left(Y^{*}\right)-\theta\left(Y^{k}\right)=\theta\left(Y^{*}\right)-\theta\left(Y^{k}\right) \leq\left\langle\nabla \theta\left(Y^{k}\right), Y^{*}-Y^{k}\right\rangle$. We notice that $\left\langle\nabla \theta\left(Y^{k}\right), Y^{k}\right\rangle=0$, according to Lemma 4.3. Thus, $\delta_{k} \leq\left\langle\nabla \theta\left(Y^{k}\right), Y^{*}\right\rangle$. As $Y_{n+1, n+1}^{*}=\tau$, we know that $Y^{*} \in \tau \operatorname{conv}(\mathcal{P})$, and, therefore,

$$
\begin{equation*}
\delta_{k} \leq \max _{Z \in \tau \operatorname{conv}(\mathcal{P})}\left\langle\nabla \theta\left(Y^{k}\right), Z\right\rangle=\max _{Z \in \tau \mathcal{P}}\left\langle\nabla \theta\left(Y^{k}\right), Z\right\rangle=\tau\left\langle\nabla \theta\left(Y^{k}\right), Z^{k}\right\rangle \tag{4.20}
\end{equation*}
$$

the last equality following from the definition of $Z^{k}$. Combining Eq. (4.19) and (4.20), it holds that

$$
\delta_{k+1} \leq \delta_{k}-\gamma \tau^{-1} \delta_{k}+\frac{L T}{2} \gamma^{2}
$$

for every $\gamma \geq 0$. Factorizing and doing a change of variable $\eta=\gamma \tau^{-1}$, for any $\eta \geq 0$ :

$$
\begin{equation*}
\delta_{k+1} \leq(1-\eta) \delta_{k}+\frac{L T \tau^{2}}{2} \eta^{2} \tag{4.21}
\end{equation*}
$$

We have derived a lower bound on optimality gap at iteration $k$. We apply then (4.21) with $\eta=\frac{2}{k+2}$ :

$$
\delta_{k+1} \leq\left(1-\frac{2}{k+2}\right) \delta_{k}+\frac{L T \tau^{2}}{2} \frac{4}{(k+2)^{2}} \leq \frac{k}{k+2} \frac{2 L T \tau^{2}}{k+2}+\frac{L T \tau^{2}}{2} \frac{4}{(k+2)^{2}}
$$

the second inequality coming from the application of (4.17) for $k$, which is true by induction hypothesis. Finally, we deduce that

$$
\delta_{k+1} \leq \frac{2 L T \tau^{2}}{k+2}\left(\frac{k}{k+2}+\frac{1}{k+2}\right) \leq \frac{2 L T \tau^{2}}{k+2} \frac{k+1}{k+2} \leq \frac{2 L T \tau^{2}}{k+2} \frac{k+2}{k+3}=\frac{2 L T \tau^{2}}{k+3}
$$

the third inequality coming from the observation that $\frac{k+1}{k+2} \leq \frac{k+2}{k+3}$. Hence, the property (4.17) is true for $k+1$ as well. This concludes the proof by induction.
We remark that the convergence rate defined in (4.17) is directly related to the iteration index $k$, which is something different w.r.t. what is usually proved for existing CP algorithms solving SIP problems $[8,17,23]$, where the rate of convergence is not directly controlled by $k$.
5. Applications. In this section, we present two problems that can be modeled as (BP). For each of these, we present both the bilevel formulation, and the corresponding single-level formulation (BPR).
5.1. Constrained quadratic regression. We consider a quadratic statistical model with Gaussian noise linking a vector $w \in \mathbb{R}^{n}$ of explanatory variables, i.e., the features vector, and an output $z \in \mathbb{R}$ as follows:

$$
z=\frac{1}{2} w^{\top} \bar{Q} w+\bar{q}^{\top} w+\bar{c}+\epsilon,
$$

where $\bar{Q} \in \mathbb{R}^{n \times n}$ s.t. $\bar{Q}=\bar{Q}^{\top}, \bar{q} \in \mathbb{R}^{n}, \bar{c} \in \mathbb{R}$ and $\epsilon \sim \mathcal{N}\left(0, \sigma^{2}\right)$. Let us suppose that the parameters of this model are unknown, but we are given a dataset $\left(w_{i}, z_{i}\right)_{1 \leq i \leq P} \in\left(\mathbb{R}^{n} \times \mathbb{R}\right)^{P}$. The problem of finding the maximum likelihood estimator for $\bar{Q} \in \mathbb{R}^{n \times n}, \bar{q} \in \mathbb{R}^{n}, \bar{c} \in \mathbb{R}$ just consists in computing the triplet $(Q, q, c) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n} \times \mathbb{R}$ that minimizes the least-squares error $\sum_{i=1}^{P}\left(z_{i}-\frac{1}{2} w_{i}^{\top} Q w_{i}-q^{\top} w_{i}-c\right)^{2}$. We consider that (i) the features vector belongs to a given polytope $\mathcal{F} \subset \mathbb{R}^{n}$, (ii) the noiseless value $\frac{1}{2} y^{\top} \bar{Q} y+\bar{q}^{\top} y+\bar{c}$ is nonnegative for any $y \in \mathcal{F}$. Hence, this inverse problem is a "constrained quadratic regression problem" that may be written as:

$$
\left\{\begin{align*}
\min _{Q, q, c} & \sum_{i=1}^{P}\left(z_{i}-\frac{1}{2} w_{i}^{\top} Q w_{i}-q^{\top} w_{i}-c\right)^{2}  \tag{5.1}\\
\text { s.t. } & Q=Q^{\top} \\
& \frac{1}{2} y^{\top} Q y+q^{\top} y+c \geq 0 \quad \forall y \in \mathcal{F} \\
& Q \in \mathbb{R}^{n \times n}, q \in \mathbb{R}^{n}, c \in \mathbb{R}
\end{align*}\right.
$$

Formulation (5.1) is a SIP problem, having uncountably many constraints, which are parametrized by $y \in \mathcal{F}$. We can reformulate this SIP problem as a bilevel problem just replacing the SIP constraint
$\frac{1}{2} y^{\top} Q y+q^{\top} y+c \geq 0 \forall y \in \mathcal{F}$ with the bilevel constraint $\min _{y \in \mathcal{F}}\left\{\frac{1}{2} y^{\top} Q y+q^{\top} y\right\} \geq-c$. This model fits in the general setting of formulation (BP), where the matrix $Q$ is itself the upper-level variable of dimensions $n \times n$. As in Section 3, we assume that $\mathcal{F}=\left\{y \in \mathbb{R}^{n}: a_{j}^{\top} y \leq b_{j}, \forall j=1, \ldots, r\right\}$ is included in the centered $\ell_{2}$-ball with radius $\rho>0$, and we use the notation $\mathcal{A}_{j}=\left(\begin{array}{cc}0_{n} & \frac{a_{j}}{2} \\ \frac{a_{j}^{\top}}{2} & 0\end{array}\right)$ for all $j \in\{1, \ldots, r\}$. Then, the (BPR) formulation corresponding to (5.1) reads:

$$
\left\{\begin{aligned}
\min _{Q, q, c, \lambda, \alpha, \beta} & \sum_{i=1}^{P}\left(z_{i}-\frac{1}{2} w_{i}^{\top} Q w_{i}-q^{\top} w_{i}-c\right)^{2} \\
\text { s.t. } & Q=Q^{\top} \\
& -\lambda^{\top} b-\alpha\left(1+\rho^{2}\right)-\beta \geq-c \\
& \frac{1}{2}\left(\begin{array}{cc}
Q+2 \alpha I_{n} & q \\
q^{\top} & 2(\beta+\alpha)
\end{array}\right)+\sum_{j=1}^{r} \lambda_{j} \mathcal{A}_{j} \succeq 0 \\
& Q \in \mathbb{R}^{n \times n}, q \in \mathbb{R}^{n}, c \in \mathbb{R} \\
& \lambda \in \mathbb{R}_{+}^{r}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R} .
\end{aligned}\right.
$$

Formulation (5.2) is feasible, because the all-zero solution satisfies every constraint. In general, (5.2) is a restriction of (5.1) since $Q$ may not necessarily be PSD. In order to benchmark our approaches, we can solve the following relaxation of (5.1) - it is be a reformulation if $Q$ is PSD obtained by replacing the lower-level problem by its KKT conditions:

$$
\left\{\begin{align*}
\min _{Q, q, c, y, \gamma} & \sum_{i=1}^{P}\left(z_{i}-\frac{1}{2} w_{i}^{\top} Q w_{i}-q^{\top} w_{i}-c\right)^{2}  \tag{5.3}\\
\text { s.t. } & Q=Q^{\top} \\
& \frac{1}{2} y^{\top} Q y+q^{\top} y \geq-c \\
& A y \leq b \\
& Q y+q+A^{\top} \gamma=0 \\
& \gamma^{\top}(A y-b)=0 \\
& Q \in \mathbb{R}^{n \times n}, q \in \mathbb{R}^{n}, c \in \mathbb{R}, y \in \mathbb{R}^{n}, \gamma \in \mathbb{R}_{+}^{r},
\end{align*}\right.
$$

where $\gamma$ is the KKT multiplier vector associated to the lower-level constraints $A y \leq b$. This relaxation/reformulation of problem (5.1) is a non-convex polynomial optimization problem involving multivariate polynomials of degree up to three.
5.2. Zero-sum game with cubic payoff. In this section, we are interested in solving a twoplayer zero-sum game that is related to an undirected graph $\mathcal{G}=(V, E)$. We assume that player 1 benefits from a strategical advantage on player 2 , which will be explained more precisely later. We let $n$ denote the cardinality of $V$. Each player positions a resource on each node $i \in V$. After normalization, we can consider that the action set of both players is $\Delta_{n}=\left\{x \in \mathbb{R}_{+}^{n}: \sum_{i=1}^{n} x_{i}=1\right\}$. A two-player zero-sum game is a two-player game s.t., for every strategy $x \in \Delta_{n}$ of player 1 , and for every strategy $y \in \Delta_{n}$ of player 2 , the payoffs of the two players sum to zero. If we define $P_{i}(x, y)$ the payoff of player $i$ related to the strategy pair $(x, y)$, we thus have that $P_{1}(x, y)=-P_{2}(x, y)$. Since the payoffs sum to zero, we can write the zero-sum game by specifying only one game payoff. Player 1 wishes to minimize it, and player 2 wishes to maximize it. The game payoff $P(x, y)$ related to the pair of strategies $(x, y) \in \Delta_{n} \times \Delta_{n}$ is the sum of:

- the opposite of a term describing the "proximity" between $x$ and $y$ in the graph, $x^{\top} M y$, where $M \in \mathbb{R}^{n \times n}$ is the matrix defined as $M_{i j}=1$ if $i=j$ or $\{i, j\} \in E$, and $M_{i j}=0$ otherwise,
- the quadratic costs that player 1 has to pay to deploy his resources on the graph: $c_{1}(x)=$ $\frac{1}{2} x^{\top} Q_{1} x+q_{1}^{\top} x$,
- the opposite of the quadratic costs that player 2 has to pay to deploy her resources on the graph, and that is influenced by player 1 strategy: $c_{2}(x, y)=\frac{1}{2} y^{\top} Q_{2}(x) y+q_{2}^{\top} y$. In this sense, player 1 has a strategic advantage over player 2 .
Hence, this zero-sum game can then be written as $\min _{x \in \Delta_{n}} \max _{y \in \Delta_{n}}-x^{\top} M y+c_{1}(x)-c_{2}(x, y)$. Loosely speaking, player 1 trades off his costs for placing his resource where player 2's one is (i.e., maximizing the proximity) and for augmenting player 2 's costs. In the meantime, player 2 tries to avoid player 1, while minimizing her own costs. From player 1's perspective, this problem can be cast as the following bilevel formulation:

$$
\begin{cases}\min _{x, v} & \frac{1}{2} x^{\top} Q_{1} x+q_{1}^{\top} x+v  \tag{5.4}\\ \text { s.t. } & -v \leq \min _{y \in \Delta_{n}} \frac{1}{2} y^{\top} Q_{2}(x) y+\left(q_{2}+M^{\top} x\right)^{\top} y \\ & x \in \Delta_{n}, v \in \mathbb{R} .\end{cases}
$$

This latter formulation clearly fits in the general setting of formulation (BP). Hence, we apply the methodology of Section 3 with $r=n+2$, and

- $a_{1}=1$ and $b_{1}=1$,
- $a_{2}=-1$ and $b_{2}=0$,
- $\forall j \in\{1, \ldots, n\} \quad a_{j+2}=-e_{j}$ and $b_{j}=0$,
- $\rho=1$,
where $e_{j}$ is the $j$-th vector of the standard basis in $\mathbb{R}^{n}$ and $\mathbf{1}$ the all-ones $n$-dimensional vector. The dual variable is $\lambda \in \mathbb{R}_{+}^{n+2}$. In this application, the single-level formulation (BPR) reads

$$
\left\{\begin{align*}
\min _{x, v, \lambda, \alpha, \beta} & v+\frac{1}{2} x^{\top} Q_{1} x+q_{1}^{\top} x  \tag{5.5}\\
\text { s.t. } & -v \leq-\lambda_{1}-2 \alpha-\beta \\
& \frac{1}{2}\left(\begin{array}{cr}
Q_{2}(x)+2 \alpha I_{n} & W(x, \lambda) \\
W(x, \lambda)^{\top} & 2 \beta+2 \alpha
\end{array}\right) \succeq 0 \\
& x \in \Delta_{n}, v \in \mathbb{R} \\
& \lambda \in \mathbb{R}_{+}^{n+2}, \alpha \in \mathbb{R}_{+}, \beta \in \mathbb{R}
\end{align*}\right.
$$

where $W(x, \lambda)=q_{2}+M^{\top} x-\sum_{j=1}^{n} \lambda_{j+2} e_{j}+\left(\lambda_{1}-\lambda_{2}\right) 1$. If $Q_{2}(x) \succeq 0$ is PSD for any $x \in \Delta_{n}$, formulation (5.5) is a reformulation of (5.4). Otherwise, it is just a restriction of (5.4). In any case, such formulation is feasible, because for given vectors $x \in \Delta_{n}, \lambda \in \mathbb{R}_{+}^{n+2}$ and scalar $\beta \in \mathbb{R}$, taking arbitrary large scalars $\alpha$ and $v$, the two constraints are satisfied.

As for the first application, we benchmark our two approaches with the KKT-based relaxation/reformulation (depending on the convexity of the lower-level problem). Given the KKT multipliers $\gamma_{1}$ and $\gamma_{2}$ associated respectively to the lower-level constraint $\sum_{i=1}^{n} y_{i}=1$, and the nonnegativity constraint $y \geq 0$, the single-level formulation obtained by replacing the lower level of
(5.4) by its KKT conditions, is

$$
\left\{\begin{array}{rl}
\min _{x, v, y, \gamma_{1}, \gamma_{2}} & v+\frac{1}{2} x^{\top} Q_{1} x+q_{1}^{\top} x  \tag{5.6}\\
\text { s.t. } & -v \leq \frac{1}{2} y^{\top} Q_{2}(x) y+\left(q_{2}+M^{\top} x\right)^{\top} y \\
& Q_{2}(x) y+q_{2}+M^{\top} x+\gamma_{1} \mathbf{1}-I_{n} \gamma_{2}=0 \\
& -\gamma_{2}^{\top}\left(I_{n} y\right)=0 \\
& x \in \Delta_{n}, y \in \Delta_{n}, v \in \mathbb{R}, \gamma_{1} \in \mathbb{R}, \gamma_{2} \in \mathbb{R}_{+}^{n}
\end{array}\right.
$$

The KKT multiplier $\gamma_{1}$ is associated to an equality constraint, hence it can be either nonnegative or negative, and we have no complementarity constraint involving it in formulation (5.6). This relaxation/reformulation of problem (5.4), as well as (5.6), is a non-convex polynomial optimization problem involving multivariate polynomials of degree up to three.
6. Numerical results. In this section we present the numerical results obtained by testing several instances of the two applications presented in Section 5, available online at the public repository https://github.com/aoustry/Bilevel-programs-with-QP-as-LL.

For the constrained quadratic regression (Section 5.1), we solved twenty randomly generated instances. Each of these instances was generated by choosing the statistical parameters $\bar{Q}, \bar{q}, \bar{c}$ at random, drawing $P=4000$ random features vectors $w_{i} \in \mathbb{R}^{n}$, and then computing the associated outputs $z_{i} \in \mathbb{R}$ with a centered Gaussian noise. Ten instances - named PSD_inst\# in Table 2 were produced with $\bar{Q}$ PSD and ten instances - named notPSD_inst\# in Table 2 - with an indefinite $\bar{Q}$.

For the zero-sum game with cubic payoff application (Section 5.2), we tested twenty-two instances where the matrix $M$ is taken from the DIMACS graph coloring challenge ${ }^{1}$. We randomly generated $Q_{1}$ in a way such that it is PSD, as well as the coefficients of the linear mapping $x \mapsto Q_{2}(x)$ such that $Q_{2}(x)$ is PSD for all feasible $x$ in the instances named $\#_{-} P S D$ in Table 3. Regarding the instances named \#_notPSD in Table 3, no particular precaution was taken to enforce that $Q_{2}(x)$ is PSD. Hence, the sign of the eigenvalues of $Q_{2}(x)$ depends on $x$. The code that generated all the instances is available online.

We implemented the single-level formulations based on the dual approach using the Python programming language [30] and solve them with the conic optimization solver Mosek [2]. The bilevel formulations were solved using the CP algorithm (Algorithm 4.1 presented in Section 4) and implemented using the AMPL modeling language [11]. Both the master problem $R_{k}$ and the lower level problem $P_{x^{k}}$ were solved using the global optimization solver Gurobi [12]. The tolerance for the feasibility error $\epsilon_{k}=\left(h\left(x^{k}\right)-\operatorname{val}\left(P_{x^{k}}\right)\right)^{+}$is set to $10^{-6}$. With AMPL, we also implemented the traditional relaxation/reformulation approach based on the KKT conditions of the lower-level problem. We solved the KKT-based formulations using the global optimization solver Couenne [5], chosen after some preliminary computational experiments. These formulations are particularly hard to solve for Couenne, mainly because of the complementarity constraints. Indeed, for all the tested instances, Couenne does not terminate within the time limit, and we just display, in italic font, the LB given by the optimal value of the best relaxation of the KKT formulation found by Couenne within the time limit. All the solvers were run with their default settings. The tests were performed on a computer with $242.53 \mathrm{GHz} \operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R}) \mathrm{CPUs}$ and with 49.4 GB of RAM. For all the approaches we set a time limit (t.l.) of 18000 seconds ( 5 hours).

[^1]Table 2: Numerical results of the first application

The results for Application 1 and Application 2 are reported in Table 2 and Table 3 respectively. The headings are the following: " $n$ " is the dimension of the lower-level variable $y$ (or, equivalently, for Application 1 of the matrix $Q$, for Application 2 of the upper-level variable $x$ ); for the single-level formulation approach "obj" is the optimal value found by Mosek (i.e., either the bilevel optimal value, or an upper bound of it); for the KKT approach, " $L B$ ", reported in italics, is the best LB of the KKT formulation value found by the solver Couenne within the time limit, which is a lower bound for the bilevel optimal value too; for the CP approach "obj/LB-UB" is, respectively, either the optimal value of the bilevel formulation, or a pair of values corresponding to: the best lower bound $(L B)$ and the best feasible solution, i.e., upper bound $(U B)$, found by the algorithm within the time limit; "time(s)" is the computing time in seconds; "it" is the number of CP iterations, i.e., the number of times $R_{k}$ and $\left(\mathrm{P}_{x^{k}}\right)$ are solved; "\% time $\left(\mathrm{P}_{x^{k}}\right)$ " is the percentage of the total computing time, i.e. time(s), used to solve $\left(\mathrm{P}_{x^{k}}\right)$. In Table 2, the "Avg LSE", which is the average least-squares error of the regression, is reported as well. In Table 2 and Table 3, the best objective values and minimum required times are reported in bold for each instance.

| Instances |  | Single-level formulation |  | KKT approach | CP approach |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Name | $n$ | obj | Avg LSE | time $(\mathrm{s})$ | $L B$ | obj/ $/ L B-U B$ | Avg LSE | time $(\mathrm{s})$ | it | $\%$ time $\left(\mathrm{P}_{x^{k}}\right)$ |
| PSD_inst1 | 5 | 358.64 | 0.08966 | $\mathbf{0 . 1 9}$ | 355.78 | 358.64 | 0.08966 | 1.21 | 6 | 3.9 |
| PSD_inst2 | 5 | 365.60 | 0.09140 | $\mathbf{0 . 2 6}$ | 363.85 | 365.60 | 0.09140 | 0.63 | 3 | 4.1 |
| PSD_inst3 | 5 | 363.43 | 0.09086 | $\mathbf{0 . 0 7}$ | 359.16 | 363.43 | 0.09086 | 2.62 | 8 | 18.0 |
| PSD_inst4 | 5 | 353.90 | 0.08847 | $\mathbf{0 . 0 7}$ | 353.19 | 353.90 | 0.08847 | 1.93 | 5 | 32.2 |
| PSD_inst5 | 10 | 391.21 | 0.09780 | $\mathbf{0 . 3 7}$ | 359.48 | 391.21 | 0.09780 | 23.5 | 17 | 0.7 |
| PSD_inst6 | 10 | 397.59 | 0.09940 | $\mathbf{0 . 4 1}$ | 353.55 | 397.59 | 0.09940 | 24.2 | 17 | 0.7 |
| PSD_inst7 | 13 | 440.84 | 0.11021 | $\mathbf{0 . 3 6}$ | 358.19 | 440.84 | 0.11021 | 64.3 | 19 | 0.3 |
| PSD_inst8 | 13 | 382.22 | 0.09555 | $\mathbf{0 . 3 4}$ | 345.52 | $381.81-383.34$ | 0.09545 | t.l. | 5 | 99.9 |
| PSD_inst9 | 15 | 572.77 | 0.14319 | $\mathbf{0 . 9 2}$ | 351.95 | $557.71-1362.6$ | 0.13943 | t.l. | 4 | 100.0 |
| PSD_inst10 | 15 | 528.93 | 0.13223 | $\mathbf{1 . 3 7}$ | 346.43 | $526.22-544.90$ | 0.13156 | t.l. | 8 | 100.0 |
| notPSD_inst1 | 5 | 493.19 | 0.12330 | $\mathbf{0 . 1 4}$ | 345.12 | $\mathbf{3 5 8 . 4 7}$ | 0.08962 | 0.38 | 2 | 5.8 |
| notPSD_inst2 | 5 | 425.14 | 0.10628 | $\mathbf{0 . 1 5}$ | 370.89 | $\mathbf{3 7 8 . 2 8}$ | 0.09457 | 0.39 | 2 | 5.7 |
| notPSD_inst3 | 5 | 345.81 | 0.08645 | $\mathbf{0 . 0 6}$ | 345.81 | 345.81 | 0.08645 | 0.33 | 1 | 4.0 |
| notPSD_inst4 | 5 | 353.25 | 0.08831 | $\mathbf{0 . 0 7}$ | 353.25 | 353.25 | 0.08831 | 0.19 | 1 | 3.6 |
| notPSD_inst5 | 10 | 743.81 | 0.18595 | $\mathbf{0 . 5 5}$ | 360.42 | $\mathbf{5 0 3 . 8 8}$ | 0.12597 | 28.3 | 19 | 12.9 |
| notPSD_inst6 | 10 | 637.62 | 0.15940 | $\mathbf{0 . 2 8}$ | 357.48 | $\mathbf{4 8 2 . 9 6}$ | 0.12074 | 412 | 41 | 86.6 |
| notPSD_inst7 | 13 | 903.44 | 0.22586 | $\mathbf{0 . 3 5}$ | 351.31 | $\mathbf{6 4 7 . 0 8}$ | 0.16177 | 657 | 57 | 69.7 |
| notPSD_inst8 | 13 | 932.21 | 0.23305 | $\mathbf{0 . 3 0}$ | 358.28 | $\mathbf{5 8 8 . 1 9}$ | 0.14705 | 3825 | 77 | 92.9 |
| notPSD_inst9 | 15 | 1592.60 | 0.39815 | $\mathbf{0 . 9 9}$ | 345.44 | $\mathbf{1 1 2 6 . 4 4}$ | 0.28161 | 15002 | 99 | 95.5 |
| notPSD_inst10 | 15 | 897.89 | 0.22447 | $\mathbf{0 . 8 3}$ | 350.60 | $\mathbf{5 8 0 . 6 0}$ | 0.14515 | 2537 | 56 | 87.0 |

As expected, the dual approach leads to a single-level formulation which is a restriction for most of the BP problems with a non-convex lower level, but for the instances notPSD_inst3 and notPSD_inst4 of Table 2, where the bilevel global optimal solution is attained using both the two approaches, despite the matrix $Q$ is indefinite. It is clear that, in terms of computational time, the dual approach is more efficient than the CP approach, not only when Mosek deals with a restriction of the original BP but also when a reformulation is solved. This is the main reason why the dual approach is promising, even if a restriction of the original BP program is solved. In fact, it let us compute either the bilevel optimal solution or an upper bound of such solution within a small CPU time. As concerns the computation of lower bounds, we see that the CP algorithm provides much tighter lower-bounds than the best lower bound of the KKT relaxation computed by Couenne within the time limit. Indeed, this formulation is particularly hard to solve mainly because of the complementarity constraints. To understand the causes of the long computational time required

| Instances |  | Single-level formulation |  | KKT approach | CP approach |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | $n$ | obj | time(s) |  | obj/LB-UB | time(s) | it | $\%$ time ( $\mathrm{P}_{x^{k}}$ ) |
| jean_PSD | 80 | -0.0760 | 18.4 | -4.5808 | -0.0760 | 4.68 | 186 | 38.5 |
| myciel4_PSD | 23 | -0.3643 | 0.06 | -1.9429 | -0.3643 | 14.3 | 422 | 26.8 |
| myciel5_PSD | 47 | -0.3164 | 1.45 | -4.0081 | -0.3164 | 85.4 | 752 | 9.2 |
| myciel6_PSD | 95 | -0.2841 | 41.4 | -9.1222 | -0.2841 | 2781 | 2323 | 1.0 |
| myciel7_PSD | 191 | -0.2608 | 4359 | -14.9495 | -0.2608--0.2608 | t.l. | 3565 | 0.4 |
| queen5_5_PSD | 25 | -0.5536 | 0.10 | -5.6076 | -0.5536 | 4.16 | 161 | 44.3 |
| queen6_6_PSD | 36 | -0.4619 | 0.38 | -5.6353 | -0.4619 | 34.4 | 512 | 18.3 |
| queen7_7_PSD | 49 | -0.4054 | 1.47 | -7.8210 | -0.4054 | 155 | 969 | 7.8 |
| queen8_8_PSD | 64 | -0.3614 | 4.22 | -12.7220 | -0.3614 | 742 | 1651 | 3.1 |
| queen8_12_PSD | 96 | -0.3000 | 34.8 | -16.0606 | -0.3000--0.3000 | t.l. | 4082 | 0.4 |
| queen9_9_PSD | 81 | -0.3247 | 14.4 | -14.5807 | -0.3247 | 3544 | 2578 | 0.8 |
| jean_notPSD | 80 | 3.2708 | 17.4 | -8.5541 | 2.3979 | 37.6 | 6 | 99.7 |
| myciel4_notPSD | 23 | 0.8668 | 0.07 | -2.5166 | 0.5198 | 466 | 44 | 99.9 |
| myciel5_notPSD | 47 | 1.9571 | 1.27 | -7.4343 | 1.2779 | 315 | 32 | 99.8 |
| myciel6_notPSD | 95 | 3.9171 | 39.2 | -13.9108 | 2.9378 | 2735 | 38 | 100 |
| myciel7_notPSD | 191 | 7.8030 | 3419 | $-\infty$ | 6.2486-6.2486 | t.l. | 19 | 100 |
| queen5_5_notPSD | 25 | 0.8112 | 0.08 | -4.7699 | 0.3800 | 326 | 53 | 99.8 |
| queen6_6_notPSD | 36 | 1.3876 | 0.37 | -9.7370 | 0.8511 | 15872 | 71 | 100.0 |
| queen7_7_notPSD | 49 | 1.9740 | 1.56 | -12.4690 | 1.3510 | 852 | 42 | 99.9 |
| queen8_8_notPSD | 64 | 2.6032 | 5.79 | -15.0751 | 1.8123 | 10410 | 42 | 100 |
| queen8_12_notPSD | 96 | 3.8131 | 41.0 | -31.4660 | 2.8102 | 7035 | 30 | 100 |
| queen9_9_notPSD | 81 | 3.2449 | 17.3 | -17.4348 | 2.2975-2.2996 | t.l. | 23 | 100 |

Table 3: Numerical results of the second application
by the CP algorithm, we can look at the last column of Table 2 and 3. For the first application, the time required to perform step 4 of the CP algorithm (i.e. to solve $P_{x^{k}}$ ) is longer than the time required to perform step 3 (i.e. to solve $R_{k}$ ) only for the bigger instances ( $n \geq 13$ for instances with a convex lower level and $n \geq 10$ for instances with a non-convex lower level). In fact, when $n$ grows, more time is needed to solve a possibly non-convex QP problem having $Q$ and $q$ as coefficients, rather than a convex QP having $Q$ and $q$ as variables. When $n$ is small, it is different: even if the inner problem is quadratic non-convex, it has a small size so it is not harder to solve than the master problem. For the second application, the time required to solve the lower-level problem is longer than the time required to solve the outer relaxation only for the instances having a nonconvex lower level, i.e., the second half of the Table 3 rows. In fact, problem $R_{k}$ has a convex quadratic objective function, since the matrix $Q_{1}$ is always PSD, while the inner problem has a convex quadratic objective function only when the matrix $Q_{2}\left(x^{k}\right)$ is PSD. When $Q_{2}\left(x^{k}\right)$ is not PSD, problem $P_{x^{k}}$ is possibly non-convex and it becomes harder to solve than the master problem.

Figures 1 and 2 are aggregated plots showing, for all the tested instances, the trend of the feasibility error $\epsilon_{k}$ over the iterations of the CP algorithm indexed by $k$. As already said, we set a tolerance of $10^{-6}$ : for most of the instances, the algorithm stops when $\epsilon_{k}$ reaches or is less than such value. For the instances where the algorithm reaches the time limit, the curve ends at a value of $\epsilon_{k}$ greater than $10^{-6}$. For all the instances, anyhow, we can see that the sequence of $\epsilon_{k}$ converges towards 0 , as proved in Theorem 4.1.
7. Conclusion. We focus on a class of bilevel programs having a possibly non-convex quadratic programming problem at the lower level. These bilevel programs are, in fact, linear semiinfinite programming problems with an infinite number of quadratically parameterized constraints. From the point of view of Robust Optimization, it is about handling constraints with quadratic perturbations and a polytopic uncertainty set. We propose two independent approaches to deal


Fig. 1: Constrained quadratic regression


Fig. 2: Zero-sum game with cubic payoff
with such bilevel problems. First, a convex single-level formulation obtained via the dual approach provides a feasible solution, which is optimal in the case where the quadratic lower-level problem is convex. Second, a cutting plane algorithm enables one to solve directly the bilevel formulation with a guaranteed convergence rate, at the price of solving possibly non-convex quadratic inner problems. At each iteration, such algorithm provides a lower bound on the value of the bilevel program, which allows one to bound the optimality gap of the feasible solution obtained with the dual approach. Our computational experiments on small and medium-scale instances show the superiority, in terms of solution time, of the dual approach for the instances with a convex lower-level problem. As concerns the cases with a non-convex lower-level problem, the two approaches are complementary: the dual approach is faster but provides "only" a feasible solution, the cutting plane approach is slower, but solves the bilevel problem to optimality with good accuracy. A possible extension of our work could be implementing a cutting plane algorithm with the lower-level problem solved with an "on-demand" accuracy at each iteration. Regarding the dual approach, the sparse structure of the lower-level problem would be worth exploiting with the celebrated cliques decomposition technique. These possibilities will be addressed in future works.
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