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# Model reduction for linear switched systems with autonomous switching 

Mihály Petreczky, John Leth, Rasmus Pedersen and Rafael Wisniewski


#### Abstract

This paper proposes a model reduction algorithm for linear switched systems in continuous-time with autonomous switching. An analytic upper bound on the difference between the responses of the original and the reduced order models is derived. The model reduction algorithm is based on the extension of the idea of balanced truncation. The error bound is a direct extension of the one known for linear systems, and it depends on the singular values of the grammians. The class of linear switched systems considered in this paper includes the well-known class of piecewise-linear systems.


## I. Introduction

Hybrid systems [1]-[3] are a class of nonlinear systems which result from the interaction of continuous-time dynamical subsystems with discrete events. Linear switched systems (LSSs) represent an important class of hybrid systems that consists of a family of linear time-invariant subsystems and a rule that orchestrates the switching between them. More precisely, the state of a linear switched system evolves according to the active linear subsystem. The indices of the linear subsystems are referred to as discrete modes/states, and the signal which determines the index of the active linear system is called the switching signal. Switching signals can be externally generated or functions of the current states of the linear switched system. In the latter case, we speak of linear switched systems with autonomous switching. A particularly popular class of LSSs with autonomous switching are piecewise-linear hybrid systems, where the current discrete mode is a piecewise-linear function of the current continuous state.

There is a rich literature on stability, control and estimation of linear switched systems, see the monographs [1]-[3] and the references therein. However, as a rule, the computational complexity of the proposed methods for analysis, observation and control design grow rapidly with the size of the statespace. In order to address this issue, algorithms for model order reduction (MOR) are required.

Contribution: We propose a model reduction method for linear switched systems with autonomous switching. The class of systems considered in this paper includes the class of piecewise-linear switched systems.

The model reduction method we derive is based on balanced truncation performed simultaneously on all linear subsystems, using a common grammian. The corresponding grammians have to satisfy certain linear matrix inequalities

[^0](LMIs). In addition to a novel algorithm, we propose an analytic error bound for the difference between the input-output behaviors of the original and the reduced-order models. This error bound is a direct counterpart of the well-known error bound for balanced truncation of linear systems [4], and it involves the singular values of the grammians.

Related work: To the best of our knowledge, the contribution of the paper is new. Indeed, most of the existing methods for model reduction of hybrid system deal with switched systems for which the switching was an external input or stochastic, these methods are either based on LMIs [5]-[8], balanced truncation [9]-[20], or moment matching [21]-[24]. To the best of our knowledge, the only results on model reduction of linear switched system with autonomous switching are [25]-[29]. In [29] an observability reduction algorithm was proposed, such that the reduced model has exactly the same input-output behavior as the original one. In [25], a model reduction algorithm based on balanced truncation of each subsystem using a different grammian was proposed, but no error bound was formulated. In contrast to [25], the current paper provides an error bound, and the proposed model reduction procedure is based on balanced truncation using the common grammians. In [26], [27], a model reduction procedure which guarantees that the reduced model has the same steady-state output response to certain inputs as the original model. In contrast, the current paper proposes error bounds for all finite energy inputs. The results of [28] are the closest to those of the current paper. Indeed, the approach taken in this paper is inspired by that of [28]. However, in contrast to [28], we do not require the piecewise-linear map describing the dynamics of the LSS to be continuous. This latter compels us to use Fillipov solutions. In a way, the current paper can be viewed as an extension of the results of [28] to a more general class of linear switched systems. It is remarked that the obtained error bounds are identical to the error bounds obtained for linear systems [30] and for LSSs with external switching [13], [16].

Outline: Section 【 introduces the notation used in this paper. In Section III we formulate the notion of a LSS, discuss the notion of a solution to an LSS and explain what it means for a LSS to be balanced. Section IV contains the main contribution in the form of an algorithm for balanced truncation together with an analytic error bound. Section V comprises an example illustrating the findings of this paper.

## II. Notation

For a set $S$, we let $2^{S},|S|$ and $\bar{S}$ denote the power set of $S$, the cardinality of $S$, and the closure of $S$. respectively. The set of natural numbers including 0 is denoted $\mathbb{N}$, and $T=\mathbb{R}_{+}$
indicates the set of non-negative reals. The Euclidean 2norm is written as $\|\cdot\|$ and $\mathbb{R}^{k \times l}$ denotes the set of all $k \times l$ matrices with real entries. For a symmetric matrix definiteness is indicated by $>, \geq,<$ and $\leq$.

A map $f: T \rightarrow \mathbb{R}^{n}$ is piecewise-continuous, if $f$ has finitely many points of discontinuity on any compact subinterval of $T$, and at any point of discontinuity the lefthand and right-hand side limits of $f$ exist, i.e., are finite. Let $C\left(T, \mathbb{R}^{n}\right)$ denote the set of all continuous maps, let $P C\left(T, \mathbb{R}^{n}\right)$ denote the set of all piecewise-continuous maps and $A C\left(T, \mathbb{R}^{n}\right)$ denote the set of all absolutely continuous maps $f: T \rightarrow \mathbb{R}^{n}$. Let $L_{2}\left(T, \mathbb{R}^{n}\right)$ denote the Hilbert space of all Lebesgue measurable maps $f: T \rightarrow \mathbb{R}^{n}$ with finite $L_{2}$-norm $\|f\|_{2}=\sqrt{\int_{0}^{\infty}\|f(s)\|^{2} d s}<\infty$, and let $L_{\infty}\left(T, \mathbb{R}^{n}\right)$ denote the set of all Lebesque measurable essentially bounded maps $f: T \rightarrow \mathbb{R}^{n}$.

In the sequel, the following shorthand notation and terminology will be used: $X=\mathbb{R}^{n}$ will be referred to as the state space, $Y=\mathbb{R}^{p}$ and $Z=\mathbb{R}^{p^{\prime}}$ will be referred to as output spaces, and $U=\mathbb{R}^{m}$ will be referred to as the input space. Moreover, $\mathcal{U}, \mathcal{Q}, \mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$ will denote $L_{2}(T, U) \cap C(T, U) \cap L_{\infty}(T, U), P C(T, Q), A C(T, X)$, $P C(T, Y)$ and $P C(T, Z)$, respectively.

## III. LINEAR SWITCHED SYSTEMS

Below, we formulate the definition of linear switched systems and their system theoretic properties. The presentation is partially based on [31]-[33].

Definition 1 (Linear switched system): A linear switched system with internal switching (abbreviated as LSS) is a tuple

$$
\Sigma(C)=\left(n, Q,\left\{\left(A_{q}, B, C\right) \mid q \in Q\right\}, \phi\right)
$$

where $Q=\mathbb{N} \backslash\{0\}$ or $Q=\{1, \ldots, D\}$ for some fixed $D \in$ $\mathbb{N} \backslash\{0\}, A_{q} \in \mathbb{R}^{n \times n}$ for each $q \in Q, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}$, and $\phi: X \rightarrow 2^{Q}$. The number $n \in \mathbb{N}$, sometimes denoted $\operatorname{dim} \Sigma$, is called the dimension of the LSS $\Sigma$. Elements of $Q$ will be called discrete modes and $\phi$ will be referred to as the partition map.

For each $q \in Q$, the triple $\left(A_{q}, B, C\right)$ represent an inputoutput system on the state space form:

$$
\dot{x}=A_{q} x+B u, \quad y=C x
$$

Moreover, the phrases "internal switching" and "partition map" refer to the fact that the discrete modes $q \in Q$ are assigned internally through a ( $\phi$ induced) partitioning of the state space $X$ given by the family $\mathcal{P}=\left\{\phi^{-1}(S)\right\}_{S \in 2^{Q}}$ of subsets of $X$. Note that for given $\phi$, we may obtain a partitioning of the output space $Y$ from the partitioning of $X$ if there exists $\psi: Y \rightarrow 2^{Q}$ such that $\phi(x)=\psi(C x)$.

Remark 1: A linear switched system $\Sigma(C)$ with external switching, as defined in [1], can be obtained from Definition 1 (with $\Sigma=\Sigma(C)$ ) by leaving out the partition map $\phi$ thus obtaining a situation where the discrete modes $q$ could be chosen externally contrary to the case here where the discrete modes $q$ are given in terms of the state feedback strategy $q=\phi(x)$.

In this paper, $\phi$ will not be required to have any specific properties (see however Theorem 1 and the related comments, and Remark 3. This allows very general partitions. When used in a particular application, one typically needs to enforce various regularity conditions, e.g., the family of subsets $\mathcal{P}$ has non-empty and non-overlapping interior, or even more specific that $\mathcal{P}$ is a piecewise linear partitioning as defined in [34]. To exemplify the map $\phi$, we define the following "polynomial" partition. Let $p_{1}=2 x_{1}^{2}+x_{2}^{2}$ and $p_{2}=x_{1}^{2}+2 x_{2}^{2}$, and define

$$
\phi(x)= \begin{cases}1 & \text { if } p_{1} \leq 1 \quad \text { and } p_{2} \leq 1  \tag{1}\\ 2 & \text { if } p_{1} \leq 1 \quad \text { and } p_{2} \geq 1 \\ 3 & \text { if } p_{1} \geq 2 \text { and } p_{2} \leq 1 \\ 4 & \text { if } p_{1} \geq 2 \text { and } p_{2} \geq 1\end{cases}
$$

The partition induced by $\phi$ is depicted in Fig. 1 In this case, $Q=\{1,2,3,4\}$, $\left\{\phi^{-1}(\{q\})\right\}_{q \in Q}$ covers $X$. The sets $\phi^{-1}(\{i\}), i=1,4$ consist of one path connected subsets of $X$ and $\phi^{-1}(\{i\}), i=2,3$ consist of two path connected subsets of $Y$. Moreover, $\phi$ is truly set-valued, e.g., $\phi(\sqrt{( } 1 / 3), \sqrt{( } 1 / 3))=\{1,2,3,4\}$. Note that to avoid $\phi^{-1}(\{q\})$ being disconnected one can include the sets $\left\{x_{1}=\right.$ $0\}$ and $\left\{x_{2}=0\right\}$ into the partitioning (inducing $D=16$ path connected partitions) as depicted on the right in Fig. 1 .


Fig. 1. Partitioning: $p_{1}=1$ (blue ellipse), $p_{2}=1$ (red ellipse).
Definition 2 (Solution): A solution of the switched system (with internal switching) $\Sigma$ is a tuple $(x, y, u)$ of signals $u \in \mathcal{U}{ }^{1}, x \in \mathcal{X}, y \in \mathcal{Y}$ that satisfy

$$
\begin{equation*}
\dot{x}(t) \in f(x(t), u(t)), \quad y(t)=C x(t) \tag{2}
\end{equation*}
$$

with $f: X \times U \rightarrow 2^{X}$ given by

$$
\begin{equation*}
f(x, u)=\mathbf{c o}\left\{v \in X \mid v=A_{q} x+B u, q \in \phi(x)\right\} . \tag{3}
\end{equation*}
$$

and $\boldsymbol{\operatorname { c o }}(S)$ denoting the convex hull of the subset $S \subset X$. We shall call $u=u(\cdot) \in \mathcal{U}$ the control input, $x=x(\cdot) \in \mathcal{X}$ the state trajectory, and $y=y(\cdot) \in \mathcal{Y}$ the output trajectory.

As mentioned in Remark 1, we may consider $\phi$ as a setvalued state feedback. That is, for each state $x$, the partition map $\phi$ specifies the discrete states $q \in \phi(x)$ and therefore dynamical systems which contribute to the evolution of the LSS given by 2 .

[^1]We will need the following result.
Theorem 1: Let $\Sigma$ be a LSS and assume that the partition map $\phi$ is such that the set-valued map

$$
\begin{equation*}
G(x, t)=\left\{v \in X \mid v=A_{q} x+B u(t), q \in \phi(x)\right\} \tag{4}
\end{equation*}
$$

is upper semi-continuous and bounded ${ }^{2}$ for every $u \in \mathcal{U}$. Then for every $x_{0} \in X$ and $u \in \mathcal{U}$, there exists a solution $(x, y, u)$ of $\Sigma$ such that $x(0)=x_{0}$.
Specifically, $G$ in (4) is upper semi-continuous if $\phi$ generates a partitioning with subsets having non-empty and non-overlapping interior, and such that whenever $R=$ $\overline{\phi^{-1}(\{q\})} \cap \overline{\phi^{-1}\left(\left\{q^{\prime}\right\}\right)} \neq \emptyset$ then $\left\{q, q^{\prime}\right\} \subset \phi(x)$ for all $x \in R$. This condition is similar to the construction of a piecewise linear partitioning defined in [34]. In particular, the partition map $\phi$ from (1) generates a upper semi-continuous map $G$. Note however, that if any of the non-strict polynomial inequalities (for example, $p_{1} \leq 1$ in the first line of (1) is substituted by a strict inequality, $G$ would not be upper semi-continuous. The requirement that $G$ is bounded is somewhat more problematic. Intuitively, an example when $G$ is bounded if for large enough $x$, for all $q \in \phi(x), A_{q}=0$, i.e., the vector fields outside a bounded set do not depend on $x$. This is a restrictive condition, but it is often true in practice. If $G$ is not bounded, then solutions of the system will still exist, but not necessarily on the whole time axis $T$.

Proof: Let $u=u(t) \in \mathcal{U}$ be given, and note that $F(x, t)=f(x, u(t))$ is non-empty, convex and compact for each $(x, t) \in X \times T$. Moreover, since $G$ from (4) is upper semi-continuous it follows that $F(x, t)=\boldsymbol{\operatorname { c o }}\{G(x, t)\}$ is upper semi-continuous by Lemma 16 in [35, p. 66]. Since $G(x, t)$ is bounded, $F(x, t)$ is bounded too, hence there exists a compact set such that $F(x, t)$ is a subset of that compact set for all $(x, t)$. Hence by Theorem 4 in [36, p. 101, Chapter 2] the proof is complete.
In the sequel, in order to avoid technical problems with existence of a solution defined on the whole time axis $T$, we will consider well-posed systems, which are defined as follows:

Definition 3 (Well-posed LSS): A LSS $\Sigma$ is said to be well-posed, if the set-valued map $G$ from (4) is upper semicontinuous and bounded for all $u \in \mathcal{U}$.

Remark 2 (Boundedness of $G$ ): We conjecture that the results of the paper can be extended to systems which are not well-posed. In particular, if we drop the condition that $G$ is bounded, then we can still guarantee existence of a solution, but not necessarily on the whole time axis $T$. We believe that the main results of the paper can still be stated, but their formulation would become more cumbersome, due to the necessity to deal with the domain of definition of various solutions.

Definition 4 (Observability grammian): An observability grammian of a LSS $\Sigma$ is a matrix $\mathcal{Q}>0$ such that for all $\left(\zeta_{1}, \zeta_{2}\right) \in X \times X$, and $q_{i} \in \phi\left(\zeta_{i}\right), i=1,2$

$$
\begin{array}{rl}
\left(A_{q_{1}} \zeta_{1}-A_{q_{2}} \zeta_{2}\right)^{T} & \mathcal{Q}\left(\zeta_{1}-\zeta_{2}\right) \\
& +0.5\left(\zeta_{1}-\zeta_{2}\right)^{T} C^{T} C\left(\zeta_{1}-\zeta_{2}\right)<0 \tag{5}
\end{array}
$$

${ }^{2}$ Recall that $G$ is bounded if there exists $M$ such that for all $x, t$ and $v \in G(x, t),\|v\|_{2} \leq M$.

Definition 5 (Controllability grammian): An controllability grammian of a LSS $\Sigma$ is a matrix $\mathcal{P}>0$ such that for all $\left(\zeta_{1}, \zeta_{2}, u\right) \in X \times X \times U \backslash\{0\}$, and $q_{i} \in \phi\left(\zeta_{i}\right), i=1,2$

$$
\begin{equation*}
\left(A_{q_{1}} \zeta_{1}+A_{q_{2}} \zeta_{2}+2 B u\right)^{T} \mathcal{P}^{-1}\left(\zeta_{1}+\zeta_{2}\right)-\|2 u\|^{2}<0 \tag{6}
\end{equation*}
$$

A LSS $\Sigma$ is said to be balanced, if it has observability and controllability grammians which are diagonal and equal, i.e., there exists a diagonal matrix $\Lambda>0$ such that $\Lambda$ is an observability and a controllability grammian of $\Sigma$.

Remark 3: Computing an observability or a controllability grammian can be formulated as an LMI. At the outset, we notice that (5) can be formulated as $y^{T T} R_{O} y^{\prime}-r_{0} \geq 0$ for non-zero $y^{\prime}=\left(\zeta_{1}, \zeta_{2}\right)$, and for some $r_{0}>0\left(r_{0}\right.$ is used here to change the strict to non-strict inequality), and for the symmetric matrix $R_{O}=R_{O}(\mathcal{Q})$ given by

$$
-\left[\begin{array}{cc}
A_{q_{1}}^{T} \mathcal{Q}+\mathcal{Q} A_{q_{1}}+C^{T} C & -A_{q_{1}}^{T} \mathcal{Q}-\mathcal{Q} A_{q_{2}}-C^{T} C \\
\star & A_{q_{2}}^{T} \mathcal{Q}+\mathcal{Q} A_{q_{2}}+C^{T} C
\end{array}\right]
$$

Similarly, (6) can be formulated as $y^{T} R_{C} y-r_{0} \geq 0$ for non-zero $y=\left(\zeta_{1}, \zeta_{2}, u\right)$ and $R_{C}=R_{C}\left(\mathcal{P}^{-1}\right)=R_{C}(\mathcal{R})$ given by

$$
-\left[\begin{array}{ccc}
A_{q_{1}}^{T} \mathcal{R}+\mathcal{R} A_{q_{1}} & A_{q_{1}}^{T} \mathcal{R}+\mathcal{R} A_{q_{2}} & 2 \mathcal{R} B \\
\star & A_{q_{2}}^{T} \mathcal{R}+\mathcal{R} A_{q_{2}} & 2 \mathcal{R} B \\
\star & \star & -8
\end{array}\right]
$$

If the partition map $\phi$ is of a particular form defined below then the S-procedure applies. Specifically, for each $q \in Q$, let $\phi$ be such that $q \in \phi(\zeta)$ if and only if there exist $H_{k}(q) \in$ $\mathbb{R}^{n \times n}, h_{k}(q) \in \mathbb{R}^{n}$ and $a_{k}(q) \in \mathbb{R}(k=1, \ldots, l, l=l(q))$ such that

$$
\begin{aligned}
& \{\zeta \in X \mid q \in \phi(\zeta)\} \\
= & \left\{\zeta \in X \mid \zeta^{T} H_{k}(q) \zeta+h_{k}^{T}(q) \zeta+a_{k}(q) \geq 0, k=1, \ldots l\right\}
\end{aligned}
$$

Subsequently, checking the controllability and observability grammian conditions in (5) and (6) reduces to computing $\mathcal{Q}$ and $\mathcal{R}=\mathcal{P}^{-1}$ such that

$$
\left[\begin{array}{cc}
R_{a} & 0 \\
0 & r_{0}
\end{array}\right]+\gamma_{1}\left[\begin{array}{cc}
R_{1 k} & s_{1 k} \\
s_{1 k}^{T} & r_{1 k}
\end{array}\right]+\gamma_{2 k}\left[\begin{array}{cc}
R_{2 k} & s_{2 k} \\
s_{2 k}^{T} & r_{2 k}
\end{array}\right] \geq 0
$$

with $a \in\{O, C\}$ for some $\gamma_{1} \geq 0$ and $\gamma_{2} \geq 0$, where for $a=C$

$$
\begin{aligned}
R_{1 k} & =\left[\begin{array}{ccc}
H_{k}\left(q_{1}\right) & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], R_{2 k}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & H_{k}\left(q_{2}\right) & 0 \\
0 & 0 & 0
\end{array}\right] \\
s_{1 k} & =\left[\begin{array}{lll}
h_{k}\left(q_{1}\right)^{T} & 0 & 0
\end{array}\right]^{T}, s_{2 k}=\left[\begin{array}{lll}
0 & h_{k}\left(q_{2}\right)^{T} & 0
\end{array}\right]^{T}, \\
r_{i k} & =a_{k}\left(q_{i}\right)
\end{aligned}
$$

for all $\left(q_{1}, q_{2}\right) \in Q \times Q$. In the case of observability $(a=O)$, one should remove the last row and column of $R_{1}$ and $R_{2}$, and the last element of $s_{1}$ and $s_{2}$.

For the example described by (1), let $P_{i}$ be the matrix corresponding to $p_{i}$. We have $l(q)=2$,

$$
\begin{aligned}
& H_{1}(q=1)=-P_{1}, H_{2}(q=1)=-P_{2} \\
& h_{1}(q=1)=h_{2}(q=1)=0, a_{1}(q=1)=a_{2}(q=1)=1
\end{aligned}
$$

describing $\{\zeta \in X \mid 1 \in \phi(\zeta)\}$, similarly for the remaining 6 sets.

## IV. BALANCED TRUNCATION AND ERROR BOUND

In the sequel, we present the model reduction algorithm (Procedure 1) followed by the main result (Theorem 2) giving an upper bound on the difference between the output of the original and the reduced order system.

Procedure 1: Balanced truncation. Consider a well posed LSS $\Sigma=\left(n, Q,\left\{\left(A_{q}, B, C\right) \mid q \in Q\right\}, \phi\right)$.

1) Find a positive definite solution $\mathcal{Q}>0$ to (5).
2) Find a positive definite solution $\mathcal{P}>0$ to (6).
3) Find $U$ such that $\mathcal{P}=U U^{T}$ and find an orthogonal $K$ such that $U^{T} \mathcal{Q} U=K \Lambda^{2} K^{T}$, where $\Lambda$ is diagonal with the diagonal elements taken in decreasing order. Define the transformation $\mathcal{S}=\Lambda^{1 / 2} K^{T} U^{-1}$.
4) Replace $\Sigma$ with

$$
\begin{aligned}
& \Sigma_{\text {bal }}= \\
& \left(n, Q,\left\{\bar{A}_{q}=\mathcal{S} A_{q} \mathcal{S}^{-1}, \bar{B}=\mathcal{S} B, \bar{C}=C \mathcal{S}^{-1}\right\}_{q \in Q}, \phi_{\text {bal }}\right)
\end{aligned}
$$

where $\phi_{b a l}(\zeta)=\phi(\mathcal{S} \zeta)$.
5) The transformed system $\Sigma_{\text {bal }}$ is balanced. i.e., $\Lambda=$ $\left(\mathcal{S}^{-1}\right)^{T} \mathcal{Q} \mathcal{S}^{-1}=\mathcal{S P} \mathcal{S}^{T}$ is both and observability and controllability grammian.
6) Assume that $\Lambda=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right), \sigma_{1} \geq \sigma_{2} \geq \cdots \geq$ $\sigma_{n}$. Choose $r<n$ and let $\Lambda_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$. Choose $\hat{A}_{q} \in \mathbb{R}^{r \times r}, \hat{B} \in \mathbb{R}^{r \times m}$ and $\hat{C} \in \mathbb{R}^{p \times r}$ so that

$$
\bar{A}_{q}=\left[\begin{array}{cc}
\hat{A}_{q} & A_{q, 12}  \tag{7}\\
A_{q, 21} & A_{q, 22}
\end{array}\right], \quad \bar{B}=\left[\begin{array}{c}
\hat{B} \\
B_{2}
\end{array}\right], \bar{C}^{T}=\left[\begin{array}{c}
\hat{C}^{T} \\
C_{2}^{T}
\end{array}\right] .
$$

Return as a reduced order model $\hat{\Sigma}=$ $\left(r, Q,\left\{\left(\hat{A}_{q}, \hat{B}, \hat{C}\right) \mid q \in Q\right\}, \hat{\phi}\right)$, where $\hat{\phi}(\zeta)=\phi(\zeta, 0)$.
Theorem 2 (Error bound): Let $\hat{\Sigma}$ be the LSS returned by Procedure 1 Then $\hat{\Sigma}$ is well posed, balanced, and for any solution $(x, y, u)$ of $\Sigma$ and for any solution $(\hat{x}, \hat{y}, u)$ of $\hat{\Sigma}$, such that $x(0)=0, \hat{x}(0)=0$,

$$
\begin{equation*}
\|y-\hat{y}\|_{L_{2}} \leq\left(2 \sum_{i=r+1}^{n} \sigma_{i}\right)\|u\|_{L_{2}} \tag{8}
\end{equation*}
$$

The proof of Theorem 2 relies on proving its statement for the case of balanced $\Sigma$ and for $r=n-1$, i.e. when only one state is discarded (Theorem 3 below).

More precisely, assume that $\Sigma$ is a well posed and balanced LSS with a (common) grammian $\Lambda=$ $\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ and set $r=n-1$. Then $\mathcal{S}$ in Procedure 1 can be chosen to be identity and the parameters of $\hat{\Sigma}$ will satisfy

$$
\begin{aligned}
& A_{q}=\left[\begin{array}{cc}
\hat{A}_{q} & A_{q, 12} \\
A_{q, 21} & A_{q, 22}
\end{array}\right], \quad B=\left[\begin{array}{c}
\hat{B} \\
B_{2}
\end{array}\right] \\
& C=\left[\begin{array}{ll}
\hat{C} & C_{2}
\end{array}\right], \quad \Lambda=\left[\begin{array}{cc}
\Lambda_{1} & 0 \\
0 & \sigma_{n}
\end{array}\right] \\
& \hat{\phi}(\zeta)=\phi(\zeta, 0)
\end{aligned}
$$

Theorem 3: The LSS $\hat{\Sigma}$ is balanced and well-posed, and for every solution $(x, y, u)$ of $\Sigma$, and every solution $(\hat{x}, \hat{y}, u)$ of $\hat{\Sigma}$ the following $L_{2}$ output error bound holds true:

$$
\begin{equation*}
\|y-\hat{y}\|_{2}^{2}<V(x(0), \hat{x}(0))+\sigma_{n}^{2}\|u\|_{2}^{2} \tag{9}
\end{equation*}
$$

where $V: X \times \mathbb{R}^{n-1} \rightarrow T$ is defined by

$$
V(x, \hat{x})=x_{o}^{T} \Lambda x_{o}+\sigma_{n}^{2} x_{c}^{T} \Lambda^{-1} x_{c}
$$

with $x_{o}=x-(\hat{x}, 0)=\left(x_{1}-\hat{x}, x_{2}\right)$ and $x_{c}=x+(\hat{x}, 0)=$ $\left(x_{1}+\hat{x}, x_{2}\right)$.

Before presenting the proof of Theorem 3 we present the proof of Theorem 2

Proof: [Proof of Theorem 2] Let $\hat{\Sigma}_{0}$ be the balanced LSS $\Sigma_{b a l}$ from Step 5 of Procedure 1 , and let $\Lambda_{0}=\Lambda$. For all $i=0, \ldots, n-r$ if $\Sigma_{i}=\left(n-i,\left\{\left({ }^{i} \bar{A}_{q},{ }^{i} \bar{B},{ }^{i} C\right) \mid q \in Q\right\},{ }^{i} \hat{\phi}\right)$, then define

$$
\hat{\Sigma}_{i+1}=\left(n-i-1,\left\{\left({ }^{i+1} \bar{A}_{q},{ }^{i+1} \bar{B},{ }^{i+1} C\right) \mid q \in Q\right\},{ }^{i+1} \hat{\phi}\right)
$$

and $\Lambda_{i+1}$ as follows:

$$
\begin{aligned}
& { }^{i} \hat{A}_{q}=\left[\begin{array}{cc}
{ }^{i+1} \hat{A}_{q} & \star \\
\star & \star
\end{array}\right], \quad{ }^{i} \hat{B}=\left[\begin{array}{c}
i+1 \\
\star
\end{array}\right] \\
& { }^{i} \hat{C}=\left[\begin{array}{cc}
{ }^{i+1} \hat{C} & \star
\end{array}\right], \quad{ }^{i} \Lambda=\left[\begin{array}{cc}
i+1 \\
& 0 \\
0 & \sigma_{n-i}
\end{array}\right] \\
& { }^{i+1} \hat{\phi}(\zeta)={ }^{i} \hat{\phi}(\zeta, 0)
\end{aligned}
$$

That is, $\hat{\Sigma}_{i+1}$ is obtained from $\hat{\Sigma}_{i}$ by applying Procedure 1 to $\hat{\Sigma}_{i}$ with grammians $\mathcal{Q}=\mathcal{P}=\Lambda_{i}$ and balancing transformation $\mathcal{S}$ being the identity. Note that $\hat{\Sigma}_{n-r}=\hat{\Sigma}$. It then follows that $\hat{\Sigma}_{0}$ is balanced, and as it is isomorphic with $\Sigma$, it is well-posed. Then by repeated application of Theorem 3, it follows that $\hat{\Sigma}_{i}, i=1,2, \ldots, n-r$ are well posed, and balanced. For $u \in U$, let $\left({ }^{i} \hat{x},{ }^{i} \hat{y}, u\right)$ be solutions of $\hat{\Sigma}_{i}, i=0, \ldots, n-r$. From Theorem 3 it follows that

$$
\begin{equation*}
\left\|^{i} \hat{y}-{ }^{i+1} \hat{y}\right\|_{L_{2}}^{2} \leq V_{i}\left({ }^{i} \hat{x}(0),{ }^{i+1} \hat{x}(0)\right)+4 \sigma_{n-i}^{2}\|u\|_{L_{2}}^{2} \tag{10}
\end{equation*}
$$

where $V_{i}\left(\zeta_{1}, \zeta_{2}\right)=\zeta_{o}^{T} \Lambda_{i} \zeta_{o}+\sigma_{n-i}^{2} \zeta_{c} \Lambda_{i}^{-1} \zeta_{c}, \zeta_{c}=\zeta_{1}+$ $\left[\begin{array}{ll}\zeta_{2}^{T} & 0\end{array}\right]^{T}, \zeta_{o}=\zeta_{1}-\left[\begin{array}{cc}\zeta_{2}^{T} & 0\end{array}\right]^{T}$.

Let $(x, y, u)$ be a solution of $\Sigma$, with $x(0)=0$ and let $(\hat{x}, \hat{y}, u)$ be a solution of $\hat{\Sigma}$ with $\hat{x}(0)$. Let $\left({ }^{i} \hat{x},{ }^{i} \hat{y}, u\right)$ be solutions of $\hat{\Sigma}_{i}, i=1, \ldots, n-r-1$ such that ${ }^{i} \hat{x}(0)=0$ for all $i=1, \ldots, n-r-1$. Define $\left({ }^{0} \hat{x},{ }^{0} \hat{y}, u\right)=(\mathcal{S} x, y, u)$ and $\left({ }^{n-r} \hat{x},{ }^{n-r} \hat{y}, u\right)=(\hat{x}, \hat{y}, r)$. Then $\left({ }^{0} \hat{x},{ }^{0} \hat{y}, u\right)$ is a solution of $\hat{\Sigma}_{0}=\Sigma_{b a l}$ and $\left(^{n-r} \hat{x},{ }^{n-r} \hat{y}, u\right)$ is a solution of $\hat{\Sigma}_{n-r}=\hat{\Sigma}$, and hence for (10) holds. Moreover, since ${ }^{i} \hat{x}(0)=0$ for all $i=0, \ldots, n-r$, it follows that $V_{i}\left({ }^{i} \hat{x}(0),{ }^{i+1} \hat{x}(0)\right)=0$ for $i=0, \ldots, n-r-1$. It then follows that

$$
\begin{aligned}
& \|y-\hat{y}\|_{L_{2}}=\left\|\sum_{i=0}^{n-r-1}\left({ }^{i} \hat{y}-{ }^{i+1} \hat{y}\right)\right\|_{L_{2}} \\
& \quad \leq \sum_{i=0}^{n-r-1}\left\|\left({ }^{i} \hat{y}-{ }^{i+1} \hat{y}\right)\right\|_{L_{2}} \leq\left(2 \sum_{i=r+1}^{n} \sigma_{i}\right)\|u\|_{L_{2}}
\end{aligned}
$$

The proof of Theorem 3 follows from a sequence of lemmas, which we formulate and prove next.

Lemma 1: The LSS $\hat{\Sigma}$ is well-posed if $\Sigma$ is well-posed.
Proof: [Proof of Lemma 1] Consider the map

$$
\hat{G}(\zeta, t)=\left\{\nu \in \mathbb{R}^{n-1} \mid \nu=\hat{A}_{q} \zeta+\hat{B} u(t), q \in \hat{\phi}(z)\right\}
$$

Upper semi-continuity of $\hat{G}$ follows from (the proof of) proposition 1.4.14 in [37, p. 47] since $G$ from (4) is upper semi-continuous with finite (hence compact) values,

$$
f: \operatorname{Grap}(G) \rightarrow \mathbb{R}^{n-1} ;(x, t, v) \mapsto \nu=\left(v_{1}, \ldots, v_{n-1}\right)^{T}
$$

is continuous and $\hat{G}(\zeta, t)=\{f(\zeta, 0, t, v)\}_{v \in G(\zeta, 0, t)}$. Boundedness of $\hat{G}$ follows from the fact that by boundedness of $G$, there exists $M$ such that for all $(x, t, v) \in \operatorname{Grap}(G)$, $\|v\|_{2}<M$, hence $\|f(x, t, v)\|_{2}=\left\|\left(v_{1}, \ldots, v_{n-1}\right)^{T}\right\|_{2} \leq$ $\|v\|_{2}<M$.

Lemma 2: The LSS $\hat{\Sigma}$ is balanced. Moreover, $\Lambda_{1}$ is an observability and controllability grammian of $\hat{\Sigma}$.

Proof: [Proof of Lemma 2] We will start by showing that for any $\hat{\zeta}_{i} \in \mathbb{R}^{n-1}, q_{i} \in \hat{\phi}\left(\zeta_{i}\right), i=1,2 u \in U$,

$$
\begin{equation*}
\left(\hat{A}_{q_{1}} \hat{\zeta}_{1}+\hat{A}_{q_{2}} \hat{\zeta}_{2}+2 \hat{B} u\right)^{T} \Lambda_{1}^{-1}\left(\hat{\zeta}_{1}+\hat{\zeta}_{2}\right)-2\|u\|^{2}<0 \tag{11}
\end{equation*}
$$

Notice that $q_{i} \in \hat{\phi}\left(\hat{\zeta}_{i}\right)$ if and only if $q_{i} \in \phi\left(\hat{\zeta}_{i}, 0\right)$. Since $\Lambda$ is a controllability grammian, the inequality (6) holds for $\zeta_{i}=\left[\begin{array}{ll}\hat{\zeta}_{i}^{T} & 0\end{array}\right]^{T}$ and $q_{i} \in \phi\left(\zeta_{i}\right), i=1,2$. Notice that $\Lambda^{-1}=$ $\operatorname{diag}\left(\Lambda_{1}^{-1}, \sigma_{n}^{-1}\right)$,

$$
A_{q_{1}} \zeta_{1}+A_{q_{2}} \zeta_{2}+2 B u=\left[\begin{array}{c}
\hat{A}_{q_{1}} \hat{\zeta}_{1}+\hat{A}_{q_{2}} \hat{\zeta}_{2}+2 \hat{B} u \\
\star
\end{array}\right]
$$

and $\zeta_{1}+\zeta_{2}=\left[\begin{array}{ll}\hat{\zeta}_{1}^{T}+\hat{\zeta}_{2}^{T} & 0\end{array}\right]^{T}$. Hence

$$
\begin{aligned}
& \left(A_{q_{1}} \zeta_{1}+A_{q_{2}} \zeta_{2}+2 B u\right)^{T} \Lambda^{-1}\left(\zeta_{1}+\zeta_{2}\right) \\
& \quad=\left(\hat{A}_{q_{1}} \hat{\zeta}_{1}+\hat{A}_{q_{2}} \hat{\zeta}_{2}+2 \hat{B} u\right)^{T} \Lambda_{1}^{-1}\left(\hat{\zeta}_{1}+\hat{\zeta}_{2}\right)
\end{aligned}
$$

This equality and (6) imply (11). For observability, we proceed exactly as above and use

$$
\left(\zeta_{1}-\zeta_{2}\right)^{T} C^{T} C\left(\zeta_{1}-\zeta_{2}\right)=\left(\hat{\zeta}_{1}-\hat{\zeta}_{2}\right)^{T} \hat{C}^{T} \hat{C}\left(\hat{\zeta}_{1}-\hat{\zeta}_{2}\right)
$$

to conclude

$$
\begin{aligned}
\left(\hat{A}_{q_{1}} \hat{\zeta}_{1}-\hat{A}_{q_{2}} \hat{\zeta}_{2}\right)^{T} \Lambda_{1}^{-1} & \left(\hat{\zeta}_{1}+\hat{\zeta}_{2}\right) \\
& +\left(\hat{\zeta}_{1}-\hat{\zeta}_{2}\right)^{T} \hat{C}^{T} \hat{C}\left(\hat{\zeta}_{1}-\hat{\zeta}_{2}\right)<0
\end{aligned}
$$

for any $\hat{\zeta}_{i} \in \mathbb{R}^{n-1}$ and $q_{i} \in \hat{\phi}\left(\hat{\zeta}_{i}\right), i=1,2$.
Lemma 3: For every $u \in U, \zeta_{1}, \zeta_{2} \in \mathbb{R}^{n}$ and for every $\mathcal{A}_{i}$ such that $\mathcal{A}_{i} \in \operatorname{co}\left\{A_{q} \mid q \in \phi\left(\zeta_{i}\right)\right\}, i=1,2$

$$
\begin{align*}
\left(\mathcal{A}_{1} \zeta_{1}-\mathcal{A}_{2} \zeta_{2}\right)^{T} \Lambda\left(\zeta_{1}\right. & \left.-\zeta_{2}\right) \\
& \quad+\left(\zeta_{1}-\zeta_{2}\right)^{T} C^{T} C\left(\zeta_{1}-\zeta_{2}\right)<0 \tag{12a}
\end{align*}
$$

$$
\begin{equation*}
\left(\mathcal{A}_{1} \zeta_{1}+\mathcal{A}_{2} \zeta_{2}+2 B u\right)^{T} \Lambda^{-1}\left(\zeta_{1}+\zeta_{2}\right)-4\|u\|^{2}<0 \tag{12b}
\end{equation*}
$$

Proof: [Proof Lemma 3] Here, we will prove (12a); the proof of 12 b is identical. We consider the observability grammian in (6). We will show that for all $\zeta_{1}, \zeta_{2} \in X$, and for all $\alpha_{q_{1}}, \beta_{q_{2}},\left(q_{1}, q_{2}\right) \in \phi\left(\zeta_{1}\right) \times \phi\left(\zeta_{2}\right)$, such that $\sum_{q_{1} \in \phi\left(\zeta_{1}\right)} \alpha_{q_{1}}=1$ with $0 \leq \alpha_{q_{1}} \leq 1$ and similarly
$\sum_{q_{2} \in \phi\left(\zeta_{2}\right)} \beta_{q_{2}}=1$ with $0 \leq \beta_{q_{2}} \leq 1$, the following inequality holds true

$$
\begin{align*}
\left(\sum_{q_{1} \in \phi\left(\zeta_{1}\right)} \alpha_{q_{1}} A_{q_{1}} \zeta_{1}-\right. & \left.\sum_{q_{2} \in \phi\left(\zeta_{2}\right)} \beta_{q_{2}} A_{q_{2}} \zeta_{2}\right)^{T} \Lambda\left(\zeta_{1}-\zeta_{2}\right) \\
& +\left(\zeta_{1}-\zeta_{2}\right)^{T} C^{T} C\left(\zeta_{1}-\zeta_{2}\right)<0 \tag{13}
\end{align*}
$$

At the outset, we simplify the notation, and write $a_{q_{1}}=$ $A_{q_{1}} \zeta_{1} \Lambda\left(\zeta_{1}-\zeta_{2}\right), b_{q_{2}}=-A_{q_{2}} \zeta_{1} \Lambda\left(\zeta_{1}-\zeta_{2}\right)$, and $c=\left(\zeta_{1}-\right.$ $\left.\zeta_{2}\right)^{T} C^{T} C\left(\zeta_{1}-\zeta_{2}\right)$. Using the new notation, (5) becomes $a_{q_{1}}+b_{q_{2}}+c<0$. Subsequently, we have

$$
\begin{aligned}
0 & >\sum_{q_{2} \in \phi\left(\zeta_{2}\right)} \beta_{q_{2}}\left(\sum_{q_{1} \in \phi\left(\zeta_{1}\right)} \alpha_{q_{1}}\left(a_{q_{1}}+b_{q_{2}}+c\right)\right) \\
& =\sum_{q_{1}} \alpha_{q_{1}} a_{q_{1}}+\sum_{q_{2}} \beta_{q_{2}} b_{q_{2}}+c,
\end{aligned}
$$

which shows 13).
Proof: [Proof Theorem 33 By Lemma 1] the LSS $\hat{\Sigma}$ is well-posed, and by Lemma 2 , it is balanced. The result (9) will be obtained by a Lyapunov like argument. In other words, we will analyze the behavior of $V$ along the solutions via $\dot{V}=\frac{d}{d t} V(x(t), \hat{x}(t))$. To this end, consider first

$$
\begin{aligned}
& \frac{d}{d t} x_{o}(t)=\frac{d}{d t}\left(x(t)-\left[\begin{array}{c}
\hat{x}(t) \\
0
\end{array}\right]\right) \\
& =\sum_{q \in \phi(x(t))} \alpha_{q}(t)\left(A_{q} x(t)+B u(t)\right) \\
& -\sum_{\hat{q} \in \hat{\phi}(\hat{x}(t))}\left[\begin{array}{c}
\hat{\alpha}_{\hat{q}}(t)\left(\hat{A}_{\hat{q}} \hat{x}(t)+\hat{B} u(t)\right) \\
0
\end{array}\right] \\
& =\sum_{q \in \phi(x(t))} \alpha_{q}(t)\left(A_{q} x(t)+B u(t)\right) \\
& -\sum_{\hat{q} \in \hat{\phi}(\hat{x}(t))} \hat{\alpha}_{\hat{q}}(t)\left(A_{\hat{q}}\left[\begin{array}{c}
\hat{x}(t) \\
0
\end{array}\right]+B u\right) \\
& +\sum_{\hat{q} \in \hat{\phi}(\hat{x}(t))}\left[\begin{array}{c}
0 \\
\hat{\alpha}_{\hat{q}}(t)\left(A_{\hat{q}, 21} \hat{x}(t)+B_{2} u(t)\right)
\end{array}\right] .
\end{aligned}
$$

where $\alpha_{q}(t), \hat{\alpha}_{\hat{q}}(t) \in[0,1], \sum_{q \in \phi(x(t))} \alpha_{q}(t)=1$, $\sum_{\hat{q} \in \hat{\phi}(\hat{x}(t))} \hat{\alpha}_{q}(t)=1$. In order to simplify the notation, we set $\alpha_{q}(t)=0$ and $\hat{\alpha}_{\hat{q}}(t)=0$ for $q \notin \phi(x(t))$ and $\hat{q} \notin \hat{\phi}(\hat{x}(t))$, and we drop the dependence on $t$ of $x_{o}(t), x(t), \hat{x}(t), u(t), \alpha_{q}(t), \hat{\alpha}_{\hat{q}}(t)$. With this in mind, using (12a), we get for the first term of $\dot{V}$

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} & \left(x_{o}^{T}(t) \Lambda x_{o}(t)\right) \\
= & \left(\sum_{q} \alpha_{q}\left(A_{q} x+B u\right)-\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}}\left[\begin{array}{l}
\hat{x} \\
0
\end{array}\right]+B u\right)\right)^{T} \Lambda x_{o} \\
& \quad+\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}, 21} \hat{x}+B_{2} u\right)^{T} \sigma_{n} x_{2} \\
< & -x_{o}^{T} C^{T} C x_{o}+\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}, 21} \hat{x}+B_{2} u\right)^{T} \sigma_{n} x_{2} \\
= & -\|y-\hat{y}\|^{2}+\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}, 21} \hat{x}+B_{2} u\right)^{T} \sigma_{n} x_{2} .
\end{aligned}
$$

To estimate the second term of $\dot{V}$ we proceed, as above by first calculating

$$
\begin{aligned}
\frac{d}{d t} x_{c}= & \frac{d}{d t}\left(x+\left[\begin{array}{l}
\hat{x} \\
0
\end{array}\right]\right) \\
= & \sum_{q \in \phi(x)} \alpha_{q}\left(A_{q} x+B u\right)+\sum_{\hat{q} \in \hat{\phi}(\hat{x})}\left[\begin{array}{c}
\hat{\alpha}_{\hat{q}}\left(\hat{A}_{\hat{q}} \hat{x}+\hat{B} u\right) \\
0
\end{array}\right] \\
= & \sum_{q} \alpha_{q}\left(A_{q} x+B u\right)+\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}}\left[\begin{array}{c}
\hat{x} \\
0
\end{array}\right]+B u\right) \\
& -\sum_{\hat{q}}\left[\begin{array}{c}
0 \\
\hat{\alpha}_{\hat{q}}\left(A_{\hat{q}, 21} \hat{x}+B_{2} u\right)
\end{array}\right]
\end{aligned}
$$

Note that in the expression above we dropped the dependent on $t$ of $x_{c}(t), x(t), \hat{x}(t), u(t), \alpha_{q}(t), \hat{\alpha}_{\hat{q}}(t)$, and $\alpha_{q}(t), \hat{\alpha}_{\hat{q}}(t)$ are the same as in the expression for $\frac{d}{d t} x_{o}$. Hence, using (12b), we get for the second term of $\dot{V}$

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(\sigma_{n}^{2} x_{c}^{T} \Lambda^{-1} x_{c}\right) \\
& \quad=\sigma_{n}^{2}\left(\sum_{q} \alpha_{q}\left(A_{q} x+B u\right)\right. \\
& \left.\quad+\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}}\left[\begin{array}{l}
\hat{x} \\
0
\end{array}\right]+B u\right)\right)^{T} \Lambda^{-1} x_{c} \\
& \quad-\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}, 21} \hat{x}+B_{2} u\right)^{T} \sigma_{n} x_{2} \\
& \quad<\sigma_{n}^{2}\|u\|^{2}-\sum_{\hat{q}} \hat{\alpha}_{\hat{q}}\left(A_{\hat{q}, 21} \hat{x}+B_{2} u\right)^{T} \sigma_{n} x_{2}
\end{aligned}
$$

In summary, we have the estimate

$$
\begin{equation*}
\dot{V}<-\|y-\hat{y}\|^{2}+\sigma_{n}^{2}\|u\|^{2} \tag{14}
\end{equation*}
$$

Integrating (14) from 0 to $t$, using that $V>0$, and taking the limit $t \rightarrow \infty$ yields 9 .

## V. Example

In this illustrative example, we consider a simplified version of the partitioning in Fig. 1 where only $p_{1}=1$ is considered (we define $q=1$ when $p_{1} \leq 1$ and $q=2$ when $K \geq p_{1} \geq 1$ and $q=3$ when $p_{1} \geq K, K=10^{5}$ ). The linear systems are given by

$$
\begin{aligned}
A_{1} & =\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right], \\
B & =\left[\begin{array}{ll}
1 & 3
\end{array}\right]^{T}, \quad C=\left[\begin{array}{cc}
-2 & 1 \\
0 & -4
\end{array}\right], A_{3}=0 \\
& C=\left[\begin{array}{ll}
1 & 1
\end{array}\right] .
\end{aligned}
$$

Applying the steps in Procedure 1, results in the following common grammian

$$
\Lambda=\left[\begin{array}{cc}
16.1092 & 0  \tag{15}\\
0 & 11.7295
\end{array}\right]
$$

Subsequently, the reduced order model is given by

$$
\begin{align*}
\hat{A}_{1} & =-0.4854, \quad \hat{A}_{2}=-2.4864, \hat{A}_{3}=0  \tag{16}\\
\hat{B} & =-3.8028, \quad \hat{C}=-1.0448 \tag{17}
\end{align*}
$$

Fig. 2 illustrates the input signal (top plot) and the resulting output from the original and reduced system (bottom plot).

Further, Fig. 3 shows the original switched system's full state trajectory (left), along with the last 10 sec . of the trajectory (right), illustrating that the system converges to the equilibrium point, when the input is zero. Furthermore, the values for the error bound, from (8), becomes

$$
\begin{align*}
\|y-\hat{y}\|_{L_{2}} & =6.7962  \tag{18}\\
2 \sigma_{1}\|u\|_{L_{2}} & =909.4657 \tag{19}
\end{align*}
$$



Fig. 2. Input signal (top) and output of the original and reduced system (bottom). The reduced system has a $78 \%$ goodness of fit according to the Matlab function goodnessOfFit(), evaluated with a NRMSE cost function.


Fig. 3. Full state trajectory of the original switched system (left). Last 10 seconds of the state trajectory (right). Colorbar represents time ( $t$ [sec]) and ${ }^{\prime}{ }^{*}$ ' indicates switching. From the figure on the right, it is seen that the system indeed converges to the equilibrium point, when the input is zero.

It is remarked that the input signal is a linear combination of a damped sinusoidal and 6 unit-steps ( 3 up and 3 down). We therefore have a discontinuous input signal which strictly speaking is not admissible. However, from (18) and (19) we see that the conclusion from Theorem 2 still holds true. One could of course just approximate each pair of unit-steps (1 up and 1 down) with a bump function to obtain an admissible input signal, yielding almost identical results as one can approximate to arbitrary precision.

## VI. Conclusions

We have presented a model reduction algorithm based on balanced truncation for a large class of piecewise-affine
hybrid systems. We have also formulated an analytic error bound for the difference between the output of the reducedorder model and the original one. This error bound is a direct counterpart of the well-known error bound for balanced truncation of linear systems. Future research will be directed towards extending these results to systems where the $B$ and $C$ matrices depend on the discrete mode and where statejumps are present. Another possible research direction is to derive error bounds in general $L_{p}$ norms for $p \neq 2$. Finally, we plan to analyze the computational complexity of the proposed method and test it on larger examples.
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