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The physics of cement cohesion

Abhay Goyal1,†, Ivan Palaia2,†, Katerina Ioannidou4,5,6, Franz-Josef Ulm6, Henri van Damme7, Roland J.-M. Pellenq5,8, Emmanuel Trizac2, Emanuela Del Gado1*

Cement is the most produced material in the world. A major player in greenhouse gas emissions, it is the main binding agent in concrete, providing a cohesive strength that rapidly increases during setting. Understanding how such cohesion emerges is a major obstacle to advances in cement science and technology. Here, we combine computational statistical mechanics and theory to demonstrate how cement cohesion arises from the organization of interlocked ions and water, progressively confined in nanoslits between charged surfaces of calcium-silicate-hydrates. Because of the water/ions interlocking, dielectric screening is drastically reduced and ionic correlations are proven notably stronger than previously thought, dictating the evolution of nanoscale interactions during cement hydration. By developing a quantitative analytical prediction of cement cohesion based on Coulombic forces, we reconcile a fundamental understanding of cement hydration with the fully atomistic description of the solid cement paste and open new paths for scientific design of construction materials.

INTRODUCTION

Concrete, made by mixing cement with water, sand, and rocks, is by far the most used man-made substance on earth. With a world population projected to grow past 9 billion by mid-century, there is need for more and better infrastructure (1), with no other material that can replace concrete to meet our needs for housing, shelter, or bridges. However, concrete, as it is now, is not sustainable since cement production alone is responsible for substantial amounts of man-made greenhouse gases. While even a slight reduction of its carbon footprint will markedly reduce global anthropogenic CO2 emissions, meeting emission reduction targets for new constructions calls for deeper scientific understanding of cement properties and performance (2).

The dissolution of cement grains in water and recrystallization of various hydration products, with calcium-silicate-hydrates (C-S-H) being the most important (3, 4), drive the setting of cement into a progressively harder solid that binds together concrete and determines its mechanics (5). During this process, strongly cohesive forces develop from the accumulation and confinement of ions in solution between the surfaces of C-S-H, whose surface charge progressively increases over time (6–8).

Net attractive interactions between equally charged surfaces in ionic solutions are common in colloidal materials or biological systems (9–15). The comprehensive analytical theory developed nearly a century ago by Derjaguin, Landau, Verwey, and Overbeek (DLVO), which relies on a mean-field approximation treating the ions as an uncorrelated continuum, captures some of these cases (9). For
a range of materials and systems in similar strong electrostatic coupling conditions.

RESULTS
The intricacy of chemical reactions during cement hydration and setting makes it hard to identify the fundamental physical mechanisms that control cement cohesion. C-S-H is a nonstoichiometric compound, with structure and composition variability, even more pronounced at the earlier stages of the hydration (4, 21, 30, 31). The charged surfaces of C-S-H nanoparticles confine ions and water in nanometer-sized pores (18, 32), and studies of titration of the surface silanol groups indicate that during early hydration, as a result of the changing solution chemistry, the surface charge of C-S-H increases with increasing pH, coupled to the combined precipitation of calcium hydroxide (31). Experimental and simulation efforts over the past decade have clarified the atomistic details of the final hardened C-S-H, in terms of atomic pair distribution functions, composition variability, and even cohesive strength (4, 20, 21, 23, 24). However, a direct link between the surface charge and chemistry, the emerging nanoscale cohesion, and the final material properties is missing.

To address this question, we have used a semi-atomistic computational approach, in which ions and water are represented explicitly while the C-S-H surface properties at different hydration stages are recapitulated through surface charge densities $\sigma$ from 1 to $3e^-/nm^2$. C-S-H is often characterized in terms of Ca/Si ratios, and with pH values typical of cement hydration, the range of surface charge densities considered here approximately correspond to the relevant range of Ca/Si ratios between 1 and 2 (16, 30, 33). Representing C-S-H surfaces with smooth, uniformly charged walls is clearly a simplification since their strongly heterogeneous nature is known (21), but it is essential to the extended spatiotemporal analysis performed here. Thanks to this simplification, we can extensively sample ion and water structure and dynamics in molecular dynamics (MD) and grand canonical Monte Carlo (GCMC) simulations and extract the net pressure that ions and water induce between the confining C-S-H charged surfaces.

In our 3D study, C-S-H surfaces are planar (walls), consistent with the platelet-like morphology of the nanoparticles (30, 32, 34), and the ions confined in between them, neutralizing the surface charge, are calcium ($Ca^{2+}$). To a reasonable approximation, this represents the most relevant portion of the ions confined between C-S-H surfaces during cement hydration (6, 8, 16). The walls have periodic boundaries along x and y and are separated by a distance $D$ along the z direction. For ($Ca^{2+}$) and C-S-H surfaces, we include both short-range steric/dispersion and long-range electrostatic forces, as described in Methods. Explicitly including the molecular degrees of freedom of water (we use SPC/E and, in some cases, TIP4P/2005 water, as also described in Methods) is key to capture its behavior under confinement (35–37).

Already for the lowest $\sigma = 1e^-/nm^2$, corresponding to very early hydration, the inclusion of explicit water leads to a net attraction (Fig. 1A) arising from strong and long-ranged correlations in ion positions: The ions are localized in the z direction like in the PM, but with explicit water, the pair correlation of their positions $g(r)$ in the $xy$ plane has clear peaks that persist to large distances (Fig. 1B). The same $g(r)$ for PM (bare ions) indicates instead a spatial arrangement close to uncorrelated, and a simplistic attempt to account for the ions’ hydration shells by considering a larger effective ion size is still insufficient to capture the long-range effect of water and the related pressure profile.

In the confined space between charged surfaces, the ion hydration shells may differ significantly from those in bulk water. In general, we identify the ion-water structures as $n$-mers, $n$ being the number of water molecules surrounding an ion (see Methods), as in Fig. 1C. At relatively large separations of $D > 20 \text{ Å}$, hydration shells have typically eight water molecules as in bulk water (Fig. 1C), consistent with a range of simulations and experiments (38, 39). Computing dynamic correlations such as those measured through quasi-elastic neutron scattering (QENS) reveals relaxation times consistent with experimental values (38, 39): Hydration shells are energetically favored because of the high hydration energy of Ca ions (40) but quite dynamical as individual water molecules switch between free and bound states (see section S1).

As $D$ is decreased, a larger fraction of the total water is in the hydration shells, while ions become increasingly correlated [see the strongly pronounced peaks in the $g(r)$ in Fig. 1B]. Further confinement, however, starts to markedly affect the hydration shells: By $D = 8 \text{ Å}$, the surfaces are squeezing the ions into a single layer and pressing against their hydration shells (Fig. 1D), eventually reduced to $\approx 5$ water molecules per ion. Hence, reducing $D$ from 9 Å (where the full 8-mer hydration shell can be accommodated) to 7 Å (where this is not possible anymore) requires overcoming an energy barrier. The calcium ion hydration enthalpy of $-640 k_B T$ (or $-1600 kf/mol$) (40) indicates that a cost of $\approx 240 k_BT$ is required to reduce a typical hydration shell of eight water molecules to one with five water molecules, leading us to estimate that a pressure change of roughly $\approx 1.25$ GPa would be needed. Our rough calculation obviously overestimates the energetic contribution, which for the first water molecule in a hydration shell is larger than for the eighth, because of steric repulsion, dipole–dipole interactions, and entropic costs. Numerical studies and x-ray diffraction, which instead consider only the contribution of water molecules in the first shell to the hydration free energy, provide a lower bound of $\approx 0.67$ GPa to the energy cost for reducing the calcium hydration shell (39). The pressure that we measure (Fig. 1A) indeed features a nonmonotonic dependence on $D$, and the magnitude of the $\approx 1$ GPa jump in pressure between $D = 9$ and 8 Å is well consistent with our estimated range. This shows that the high stability of the hydration shells can give rise to a competing intermediate-range repulsion (41, 42), confirming early atomic force microscopy measurements on cement hydrates (7) and consistent with gel morphologies obtained in C-S-H coarse-grained simulations and seen in microscopy imaging (43–45).

The finite stability of the bulk-like hydrated structures in increasing confinement provides a fundamental mechanism for this nonmonotonic dependence of the nanoscale forces on surface separation, fairly robust to the presence of salt and other ions.

At $\sigma = 2$ and $3e^-/nm^2$ (later hydration stages), the ions are increasingly localized in the z direction and squeezed with their hydration shells against the walls [see ion density profiles in Fig. 2 (A and B)], becoming unable to maintain full hydration shells in favor of smaller, hemispherical ones. The effect of confinement constraints are very clear at $\sigma = 2e^-/nm^2$ and $D = 20 \text{ Å}$, where the ion profiles show double peaks, split between ions with two distinct types of hydration shells (Fig. 2C). With further confinement ($D = 8 \text{ Å}$), all ions are squeezed against the walls and there is no splitting of the ion density peaks. Last, for the highest surface charge $\sigma = 3e^-/nm^2$, the ions stay pressed against the walls even at large separations.
With ions localized sufficiently close to the wall, two layers can be accommodated even for the strongest confinement, but the hydration shells are significantly modified by the confining surfaces and are hemispherical for all separations.

At high confinement (\(D = 8 \text{ Å}\)), the ions in the two layers have distinct but strongly coupled ordering. With layers being defined by the ion position \(z\), the ion pair correlation \(g(r)\) can be separated into intra- and interlayer contributions, considering ions in the same (intra) or opposite (inter) layers (Fig. 3A). Despite the separation in \(z\), the \(xy\) positions remain strongly correlated and, at high \(\sigma\), form a staggered square lattice: The ground-state configuration predicted for confined charges in a strong electrostatic coupling regime (defined by high-enough surface charge density and strongly confined ions) where ion-ion interactions are included (46). The distance corresponding to the first peak of the \(g(r)\) decreases with increasing \(\sigma\), and for \(\sigma = 3e^-/\text{nm}^2\), it is in good agreement with that of the Ca-Ca \(g(r)\) recently obtained with x-ray scattering in C-S-H (23, 24), considering the effect of surface heterogeneities and the surface charge density variation in the real material.

The increase in spatial correlations is associated to strongly correlated dynamics and localization of the ions. The ion intermediate scattering function computed for \(q_z = 5.65 \text{ Å}^{-1}\) (roughly corresponding to the peak width of the ion density profiles at the highest \(\sigma\)) is plotted as a function of time \(t\) in Fig. 3B, whereas data for a range of \(q_z\) values are provided in section S1. Increasing confinement and surface charge density clearly enhances the dynamical correlations and ion localization, with the effect being particularly marked at the highest surface charge. The decrease in mobility and increase in correlation strength that we see with \(\sigma\) is coupled to a massive increase (in absolute value) in the net attractive pressure between the two C-S-H surfaces. At \(\sigma = 3e^-/\text{nm}^2\), the pressure minimum is \(P_{\text{min}} \approx -6 \text{ GPa}\) (Fig. 3C), consistent with atomistic simulations and experiments (4, 19, 21, 29).

To further understand the dependence of the pressure, we note that the level of confinement changes the water arrangement around ions (Fig. 4A), and for \(\sigma = 3e^-/\text{nm}^2\), we reach a balance of 5- and 6-mers beyond \(D = 15 \text{ Å}\), whereas at even smaller \(D\), the surface limits both the number of water molecules and the space available around the ions, leading to a prevalence of 3- or 4-mers at the smallest separation \(D = 6 \text{ Å}\) (Fig. 4B).

Let us now consider that water molecules consist of a spherical particle endowed with a dipole moment, an approach that removes one rotational degree of freedom per water molecule relative to the SPC/E (or TIP4P/2005) water models but allows us to estimate analytically the minimum free energy configurations for the \(n\)-mers. With this assumption, the energetic gain when a dipole adsorbs to an ion (neglecting any other effect) is \(\sim 64 k_B T\) per water molecule (shown by the turquoise line in Fig. 4C). We can include dipole-dipole interactions within \(n\)-mers (squares) and then interactions with other hemispherical \(n\)-mers (circles) to observe that the energetic gain
lines). QENS, differential scanning calorimetry, and nuclear magnetic
resonance experiments on cement hydrates indeed provide evidence of
distinct populations of unbound and physically bound water
molecules emerging during cement hydration (25–28). The experi-
mental observation of a bound water fraction increasing with hydration
time in cement is perfectly captured here by the dynamical signa-
ture of physically bound water at high $\sigma$ (Fig. 4D) and by the increase
in its amount with confinement (Fig. 4E).

The effect of confinement can be simply understood by considering
that the free energy gained when a water molecule is adsorbed on a
3-mer to form a 4-mer, or on a 4-mer to form a 5-mer, is energy
dominated and amounts to negative several tens of $k_B T$. It is always
extremely favorable to adsorb water molecules on ions from the
bulk to increase $n$, at least up to $n = 5$. As a consequence, upon
increasing the confinement, i.e., when progressively fewer water
molecules are available in the nanoslit, all of them are adsorbed on
ions. This observation allows us to predict the expected fraction
of adsorbed water (Fig. 4E) and the peaks of the $n$-mer distribu-
tion (fig. S6) for $n = 3, 4,$ and 5 by assuming that all available water
is bound in $n$-mers. Using different water models (both SPC/E
and TIP4P/2005) does not significantly change these outcomes
decreases with increasing $n$ but is still more than an order of magni-
tude higher than $k_B T$ when going to $n = 6$. The minimum energy
configurations used in the calculations are sketched in Fig. 4C and
correspond to the shapes observed in simulations for the higher
surface charge densities. Taking into account the reduction of water
entropy due to the confinement of the molecule and its dipole on
the ion and, therefore, including finite temperature in our (so-far)
ground-state calculations, one obtains that 5- and 6-mers have the
same free energy of formation, within a tolerance $\approx k_B T$ (see section
S2.1). This explains the right part of Fig. 4B, where these two struc-
tures appear in commensurate proportions.

The large energetic gain for forming these $n$-mers suggests that
they are stable objects, and this is exactly what is observed in the
simulations where their lifetimes are found to be longer than the
simulation time. By computing the dynamics of the water, we deter-
mine that, at the high surface charges where these hemispherical
$n$-mers exist, there is now a clear distinction in the behavior of water
that is bound in $n$-mers and free water (Fig. 4D, continuous lines),
different from what happens at low surface charge density (dashed
lines). QENS, differential scanning calorimetry, and nuclear magnetic
Fig. 2. Ion density profiles and ion hydration shells. Plots of ion density profiles at (A) $D = 20 \text{ Å}$ and (B) $D = 8 \text{ Å}$. By increasing surface charge density, we see an increasing
localization of ions in the $z$ direction. For $\sigma = 2e^-/\text{nm}^2$ at large $D$ (C), there is a split between wall ions with a hemispherical hydration shell of five to six water molecules
and shifted ions with a nearly full hydration shell of seven to eight water molecules. At lower $D$ or higher $\sigma$, the shifted ions are suppressed and all ions are close to the
wall, in stark contrast to the situation at $\sigma = 1e^-/\text{nm}^2$ and $D = 8 \text{ Å}$ where all the ions coalesce into a single layer.

Fig. 3. Spatiotemporal correlations for different surface charge densities. (A) The $xy$ pair correlation $g(r)$ between ions shows that, as $\sigma$ increases at fixed separation
$D = 8 \text{ Å}$, ions become closer together and their positions become more correlated. For $\sigma = 1e^-/\text{nm}^2$, the ions are in a single layer equidistant from the confining walls, but
at higher $\sigma$, there are two layers, one near each wall. For those, we split the $g(r)$ into the components corresponding to correlations within and between layers, demonstrat-
ing a clear spatial organization despite the separation in $z$. (B) Intermediate scattering functions $I(q, t)$ for the ions measured for the same $\sigma$ values as in (A) and for
two different surface separations $D$. The data demonstrate that the stronger spatial correlations with increasing surface charge density in (A) correspond to increasingly
correlated dynamics and more strongly localized ions. (C) The increasing correlations drive the overall pressure between the confining walls to become increasingly
attractive, reaching $P_{\text{min}} = -6 \text{ GPa}$ at $\sigma = 3e^-/\text{nm}^2$. 
theless, with decreasing $\varepsilon$, the components of $D$ cannot generally be recapitulated in a simple constant. Noneanisotropic (see section S3.2), indicating that water dielectric properties of water (a fundamental ingredient of PM) on the cohesion should have been significantly reduced (8). We find that the $n$-mers act as stable effective objects and interact in a completely water-depleted environment. The water permittivity tensor $\varepsilon_r$ is anisotropic (see section S3.2), indicating that water dielectric properties cannot generally be recapitulated in a simple constant. Nonetheless, with decreasing $D$, the components of $\varepsilon_r$ rapidly approach 1, compared to bulk water permittivity of $\approx 78$, in line with recent works in other contexts (35, 37) or atomistic simulations of C-S-H (16).

To ultimately test this picture and distill its essential ingredients, we develop an analytical theory for the pressure profile beyond DLVO, taking advantage of the existence of “correlation holes” around each ion (14). The idea is to account for ion-ion correlations by defining a region around each ion in which other ions are prohibited from entering. This is confirmed by the fact that the pair correlation functions $g(r)$ in Figs. 1 and 3 exhibit strongly depleted short-scale features, with $g \approx 0$. Using this concept, we compute the local effective field $\kappa$ felt by an $n$-mer due to the presence of all other $n$-mers in a staggered arrangement (see Methods and section S2.2). This can be used to calculate the ion density profiles, which match the profiles obtained in simulations, as shown in Fig. 5 (A and B) [here, we have used only the dipolar interactions for the water to simplify the comparison to the theory, but qualitatively, the same behavior is shown in Fig. 2 (A and B)]. While the theory slightly overestimates the density peak heights, this still demonstrates how effective the $n$-mer-based theory is at predicting the microscopic details of the simulations. The interactions between $n$-mers and walls yield the pressure between the two surfaces. The Coulombic contribution is given by an analytical pressure equation, which is particularly simple (Eq. 8).

The fact that our simulation data in the strong coupling regime are so well described by the analytical theory indicates that the underlying ground state is quite resistant to perturbations because the high surface charge and electrostatic cohesion dominate the overall behavior of the system. When we also consider the relatively good agreement with several aspects of full atomistic simulations and experiments where surface heterogeneities are naturally present, these findings suggest that our simplifying assumption of smooth planar features, with $\varepsilon = 20$ Å for $\sigma = 3e^$/nm$^2$ (continuous lines) and $\sigma = 1e^$/nm$^2$ (dashed lines). The data show the enhancement of the ion localization and the clear distinction between bound and free water at high surface charge. (E) The fraction of water in $n$-mers as a function of separation. At small $D$, almost all water is bound up in these $n$-mers, with $n$ limited by water availability. At larger separations, the balance of energetic gain and entropic cost limits $n$-mer size (see Methods and section S2.1). These theoretical arguments enable quantitative predictions about the water structure, via a novel approach based on locked water shells (LWSs), which agree with simulations.

Fig. 4. $n$-mers and bound water. (A) Simulation snapshots and ion-water coordination as a function of surface separation (side and front views). The snapshots show the formation of $n$-mers with an ion and its $n$ water hydration shell. (B) A transition from 3-mers at low separation to a balance of 5- and 6-mers at larger separations is observed. (C) Ground-state energy calculations reveal that there is a large gain for a dipole to adsorb on an ion, explaining the formation of these effective objects. As $n$ grows larger (to 5 or 6), the additional entropic cost becomes sufficient to offset that energetic gain, with a 6-mer being the largest possible semihemispherical object. (D) Intermediate scattering functions for ions and bound and free water at $D = 20$ Å for $\sigma = 3e^$/nm$^2$ (continuous lines) and $\sigma = 1e^$/nm$^2$ (dashed lines). The data show the enhancement of the ion localization and the clear distinction between bound and free water at high surface charge. (E) The fraction of water in $n$-mers as a function of separation. At small $D$, almost all water is bound up in these $n$-mers, with $n$ limited by water availability. At larger separations, the balance of energetic gain and entropic cost limits $n$-mer size (see Methods and section S2.1). These theoretical arguments enable quantitative predictions about the water structure, via a novel approach based on locked water shells (LWSs), which agree with simulations.
Evidence of this variability has become increasingly clear and is composition, structural organization, and mesoscale morphology. Material, ultimately returning a picture of variability of chemical capabilities have greatly improved the knowledge of this complex properties of C-S-H are still a matter of strong debate. Extensive simulations with a vacuum dielectric constant. The water-ion structural organization is a complex function of confinement, surface charge density variation, additional surface heterogeneities, and the presence of other ionic species. While, in our approach, water molecules are explicitly accounted for, they are all “captured” by ions, justified by the water dynamics at high confinement (section S1) and the consequential reduction in dielectric screening (Fig. 5C, inset). As a consequence, the typical interaction energies of the system get multiplied by a factor 78, leading to the marked increase in the cohesive strength. Ultimately, the effect of the water in terms of dielectric screening is much less important than in bulk conditions, to such an extent that water presence may be ignored altogether. This “locked water shell” (LWS) picture is well illustrated in Fig. 5C, showing that the results of simulations with explicit water and from the theory are close to those of PM simulations with a vacuum dielectric constant. The water-ion structuring is a complex function of confinement, surface charge density, and ion species/concentration. However, we can capture the leading effects of the strong electrostatic coupling by the “locked water” view, demonstrating that the net cohesion is due to the ion-water interlocking.

DISCUSSION
About one century after the early studies of cement hydration, the properties of C-S-H are still a matter of strong debate. Extensive studies, novel techniques, enhanced characterization, and imaging capabilities have greatly improved the knowledge of this complex material, ultimately returning a picture of variability of chemical composition, structural organization, and mesoscale morphology. Evidence of this variability has become increasingly clear and is obtained from many sources (47), with a net increase of data and information available. What is needed, at this point, is to identify the origin of such variability and understand its implications for material performance, durability, and sustainability.

Our results open the way to do just that. During cement hydration, as C-S-H continuously precipitates, ions and water get progressively confined between increasingly charged surfaces of cement hydrates. We have shown that these two factors, together, change ion-water interlocked structures and their stability, which, in turn, change the net pressure between C-S-H surfaces as hydration proceeds. Our semi-atomistic approach, by including surface charge and ion specificity, captures essential features of cement hydrates detected in experiments, from the ion arrangements to water population and dynamics to material strength. While it can be extended to include different counterions and mixtures in future studies, here, it has provided unique insight into how varying chemical composition that sets the surface charge density changes the water-ion structuring under confinement and, hence, strength and shape of the net interactions between cement hydrate nanoparticles. Understanding the origin and the evolution of cement cohesion in terms of fundamental components and mechanisms is key to identifying scientifically guided strategies, such as modifying the ionic composition and increasing cement strength to do more with less, to reduce the greenhouse gas emissions from cement manufacturing.

At the nanoscale, the variability of the structural organization of C-S-H in terms of different interlayer separations (21, 30) can now be understood via the dependence of the interaction strength, and hence of the energy gain corresponding to different interlayer distances, on the degree of confinement. However, the evolving shape of the net interactions also has implications for larger length scales because it determines the anisotropic growth of cement hydrates aggregated into fibrils, lamellae, and layered mesophases that can self-assemble as C-S-H precipitation proceeds (5, 43). It therefore provides the missing link from the nanoscale to the mesoscale aggregation kinetics and morphological variability of cement hydrates.
(19, 21, 23, 24, 30, 45–49). By the end of hydration, C-S-H becomes denser and denser, and its nanoscale features (including the interlayer distances and chemical compositions usually described in terms of Ca/Si ratio) play a predominant role in most observations and studies (16, 21, 29). Nevertheless, the earlier-stage mesoscale morphology controls the development of larger pores and contributes to local stresses in the initial gel network, which have consequences for the long-term evolution of the material and its interactions with the environment (5, 43, 44, 50–53). The change in shape of the nanoscale interactions, with competing attraction and repulsion and a notable increase of the attraction strength with surface charge density during hydration, largely controls the morphology of the mesoscale structures that build the gel network and can markedly steer compressive or tensile stresses as the material progressively densifies and solidifies. These insights shed new light into the physics of cement setting and open new opportunities for scientifically grounded strategies of material design.

The fundamental understanding of the nature of the electrostatic coupling and the role of ion–water structures has implications beyond cement: A wide range of systems, including biological membranes, soils, and energy storage materials (11, 12, 42, 54, 55), feature aqueous ionic solutions with both strong Coulombic and confinement effects. While theories such as DLVO work with continuum approaches, we have seen that two discreteness effects interfere with mutual reinforcement: ionic correlation and dielectric destructuring. This calls for a systematic reassessment of electrostatic interactions in strongly confined media, where highly charged objects polarize an ionic atmosphere, in the presence of multivalent ions, from clay systems and porous media to water structured interfaces in biological context.

METHODS
Simulation: Model, techniques, and parameters
All simulations were done using LAMMPS (http://lammps.sandia.gov) (56). We considered a slab geometry that is finite in the z direction and periodic in x and y (the charged surfaces being at z = 0 and z = D), and we ran separate simulations for each value of the surface charge σ and D. For each set of parameters, exactly 64 calcium counterions were included, and the simulation bounds Lx and Ly were adjusted accordingly to ensure overall charge neutrality. The water is treated explicitly, using the rigid SPC/E model (57). Additional simulations with the TIP4P/2005 model (58) were performed for three separations. Results on the microscopic correlations and net pressure are shown in section S3.1 and closely match those obtained with the SPC/E model. A more computationally expensive water model, as well as polarizability of water molecules, is not expected to play a key role in simulation results (see section S3.1).

The number of water molecules is set using a GCMC process, discussed in further detail in the next section. To account for the finite size and dispersion interactions of ions, water, and the walls (C-S-H surfaces), we use a Lennard-Jones potential (LJ)

$$U_{LJ}(r) = 4\epsilon \left[ (\frac{d}{\sigma})^{12} - (\frac{d}{\sigma})^6 \right]$$

(1)

In the SPC/E and TIP4P/2005 models, there is one LJ site per water molecule situated at the oxygen atom. The LJ parameters for the ions are taken from Cygan et al. (59). The specific values used for the LJ d and ε are as follows: d = 2.87 Å and ε = 0.1 kcal/mol for Ca, d = 3.17 Å and ε = 0.155 kcal/mol for SPC/E water, and d = 3.1589 Å and ε = 0.162 kcal/mol for TIP4P/2005 water. Pairs of different types use the arithmetic mean values of d and ε. The wall LJ parameters are the same as those of the SPC/E water. This simplified surface interaction does not consider any heterogeneity or roughness of the surface, which might be relevant for other investigations, but our results indicate that these details are not as important for the properties discussed here.

The final ingredient is the Coulomb forces. Calcium ions are treated as having a point charge of +2e. The SPC/E and TIP4P/2005 water models have three point charges, two for hydrogen and one for oxygen, although the exact partial charges and their positions vary between the two models. Detailed information can be found in (57, 58). To accurately account for the long-ranged Coulomb forces, we use Ewald summation (60). The original formulation is for a 3D periodic system. Yeh and Berkowitz (61) showed that treating the 2D periodic slab system as 3D periodic, with some vacuum space inserted between slabs, is accurate given the addition of a geometry-related correction term to the energy. For the slab geometry, this term is

$$E(M, \text{slab}) = \frac{2\pi}{V} M^2 z$$

(2)

where $M_z$ is the z component of the total dipole moment of the simulation cell.

A few comparisons are made to PM simulations with implicit water. These are performed with exactly the same parameters, except that there are no water molecules and, instead, the dielectric constant is set to $\varepsilon_r = 78.0$. Effectively, all electrostatic interactions are screened uniformly instead of letting screening effects arise from rearrangement of discrete water molecules. The resulting disparity is due to the fact that this is an insufficient representation of the effects of water in this system. Comparison is also made with PM calculations in vacuum (i.e., with $\varepsilon_r = 1$); this gives credence to the “locked water” view discussed in the text for the strong coupling regime.

To make direct comparisons with the analytical predictions that use only the dipolar term in the multipole expansion for water, some simulations were performed with purely dipolar interactions for the water molecules [namely, Fig. 5 (A and B) and figs. S5 and S6]. In these cases, the water Coulomb interactions were computed using a point dipole with a moment $m = 0.37 e\AA = 1.8 D$ selected so that the dielectric constant matches that of water in bulk (room temperature and pressure) conditions.

Water density
Water in confined geometries (especially in the presence of charges) can have a density that is different from bulk conditions. This density is highly dependent on the level of confinement and the strength of the electric fields in the system because of their effect on water structure, so it is a function of D and σ. To select the number of water molecules for our simulations, we first performed GCMC based on the chemical potential of bulk water (room temperature and density). Simulations in bulk conditions showed that a chemical potential of $\mu = −8.8$ kcal/mol gave the correct water density.

This chemical potential can be maintained using the Metropolis method by attempting insertions/deletions with equal probability and accepting them with the following probabilities (60)

$$P_{ins} = \min \left(1, \frac{V}{\Lambda^3(N+1)} e^{(\mu - \Delta U)} \right)$$

(3)
\[ \rho_{\text{del}} = \min \left( 1, \frac{\Lambda^3 N}{V} e^{-k_B T} \right) \]

Here, \( \beta = 1/(k_B T) \), \( \Lambda \) is the thermal De Broglie wavelength, and \( \Delta U \) is the internal energy change upon attempting a particle insertion or deletion. Using a Monte Carlo simulation, with random insertions and deletions, the grand canonical ensemble is sampled, and in equilibrium, the chemical potential is maintained with water density fluctuating around a mean value.

The GCMC process alone is very slow to converge to the final density, as it only considers single molecule moves. To speed up the convergence, we combined this with MD, shown previously to significantly decrease the convergence time (15), with 1000 GCMC exchanges (insertions and deletions) attempted every 1000 MD steps with a time step of 1 fs. Starting with zero water molecules, the exchanges (insertions and deletions) attempted every 1000 MD steps with a time step of 1 fs. Starting with zero water molecules, the GCMC and MD simulations were run until equilibrium was reached (when energy, pressure, and water density no longer changed with time). With this process, the equilibrium density in confinement was found within \( 3 \times 10^6 \) MD steps for the \( \sigma = 3 \text{ Å}^2 / \text{nm}^2 \) simulations.

In the low \( \sigma \) simulations (with larger system size), the convergence was found to be very slow because of the larger number of water molecule insertions required. After \( 3 \times 10^6 \) MD steps and GCMC exchanges, it remained unclear whether the water density had reached the equilibrium value. In this situation, further simulations were performed using initial configurations with randomly placed water molecules at bulk density (\( \rho = 1 \text{ g/cm}^3 \)). As the initial water density in these configurations was closer to the final one, fewer GCMC exchanges were required to reach an equilibrium value, and this significantly reduced the GCMC simulation time required to converge to the equilibrium density. In addition, we were able to observe convergence toward the final water density from different initial conditions, making it clear that the chosen values were appropriate.

**Analysis of pressure and spatiotemporal correlations**

After determining the equilibrium number of water molecules for a system with given parameters, we have confirmed that all systems have reached equilibrium by checking that there was no drift in the energy and pressure over time, that time correlations had substantially decayed, and/or that there was no aging sign in two-time correlation functions. We have then generated trajectories in the NVT ensemble using MD and the velocity Verlet algorithm with an integration step of 1 fs. All simulations data discussed here have been averaged over \( 10^6 \) MD steps. To ensure sufficient thermodynamic sampling in the cases of high confinement (where dynamics are substantially slower), additional simulations using 10 independent sets of random initial conditions were performed for all samples with \( D \leq 12 \) Å. Both initial ion velocities and the random number seed for the GCMC process were varied, resulting in slight differences in the number of water molecules. In all cases, sample-to-sample fluctuations were smaller than the symbol size in our plots, with a maximal SD in pressure (at \( D = 6 \) Å) of \( s_{\max} < 0.05 \text{ GPa} \). From the particle trajectories, the pressure and microscopic correlations were computed. The pressure was calculated as the time average of the total force exerted on one of the C-S-H surfaces, which fluctuates around a mean value in equilibrium. This was computed for each value of \( D \), and the pressure profile was obtained from subtracting the large distance (\( D = 40 \) Å) value of the pressure.

To investigate the microscopic origins of this force, we also study the spatial and dynamical correlations that arise in the ions and water. There are theoretical predictions that ions have strongly correlated positions and may even form 2D crystals [see (46) and section S2]. To quantify the extent to which this holds, we calculated the pair correlation function \( g(r) \) of ions in the xy plane, i.e., parallel to the C-S-H surfaces, defined as

\[ g(r) = \frac{L_x L_y}{2\pi \Delta r N_{\text{ion}}^2} \sum_{i,j} \left\langle \sum_{\tilde{r}} \mathcal{H} \left( \frac{\Delta r}{2} - |r - r_{ij}| \right) \right\rangle \]

where \( r_{ij} \) is the distance between the two ions in the xy plane, \( \Delta r \) is a binning distance, and \( \mathcal{H} \) is the Heaviside function. This function was also calculated for specific groups of ions, determined by their \( z \) position, which simply involved modifying \( N_{\text{ion}} \) and the \( \sum \) bounds appropriately.

In addition to static spatial correlations, significant dynamical correlations also arise. These have been studied by computing the self-intermediate scattering function (62), which quantifies the time correlations of ion (or water molecule) displacements. In particular, we analyzed the dynamics in the direction normal to the surface, \( z \),

\[ F_s(q_z, t) = \frac{1}{N} \left\langle \sum_{j=1}^N e^{i q_z (z_j(t) - z_j(0))} \right\rangle \]

where the \( q_z \) values are determined by the system dimension \( D \) and the boundary conditions. The \( q_z \) value sets the length scale of displacements that contribute most to \( F_s(q_z, t) \), and because of boundary conditions, the lowest allowable value is \( q_z = 2\pi/D \). We consider all multiples of this value up to \( q_z = 10 \) Å\(^{-1}\), corresponding to subangstrom length scales. To separate the contributions from different groups of ions or water molecules, we modify the \( N \) and the bounds of the \( \sum \).

**Theory of the electrostatic coupling for high surface charge**

A useful and commonly used tool to describe charged solutions at equilibrium, the Poisson-Boltzmann approximation (at the root of the electrostatic contribution to DLVO theory), is a mean-field approach: Ions are treated as a charged cloud, whose density depends on the average electrostatic potential. Spatial correlations between ions and, more generally, discreteness effects are discarded since the charged cloud is viewed as continuum. It can be shown that, within Poisson-Boltzmann theory, the force between two like-charged surfaces is always repulsive (9). Accounting for the discrete nature of ions explicitly, attraction may set in under strong enough Coulombic forces, as we next explain. A fingerprint of the mechanism behind attraction explicitly may be found in the xy staggering of ionic patterns between one wall and the other (staggered peaks between the intralayer g(r) and the interlayer g(r), as visible in Fig. 3A).

For a salt-free system such as the one under study here, Poisson-Boltzmann theory is a trustworthy approximation under conditions of weak electrostatic coupling (13, 14). On the other hand, mean-field fails and attraction can take place because of ionic correlations when coupling becomes strong. Electrostatic coupling is quantified through the parameter

\[ \Xi = \frac{q^2 l_B^2}{\mu_{GC}} = 2\pi q^2 l_B^2 \sigma \]

where \( q = q_z \) is the countersions’ valence, \( \sigma \) is the absolute value of the surface charge density of the walls divided by the elementary charge \( e \), \( l_B = e^2/(4\pi\epsilon_0 e,k_B T) \) (the Bjerrum length) is the distance between
two elementary charges such that their repulsive potential energy is \( k_B T \) and \( \mu_{CC} = (2\pi d_0 q)^{-1} \) (the Gouy-Chapman length) is the distance of a charge \( qe \) from the wall such that its attractive potential energy is \( k_B T \). In practice, \( q^2 \ell_b \) quantifies the strength of electrostatic repulsion between counterions, while \( \mu_{GC} \) quantifies how close to the wall ions tend to stay. When \( \Xi \) is small (weak coupling), ions can come relatively close to each other and populate the region within a distance \( \mu_{GC} \) from the wall without a need to form any ordered structure. Conversely, when \( \Xi \) is large (strong coupling), ions lie very close to the walls, but feel a strong mutual repulsion, so they need to form ordered planar structures to minimize their energy.

**Ion density and pressure**

At strong coupling (the relevant situation here), an ion on either wall is subjected to an effective electric field written for convenience as \( \kappa/(\beta qe\mu_{GC}) = \kappa_0/(2\pi \epsilon_0 e_0) \). The quantity \( \kappa_0 \) can be viewed as the dimensionless local electric field acting onto an ion, with \( 0 < \kappa_0 < 1 \).

It depends on wall-wall distance \( D \) and stems from electrostatic correlations. For large \( D \), ions that are located in the vicinity of one of the two walls mostly feel the field because of this wall, the other one being screened by the remaining ions: This means \( \kappa \sim 1 \). In the opposite limit, when \( D \) becomes smaller than the typical ion-ion distance, an ion feels the field created by both walls, in opposite directions, while the contribution due to other ions is subdominant. In this small \( D \) regime where all ions essentially lie in the same plane, \( \kappa \) has to vanish. An analytical expression of \( \kappa \) as a function of \( D \) has been computed for point-like particles and hard walls in (14).

In our simulations, the presence of a soft wall potential does not modify much the picture, except for the fact that \( D \) must be replaced by \( D_{\text{eff}} = D - 2z_c \), where \( z_c \) is the equilibrium distance of an \( n \)-mer (a Ca ion dressed with \( n \) water molecules) from the closest wall. Taking this into account, we find the expression for the effective field given in eq. S14 and plotted in fig. S4B.

The average ion (\( n \)-mer) density is then computed as per eq. S15, which can be obtained by deriving the partition function of an ionic system within soft walls, similarly to what is done in (14). This is the density that is plotted in Fig. 5 (A and B).

The pressure shown in Fig. 5C is eventually computed from the ion density through eq. S16, which is an extension of the contact theorem, a known exact result. This amounts to splitting the pressure into an electrostatic contribution and a kinetic one, due to interactions with the walls. Before and close to its minimum point, at very small distances, the pressure profile turns out to be dominated by LJ repulsion and can be approximated by eq. S10. After the minimum, the pressure increases in agreement with the analytical hard wall prediction

\[
P(D) = 2\pi \ell_b \sigma^2 k_B T \left( -1 + \kappa(D_{\text{eff}}) \frac{1 + e^{\kappa(D_{\text{eff}}) / 1 - e^{\kappa(D_{\text{eff}})} \mu_{GC}}} \right)
\]

This is the relevant regime for our study, exhibiting negative \( P \). Note that the pressure prefactor scales as the square of the surface charge and, most importantly, as the inverse of the dielectric permittivity: Within our locked water theory, pressure is enhanced by almost two orders of magnitudes, compared to the PM. More details are given in section S2.2.

**Energy of \( n \)-mers**

The formation of \( n \)-mers due to hydration of Ca ions is an energetically driven process for \( n < 5 \), while entropy comes into play for larger \( n \). The minimum energy of an \( n \)-mer was computed (within the dipolar model, more convenient to this end) through a simulated annealing procedure, where an ion was considered fixed next to a wall and energy was minimized with respect to the positions and orientations of \( n \) water molecules. Because of the presence of the wall, the volume available to water molecules is restricted to a hemisphere. Considering the minimum energy configuration of an \( n \)-mer, the formation energy \( u_n \) per \( n \)-mer is then refined, accounting for the presence of the (infinitely many) other \( n \)-mers, lying in the same plane. Because of the long-range nature of Coulombic interactions, it is important to keep track of all neighbors. \( u_n \) turned out to be \( \lesssim n k_B T \) for \( n \lesssim 6 \) (see Fig. 4C), while \( n \geq 7 \) was not considered, as the minimum energy configurations are such that no more than six water molecules can fit in one hydration shell. More details are given in section S2.1.

**Free energy of \( n \)-mers**

The free energy \( \Delta F_{n \rightarrow n+1} \) of formation of an \((n+1)\)-mer, from the absorption of a water molecule on an \( n \)-mer, can be assessed using the previously computed values of \( u_n \), the chemical potential \( \mu \) of bulk water used in simulations, and estimating the associated entropy change. Entropy decreases because of increased confinement of water molecules: This can be quantified by single-particle calculations of the volume available to every water molecule when it is bound to an \( n \)-mer, as a function of \( n \). For \( n = 3 \) and 4, we have \( \Delta F_{3 \rightarrow 4} < 30 k_B T \), while \( \Delta F_{5 \rightarrow 6} \sim 0 \) within a few \( k_B T \). Details can be found in section S2.1. Since adsorbing water molecules to increase \( n \) is extremely favorable, at least up to \( n = 5 \), one can assume all molecules to be bound at strong confinement and predict quantitatively distances \( D_n \) at which all ions are bound to exactly \( n \) water molecules: We find

\[
\rho_n D_n = 2n \sigma q
\]

where \( \rho_n D \) is the average number of water molecules per unit surface at distance \( D \).

These simple arguments are in excellent agreement with numerical simulations. Our calculations explain the fraction of bound water (Fig. 4E) observed in simulations as a function of \( D \) and the fraction of 5- to 6-mers in simulations with a dipolar approximation for the Coulomb interactions (fig. S6). More details on this limited resources argument are given in section S2.1.

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/7/32/eabg5882/DC1

**REFERENCES AND NOTES**

27. Rev. Lett. swelling clays: Experiments on self-supporting films and molecular simulations,”
The physics of cement cohesion

Abhay Goyal, Ivan Palaia, Katerina Ioannidou, Franz-Josef Ulm, Henri van Damme, Roland J.-M. Pellenq, Emmanuel Trizac and Emanuela Del Gado

Sci Adv 7 (32), eabg5882
DOI: 10.1126/sciadv.abg5882