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Numerical simulation of a counter-rotative open rotor using phase-lagged conditions. Initial validation on a single rotor case
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This paper presents the Large Eddy Simulation (LES) of a propeller representative of the first rotor of a Counter Rotative Open Rotor (CROR) configuration based on a multiple frequency phase-lagged approach in conjunction with a Proper Orthogonal Decomposition (POD) data storage. This method enables to perform unsteady simulations on multistage turbomachinery configurations including multiple frequency flows with a reduction of the computational domain composed of one single blade passage for each row. This approach is advantageous when no circumferential periodicity occurs in the blade rows of the configuration and a full 360° simulation would be required. The data storage method is based on a POD decomposition replacing the traditional Fourier Series Decomposition (FSD). The inherent limitation of phase-shifted periodicity assumption remains with POD data storage but this compression method alleviates some issues associated to the Fourier transform, especially spectrum issues. The paper is first dedicated to compare the flow field obtained with the LES with phase-lagged condition against full-matching URANS, LES simulations and experimental data available around the blade and in the wake of the rotor. The study shows a close agreement of the phase-lagged LES simulation with other simulations performed and a thicker wake compared to the experiments with lower turbulent activity. The analysis of the losses generated in the configuration, based on an entropy formulation and a splitting between boundary layer and secondary flow structures, shows the strong contribution of the blade boundary layer in the losses generated.

1 Introduction

In order to decrease fuel consumption and greenhouse gasses emissions of airplanes propulsion systems, new engines with significantly higher By-Pass Ratios (BPR) compared to current turbofan engines are being developed as Counter Rotative Open Rotor (CROR). Due to their unducted architecture, new acoustic issues emerge since the noise emitted is not damped by the nacelle like in classical turbofan [1]. Also, the blading design and geometrical arrangement of these engines [2] considerably modify the flow topology and the mechanisms of loss generation compared to turbofan architectures [3].

The development of such new aircraft engine designs has been widely performed numerically especially through the use of Unsteady Reynolds Averaged Navier-Stokes (URANS) simulations [4–9]. Turbulent processes as tip vortex interaction, rotor wakes, transition processes on blades may limit the applicability of (U)-RANS approaches where all turbulent structures are modelled. This observation pushes towards the use of lower levels of turbulence modelling as Large Eddy Simulation (LES) approach [10] where the large energetic scales of turbulence are resolved and only the small scales are modelled. The use of LES simulation in aircraft engine configurations is still challenging since the requirements for the meshing, numerics, convergence and data extraction are generally higher compared to (U)-RANS. In addition, the simulation domain cannot be reduced using periodic boundary conditions due to a coprime number of blades for the two counter rotative rows. In order to alleviate the cost of a full 360° simulation, some paths have been investigated to reduce the computational cost of LES, with acceptable physical restrictions. In that regard, the use of phase-lagged boundary conditions allows the 360° configuration to be reduced to a single passage per row configuration, as proposed by Erdos and Alzner [11]. The main difficulty with such conditions consists in storing the flow over one period at the phase-lagged interfaces (in multi-row simulations, it consists in storing the information at the interface between static and rotating domains and on lateral azimuthal conditions). For the meshes and time steps considered in practical turbomachinery simulations, the direct storage represents a significant cost. The most popular method to reduce the memory cost is to store only the coefficients of the Fourier Series Decomposition (FSD) of the temporal signal, as proposed by He [12, 13]. The FSD is truncated to a limited number of harmonics, and the coefficients are updated.
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each time step with the shape correction method. This method assumes that the flow is perfectly periodic in time, which is a fair assumption in URANS for operating points dominated by periodic rotor-stator interactions (wakes and potential effects). For LES simulation, the periodic assumption is no longer true. In particular, LES includes multiple unknown frequencies, for example non deterministic small scales structures in a turbulent wake, for which the characteristic time that needs to be used is unknown. Keeping this limitation of the phase-lagged assumption, a data storage based on a Proper Orthogonal Decomposition (POD) [14] has been developed and implemented in the elsA software [15] by Mouret et al. [16] used to perform the present LES simulation. This compression method especially improves some issues associated to the Fourier decomposition and the corresponding spectrum content.

The purpose of this paper is to assess the capability of LES simulation to properly recover the flow in a propeller similar to first rotor row of a CROR configuration, estimate the impact of phase-lagged conditions with POD reconstruction and study the related losses generated. The first part of this paper introduces the configuration and numerical set up. Two full-matching periodic simulations are performed based on a URANS and LES formalisms, and a LES simulation with phase-lagged conditions that are compared against experiments. The LES approach is then used to describe the physical mechanisms and related losses in the configuration.

2 Configuration and numerical methods

Th experimental set-up is composed of a nacelle with a rotor row representative of the upstream rotor of a full CROR configuration designed by Airbus at scale 1/7 [17]. The main geometrical features are shown in Fig. 1 where the characteristic dimensions are expressed in terms of the rotor diameter D. This configuration has been implemented and tested in the Airbus low-speed wind-tunnel in Bremen, Germany by the DLR (see Fig. 2). The experimental measurements are composed of oil-painting visualizations around the blades and Particle Image Velocimetry (PIV) measurements downstream of the blade [18]. Upstream conditions and rotational speed of the rotor row used in the experiments are gathered in Tab. 1.

In order to prepare the simulation of a full CROR configuration using LES and phase-lagged conditions, three simulations are performed and compared against experiments. Two full-matching periodic configurations are simulated based on URANS and LES formalisms and a LES with phase-lagged conditions. Since the set-up is equipped with one rotor row composed of 11 blades, 1/11 of the full domain is considered in the full-matching URANS and LES simulations and periodic conditions are applied on the lateral surfaces. These two simulations are performed by taking into account that the relatively large scale structures in the flow may be affected by the azimuthal periodic conditions. Also, for the LES simulation, since the fundamental assumption of the direct periodicity is that the solutions at each passage are the same even though they are in a different position, some care is given to the small scale non deterministic unsteady structures for example in the wake that may face frequency shift at the periodic boundary condition. The computational domain is split in two parts at the axial position of the hypothetical/future rotor/rotor interface of a full CROR configuration. The first part contains one passage of the front row extending from the inlet to the rotor/rotor interface. The second one is empty with the same azimuthal angle and extends from the rotor/rotor interface to the outlet of the domain. A full-matching condition is applied at the interface between the two subdomains (see Fig. 3). The corresponding URANS and LES simulations are denoted URANS\textsubscript{M.P} and LES\textsubscript{M.P} where the subscript stands for matching periodic. The LES with phase-lagged conditions and POD data storage is performed over a different simulation domain. The domain of simulation is also split in two subdomains: the upstream domain is identical to the one used for the reference simulation and a larger downstream subdomain (1/9 of the whole domain) rotating in opposite direction to the upstream subdomain. This computational domain mimics an hypothetical/future downstream counter-rotative rotor row with nine blades of a CROR configuration. This simulation is denoted LES\textsubscript{P.L} where the subscript stands for phase-lagged. The

![Fig. 1: Geometrical set up features](image)

| Table 1: Characteristics of the experimental set up |
|---------------------------------|------------------|-----------------|
| cascade details                | nominal conditions |
| Casing radius/D                | $0.17 \, \rho_{rot,\infty}$ [Pa] | 100986          |
| Tip radius/D                   | $0.5 \, T_{rot,\infty}$ [K] | 311.5           |
| Forward nacelle length/D       | $1 \, \omega_{rot}$ [rad.s$^{-1}$] | 663.2           |
| Nacelle length/D               | $5 \, Re_{D}$      | $1.45 \times 10^6$ |
| Blade number                   | $11 \, Ma_{\infty}$ | 0.2             |
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Fig. 2: Experimental set-up [18] with axis definition (a) and PIV measurements for the wake analysis (b)

Table 2: Data compression rate CR with POD data storage ($w_{POD}$) compared to a full data storage over one blade passage $w_{direct} = 10.3$ Go

<table>
<thead>
<tr>
<th>Number of POD modes</th>
<th>Data storage $w_{POD}$ (Go)</th>
<th>Compression rate CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.2</td>
<td>0.88</td>
</tr>
<tr>
<td>20</td>
<td>2.5</td>
<td>0.76</td>
</tr>
<tr>
<td>30</td>
<td>3.8</td>
<td>0.63</td>
</tr>
</tbody>
</table>

simulation domain for all the simulations extends 4 D upstream of the configuration in the streamwise direction. The outlet is set at the rear of the nacelle which is 5 D long. The radius of the simulation domain is 3.5 D.

The boundary conditions imposed at the free surfaces are extrapolation conditions of the reference state (see Tab. 1), which is also used as an initial solution for the simulation. Adiabatic and non-slipping wall conditions are applied on the blade and nacelle walls. For the LES$_{P.L.}$, at the full non-matching interface and on the lateral surfaces, phase-lagged conditions are applied while full-matching interface and periodic conditions for the lateral sections are applied in the URANS$_{M.P.}$ and LES$_{M.P.}$. The number of POD modes used to perform the data compression is set to 30 based on the sensitivity analysis proposed in next Sec. 3.1. The data compression rate $CR = 1 - w_{POD}/w_{direct}$ of the POD method $w_{POD}$ compared to the direct storage memory cost $w_{direct}$ for different number of POD modes is shown in Tab. 2.

The meshing is based on a O-6H block strategy (see Fig. 4 for the blade mesh refinement). The first off-wall point is set to $y_1/C_x = 4 \times 10^{-5}$. Figure 5 shows $y^+_1$ distribution around the blade and nacelle. $y^+_1$ remains below 10 on the nacelle surface and 2 over the blade surface. According to the literature [19–21], the near-wall region should be resolved with $50 \leq \Delta x^+ \leq 80; y^+_1 \leq 1; 15 \leq \Delta z^+ \leq 25$. These criteria are challenging to fulfil for the present configuration with relatively high Reynolds number and large dimensions. In wall-resolved LES, the streaks that are long and flow aligned structures close to the wall [22] are important structures to be resolved. These structures are shown to have lower variation in the $x$ direction compared to $y$ and $z$ directions. Therefore, the mesh has been mainly coarsened in the $x$ direction. In the spanwise direction, around 600 layers have been set over a spanwise length of around 15 cm with a grid refinement close to the nacelle wall (expansion ratio of 1.05). This provides a mean spanwise coordinate of $z^+ \approx 60$. In the stream direction, around 300 points have been set for a mid chord length of 10 cm that corresponds to a mean streamwise coordinate of $x^+ \approx 100$. The mesh is build to have an orthogonality
higher than 30° and in near-wall region higher than 80°. The stretching ratio between the size of neighbouring cells in the blade wall-normal direction was set to 1.03 to ensure around 30 grid points in the viscous layer until \( y^+ = 50 \). The mesh is refined in the wake to properly propagate the structures developing at the trailing edge of the blade. In the LES simulations, since homogeneous inlet conditions are applied at the inlet and to prevent any natural transition process that would not have occurred in the experiments, a tripping is applied at the blade suction side leading edge to enforce transition process.

This technique consists in deforming the grid with randomly placed Gaussian profiles with maximum height variation of 0.8 mm (see Fig. 6). The tripping on the blade leading edge with a step has been used in a similar numerical study based on the NASA SDT configuration by Casalino et al. [24]. The mesh is composed of around \( 250 \times 10^6 \) cells for the LES\(_{M.P.}\) and \( 270 \times 10^6 \) cells LES\(_{P.L.}\). The URANS\(_{M.P.}\) simulation is performed with the same mesh as the LES\(_{M.P.}\) except that no tripping is applied on the blade.

The simulations are performed using the ONERA elsA software [15]. For the URANS\(_{M.P.}\) simulation, an upwind Roe scheme with third-order limiter [25] is used for the convective terms. The equivalent turbulent viscosity is obtained from the Wilcox k-\( \omega \) two-equations model with Zheng’s limiter [26]. For the LES simulations, a second order centred scheme with a low Jameson artificial viscosity [27] (\( \kappa_{jam} = 0.002 \)) is used for the convective discretization. The subgrid scale model is the Wall-Adapting Local Eddy-viscosity (WALE) [28]. The time step is adapted to mesh resolution close to the wall \( \Delta^+ = \Delta u_\infty/C_x = 1 \times 10^{-5} \) (i.e. 11880 iteration per full rotation). Time integration is performed using Dual Time Stepping (DTS) with a Crank-Nicholson scheme (second order accurate) in combination with implicit pseudo-time stepping for the inner loops [29].

3 Numerical/experimental comparison
3.1 One dimensional quantity comparison
The convergence of the mass flow rate \( \dot{m} \) at the interface between upstream and downstream domains and the thrust produced by the rotor \( F_T \) are monitored for the URANS\(_{M.P.}\) and LES\(_{P.L.}\) simulations. The two quantities are expressed in terms of their respective coefficients \( C_M \) and \( C_T \) defined as:

\[
C_M = \frac{\dot{m}}{\rho_\infty D^3 \omega} \quad (1)
\]

\[
C_T = \frac{F_T}{\rho_\infty D^4 \omega^2} \quad (2)
\]

The mass flow rate and thrust coefficients reach a constant value after around 10 full rotations (see Fig. 7 and 8). The thrust coefficient obtained with the LES\(_{P.L.}\) matches well the value measured in the experiments \( C_T = 0.0104 \) (816 N) with
was assessed by comparing the mass flow and thrust coefficients for different number of modes stored (3, 10, 20, 30 and 40, see Fig. 9). The results show that for a number of POD modes higher than 30, the mass flow and thrust coefficients are relatively constant which is in accordance with a previous study from Mouret et al. [16]. In the present study, 30 POD modes are used for the data compression.

![Fig. 7: Convergence of mass flow rate at the interface between upstream and downstream domains for the URANS	extsubscript{M,P} and LES	extsubscript{P,L}.

Fig. 7: Convergence of mass flow rate at the interface between upstream and downstream domains for the URANS	extsubscript{M,P} and LES	extsubscript{P,L}.

...a discrepancy of around 0.1%. The influence of the number of POD modes used for the data compression has also been assessed by comparing the mass flow and thrust coefficient for different number of modes stored (3, 10, 20, 30 and 40, see Fig. 9). The results show that for a number of POD modes higher than 30, the mass flow and thrust coefficients are relatively constant which is in accordance with a previous study from Mouret et al. [16]. In the present study, 30 POD modes are used for the data compression.

![Fig. 8: Convergence of thrust for URANS	extsubscript{M,P} and LES	extsubscript{P,L}.

Fig. 8: Convergence of thrust for URANS	extsubscript{M,P} and LES	extsubscript{P,L}.

3.2 Boundary layer state comparison

Based on the time-averaged flow field obtained from the simulations and the boundary layer edge detection method available in elsA [30, 31], the boundary layer thickness $\delta$ and characteristic near-wall quantities can be obtained. The shape factor $H = \delta/\theta$ where $\delta$ and $\theta$ are the boundary layer displacement and momentum thickness is used to characterize the boundary layer nature in the simulations and compare it against experiments. Based on the Blasius profile, i.e., solution of the steady two-dimensional Prandtl equation in laminar regime, the value for $H$ corresponding to laminar flows is 2.59 while 1.3 to 1.4 is typical of turbulent flows$^\dagger$ [32].

In the experiments, the boundary layer state on the blade suction side is based on oil-painting visualizations. Dark regions correspond to the regions where the oil-painting has been removed and may be associated to a turbulent boundary layer since the friction at wall is higher compared to a laminar one. On the contrary, light areas correspond to regions where the oil-painting is maintained and may be associated to a laminar boundary layer. On the blade suction side, the boundary layer is mainly laminar until midspan in a tooth-shape pattern. On the upper part of the blade, the boundary layer is fully turbulent from the blade leading edge (see Fig. 9 right). In the LES simulation without tripping, on the upper part of the blade, the boundary layer is laminar until around 10% chord where it becomes turbulent. The transition process is caused by the leading edge vortex which, in turn, is due to the blade sweep. Compared to straight blades, the sweeping of the blades reduces the normal Mach number and the shock losses for flight Mach number above 0.6 similarly to swept wing of commercial aircraft. This induces the development of a leading edge vortex similarly to the one observed on delta wings for example. Under high loading, this vortex merges with the tip vortex and is responsible for the localized separation bubble close to the leading edge that induce the transition to turbulence from midspan to the blade tip. In the tripped configuration, the boundary layer becomes turbulent close to the blade leading edge which is in better agreement with the experiments (see Fig. 10 left). Also, the tripping promotes a fully turbulent boundary layer and prevent from any transition processes and potential bursts released that could mix downstream with the wake. Some dis-

$^\dagger$This criterion based on the flow over a flat plate without pressure gradient is considered a good approximation in the configuration since the curvature of the nacelle and the blade surface is low. Moreover, the flow is relatively two-dimensional except in secondary vortices regions at the junction between nacelle and blade and the pressure gradients are moderate.
crepancy can be still observed with the experiments since the turbulent region is oriented downwards on the blade suction side in the experiments while oriented upwards in the numerical simulation. For the URANS_{M, P} simulation, the shape factor is restricted to values between 1 and 1.5 (see Fig. 11). Except at the blade suction side near the leading edge where the shape factor is relatively high and thus the momentum close to the wall is relatively low, the shape factor is around 1.2-1.4 characterizing a turbulent boundary layer all over the blade.

3.3 Wake profile comparison
The comparison of the numerical simulations against experimental data is focused on the rotor wake. The velocity field downstream of the rotor is measured experimentally with a PIV system [33]. PIV measurements are performed along a square plane of 100 mm × 100 mm set downstream of the rotor row at a constant radius (69% of blade span) in an (X, Z) plane. The velocity profiles are extracted over a line orthogonal to the wake. The comparison against experiments of the URANS_{M, P}, LES_{M, P} and LES_{P, L} results are compared with experimental data for a line 0.12 m downstream of the leading edge (see Fig. 12 center for the measurement plane location). The comparison for the mean axial velocity and fluctuation is shown in Fig. 13 and 14. The URANS_{M, P}, LES_{M, P} and LES_{P, L} show a good agreement with the experiments for the mean velocity magnitude out of the wake. In the wake region characterized by the velocity deficit, the wake is thicker for the URANS_{M, P} and the two LES compared to the experiments. Also the velocity deficit is lower compared to the experiments with a discrepancy around 10%. A similar trend is observed on the axial velocity fluctuation with a larger wake and lower velocity fluctuations of numerical simulations compared to the experiments. The LES_{P, L} shows however a lower turbulent activity compared to the LES_{M, P}. The POD data storage is able to reduce data filtering compared to Fourier data storage but part of the wake structure is inherently lost due to the phase-lagged assumption has been noticed by Mouret et al. [16]. This filtering process can be observed in Fig. 12 where some structures of the wake are lost when crossing interfaces (dashed lines). The larger wake with lower velocity deficit observed in the simulations can be associated to a thicker boundary layer at the trailing edge compared to the experiments. This phenomenon may be promoted by a too coarse grid in near-wall region and in the wake despite the efforts made to approach the near-wall refinement requirements in LES.

The comparison against experiments have shown that LES is able to match the thrust generated by the experimental configuration and a similar near-wall flow behaviour. Despite potential thicker boundary layer in the simulation that lead to a thicker wake compared to the experiments, sufficient confidence can be given in the numerical simulation to be used to describe the losses generated in this configuration.
4 Loss generated in the simulation domain

The losses generated in the configuration are based on the volumetric entropy generation $S$. The entropy is the sum of two components: viscous dissipation and thermal diffusion [34] which are given by eq. (3) and (4) [35–39]:

$$S_{\text{visc}} = \frac{1}{T} \frac{\partial \tilde{u}_i}{\partial x_j}$$

$$S_{\text{therm}} = (\lambda + \lambda_{SGS}) \frac{1}{T^2} \left( \frac{\partial \tilde{T}}{\partial x_j} \right)^2$$

where $\tau_{ij,\text{eff}} = (\mu + \mu_{SGS}) (\partial \tilde{u}_i/\partial x_j + \partial \tilde{u}_j/\partial x_i)$ is the effective viscous stress tensor, $\mu_{SGS}$ and $\lambda_{SGS}$ are the equivalent subgrid scale viscosity and diffusion, $\tilde{.}$ refers to the filtered quantity and $\bar{.}$ to the temporal averaging operator. These quantities can be integrated over axial subdomains of characteristic length $dx$ to observe the evolution of irreversibilities along the domain. The corresponding evolution of the viscous and thermal entropy production along the domain are shown in Fig. 15. By integrating the area under the two curves, the

Fig. 12: Axial velocity along the simulation domain for the LES$_{M.P.}$ (center) and LES$_{P.L.}$ (right) including PIV measurement location (left)

Fig. 13: Comparison of experimental and numerical results for mean axial velocity

Fig. 14: Comparison of experimental and numerical results for fluctuating velocity

Fig. 15: Viscous and thermal entropy production along the simulation domain with a zoomed view
The contribution of viscous and thermal gradients on the generation of loss can be assessed. In the current configuration without any inlet temperature inhomogeneity, no heat transfer at the wall, the thermal contribution is around two orders of magnitude lower than the viscous one. Since the thermal contribution is very low compared to the viscous contribution, the following analysis is focused on the viscous contribution. Based on the boundary layer thickness,

\[ \frac{x}{D} < -0.8 \]

and close to the trailing edge due to the passage/tip vortex development and turbulent wake then decrease downstream of the blade characterizing the dissipation of theses vortical structures (see Fig. 20).

### Conclusion

The numerical simulation of a propeller representing the front rotor of a CROR configuration has been performed. A total of three simulations have been carried out: two simulations with a full matching interface and periodic boundary conditions applied to the lateral surfaces in URANS and LES formalisms and a third simulation (LES) based on a phase-lagged approach with POD data storage.

The simulations showed a good matching with the thrust generated by the propeller in the experiments. Also, the suction side boundary layer state for the different simulations agrees well with the experiments on the top part of the blade since the URANS simulation enforces a turbulent boundary layer similarly to the experiments and the tripping set in LES simulations promote a quick transition to turbulence close to
for having funded this research project within the project SCONE (Grant agreement ID: 755543), to ONERA for licensing Cercfas to use code elsA (ONERA-Airbus-Safran property). Numerical post-processing have been performed using the free python-based Library Antares. Part of this work was performed using HPC resources from GENCI-CCRT-CINES-IDRIS] (Grant 2018-[A0042A06074]).

**Nomenclature**

**Latin letters:**
- $c$: speed of sound
- $C_x$: axial chord-length
- $C_p$: pressure coefficient
- $C_M$, $C_T$: mass flow, thrust coefficient
- $D$: rotor diameter
- $f$: frequency
- $F_T$: thrust
- $H$: shape factor
- $k$: turbulent kinetic energy
- $Ma$: inlet Mach number
- $m$: mass flow rate
- $Re_D$: Reynolds number $uD/ν$
- $S$: volumetric entropy generation
- $Tu$: turbulence intensity
- $u$: velocity
- $w$: memory data storage
- $(x,y,z)$: cartesian coordinates
- $y_1$: wall-normal characteristic width

**Greek letters:**
- $δ$: boundary layer thickness
- $λ$: thermal conductivity
- $κ$: artificial viscosity coefficient
- $ω$: rotational speed
- $μ$: dynamic viscosity
- $ν$: kinematic viscosity
- $θ$: momentum thickness
- $τ$: viscous stress tensor

**Subscripts and superscripts:**
- $∞$: upstream condition
- $M.P.$: matching periodic simulation
- $P.L.$: phase-lagged simulation
- $RMS$: root mean square
- $tot$: total quantity
- $therm$: thermal
- $SGS$: subgrid scale contribution
- $visc$: viscous
- $^+$: non-dimensional wall-units
- $′$: fluctuating quantity

**Acronyms**
- CROR: Counter Rotative Open Rotor
- FSD: Fourier Series Decomposition
- LES: Large-Eddy Simulation
- POD: Proper Orthogonal Decomposition
- URANS: Unsteady Reynolds Averaged Navier-Stokes
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Fig. 19: Iso-contour of Q-criterion colored by the vorticity magnitude

Fig. 20: Total viscous entropy production and contribution related to secondary vortices
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