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ABSTRACT

Implied volatility surface is of crucial interest for risk management and exotic option pricing models.
Its construction is usually carried out in accordance with the arbitrage-free principle. This condition
leads to shape restrictions on the option prices such as monotonicity with respect to maturities and con-
vexity with respect to strike prices. In this paper, we propose a new arbitrage-free construction method
that extends classical spline techniques by additionally allowing for quantification of uncertainty. The
proposed method extends the constrained kriging techniques developed in [MB16] and [CMR16] to
the context of volatility surface construction. Assuming a Gaussian process prior, the posterior price
surface becomes a truncated Gaussian field given shape constraints and market observations. Prices
of illiquid instruments can also be incorporated when considered as noisy observations. Starting from
a suitable finite-dimensional approximation of the Gaussian process prior, the no-arbitrage condition
on the entire input domain is characterized by a finite number of linear inequality constraints. We
define the most likely response surface and the most-likely noise values as the solution of a quadratic
optimization problem. We use Hamiltonian Monte Carlo technics to simulate the posterior truncated
Gaussian surface and build pointwise confidence bands. The Gaussian process hyper-parameters are
estimated using maximum likelihood. The method is illustrated on Euro Stoxx 50 option prices by
building no-arbitrage volatility surfaces and their corresponding confidence bands.

1 Introduction

Volatility surfaces are important building blocks of risk management systems designed for pricing and hedging of
financial derivatives or optional guarantees under market-consistent asset models. For a given underlying asset, the
option value depends on the characteristics of the contract, i.e., the date of maturity and the strike price for equity
options. However, the market value of such options is typically available (or reliable) for a limited number of standard
characteristics (maturity, strike price) whereas one may require the whole price surface or the price for some unobserved
characteristics for some applications. In addition, the construction of these surfaces is usually made in accordance
with the principle of no arbitrage opportunity, i.e, the constructed options prices must be exempted financial arbitrage.
Constructing no-arbitrage price surface can be cast into a functional learning problem with shape constraints and
possibly noisy observations.
Once the price surface is interpolated, we can use the inversion formula of Black and Scholes for obtaining the implied
volatility surface. Besides it is possible to construct the local volatility surface using the implied volatilities rather than
prices. This consists in extracting the local volatility surface from the implied volatility one using the formula (1.10) of
[Gat11]. These approaches that use the observed prices (or implied volatility for constructing local volatility) in the
volatility surfaces construction are known as indirect.
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Beyond these direct approches, there exist some ones which parametrize directly the unobserved volatility through a
function in which its parameters can be estimated by minimizing a suitable objective function obtained for calibrating
that function to market data. These include among others the stochastic volatility inspired (SVI) which parametrize the
implied volatility smile and its extension (SSVI) for the implied volatility surface (see [GJ14; Gat04]).

The most known techniques in the context of volatility surface construction using indirect approaches have been based
on constrained splines, see for example, [Fen09; Hom11; Lau11; WYQ04] and so forth.
Some techniques in deep learning have recently been developed in order to fill the gap in the usual models by
recording better performances of learning arbitrage-free price surface. The work of [Dug+09] is the starting point for
incorporating no-arbitrage constraints in neural networks (NN) for learning option prices. [Dug+09] used the so-called
hard constraints approach through a special neural network architecture. This approach is different to the one called
soft constraints approach which consists in penalizing some variables, in the objective function, that do not verify the
constraints (see, e.g., [Itk19]).
The main difficulty of the approach of [Dug+09] relies on the fact that incorporating inequality constraints in the neural
networks reduces its flexibility in practice and presents highly non linear transformation for option pricing computation
at each iteration as shown in [ATV19].
For constructing the local volatility surface, [ATV19] proposed to directly learn the implied volatility surface instead of
prices surfaces by using the soft constraint approach.
[CCD20] proposed simple neural network architectures for both arbitrage-free option prices and implied volatility.
They show that hard constraints reduce the power of the network and that soft constraints provide best accurate prices
and implied volatilities.
The main limit of these approaches lies on the fact that they do not allow to quantify uncertainty in the estimation of the
variables of interest.

The aim of this part is to adopt the constrained kriging techniques developed in [MB17] for imposing hard constraints
and quantifying the associated uncertainty in the context of implied volatility surface construction. We use the indirect
approaches that consist in learning prices through kriging and then use the inversion formula for obtaining the implied
volatility surface. There is no need to extend the approach of [MB17] for more general inequality constraints as it is
done in [LL+18], since we limit ourselves to the convexity and monotonicity constraints.
The idea is to assume that the distribution of the underlying process is a realization of a truncated Gaussian process,
verifying a number of constraints. As for the rate curves (see [CMR16]), the compatibility constraints with the
observations (price compatibility of European options) is translated into a linear relationship on the kriging process.
The arbitrage-free hypothesis on option prices is equivalent to the existence of a martingale measure: the achievements
of the kriging process must correspond to marginal distributions of martingales. According to Theorem 2.6 of [BJ+16],
it is then necessary to build a family of marginal distributions from a bivariate Gaussian process which is conditionally:

• increasing with respect to the direction of maturities

• convex with respect to the strike prices

• solution of a linear relationship on certain maturities and the strike prices.

Therefore, the first two constraints correspond to the inequality constraints that must be taken into account by the
kriging model. The third constraint makes the kriging model compatible with the observed European options with
different maturities and exercise prices.

Kriging, known as Gaussian process (GPs) regression, is a spatial interpolation approach and its techniques have been
developed in geostatistics for estimating the distribution of mineral resource in the ground given the relatively small set
of boreholes (see, e.g., [Mat63; Cre90; KM82]). It gains popularity with the works of [WR06] and has been adapted
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into various areas such as hydrology, meteorology, epidemiology and among others. Recent works in kriging have been
developed in quantitative finance. For instance, [SEG12] used kriging for learning model parameters when calibrating
the Vasicek interest rate model under the risk neutral measure. They made a Gaussian prior on the zero coupon bond
log prices and learnt model parameters by maximizing the log likelihood of the training data given the parameters.
[Lud18] improves the Monte Carlo Least square method for the valuation of Bermuda option by using kriging for the
regression step which consists in approximating the expected value from continuation. [DS+18] show the speed up of
kriging comparing to monte carlo method for pricing options and approximating implied volatility. However they do
not take into account the arbitrage-free conditions in their approximation. In derivative portfolio modeling, [DC18] used
a multi-response kriging in portfolio valuation through computation of credit valuation adjustment (CVA). They show
that kriging provides fast approximation of portfolio value. [Gon+19] explore the use of kriging in finance and show
that this latter is a powerful tool for fitting the yield curve. However their interpolation does not take in consideration
the arbitrage-free conditions too.

A first attempt at using kriging for local volatililty is done by [TR19] who place a Gaussian prior directly on the local
volatility surface (to guarantee the positivity of the local volatility, they assign a positive function on the prior). Such an
approach leads to a nonlinear least squares training loss function, as it involves the nonlinear transformation of the
local volatility into the corresponding vanilla option prices. Such a loss function is not obviously amenable to gradient
descent (stochastic or not), so the authors resort to a MCMC optimization. Moreover, the performance of their GPs is
measured by in-sample RMSE and does not seem to be assessed for overfitting. Furthermore, they do not benchmark
their approach against alternatives.
Actually, adding that positivity constraint and several others (such as monotonicity, convexity, boundedness) in kriging
is not an easy task and constitutes a big challenge. Several approaches exist. The frameworks presented in [DVM12;
Gol+15; RV10; WB16], among many others, are based on the fact that the constraints are only satisfied on a virtual
observation locations and does not guarantee the constraints in the entire domain. For instance, for incorporating
increasing monotonicity constraint in kriging, [WB16] proposed to select the locations with large probabilities of
having negative derivatives as the virtual locations set in which they enforce the constraints. The approach of [Agr19]
extended that of [WB16] for multiple constraints through an efficient method for sampling the posterior process based
on the derivation of the posterior of the constrained Gaussian process using a linear operator.

Adding some inequality constraints in the quantities of interest leads to the fact that the posterior process is no more
Gaussian and these constraints are usually infinite-dimensional. This motivated [MB14] to use the finite dimensional
approximation of Gaussian processes for which the the inequality constraints are easy to check. They developed a
sampling scheme called Rejection Sampling from the Mode (RSM) for sampling from truncated multivariate Gaussian
distribution which is needed for estimating the posterior process. Their approach guarantees the constraints in the whole
domain. [CMR16] show the extensions of classical spline interpolation by constrained kriging techniques developed in
[MB14] to ensure non-arbitrable and error-controlled yield-curve and CDS curve interpolation. [LL+18] extended
the framework of [MB14] for more general inequality constraints and proposed to use the Hamiltonian Monte Carlo
(HMC) of [PP14] which is more efficient than the RSM of [MB14] for sampling from truncated multivariate Gaussian
distribution.

Unlike spline interpolation and NN approaches, kriging makes it possible to quantify the uncertainty in the estimation
of the variables of interest. It is possible for example, to obtain confidence intervals at the points of the surface where
the observations are unavailable or considered unsuitable.

The main contributions of the paper is to show that kriging is a suitable tool for constructing option prices and
quantifying uncertainty in the presence of noisy observation, and for computing the associated implied volatility.
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The outline of the paper is organized as follows. In section 2, we recall some well known facts concerning arbitrage-free
conditions. Section 3 emphasizes on constrained kriging and Section 4 is devoted to the numerical illustrations. We
give, in Section 5, an extension of kriging in presence of interest rate and dividends.

2 Option pricing in no-arbitrage models

The goal of this section is to recall the notion of implied volatility surface and explain the construction problem of such
surface under the no-arbitrage assumptions. For this purpose, we discuss it through the standard model of Black-Scholes.
More details can be founded in [JYC09, subsection 2.3], [Shr04, subsection 4.5], [Kar97, section 1.2].

2.1 Black-Scholes model

We consider an European option on a given asset S, with maturity T and strike price X . By denoting Φ its payoff
function, the value of the option at time T is given, in term of Call option, by Φ(ST ) = (ST − X)+, where
(ST −X)+ = max(ST −X; 0). While, in term of put option, its value at time T is Φ(ST ) = max(X − ST ; 0).
In [BS73] model, the risky asset price S = (S)t≥0 defined on the filtered probability space (Ω,G,P,F) is assumed to
follow a Geometric Brownian Motion, i.e., its dynamics are of the form :

dSt = µStdt+ σStdBt, ∀t ≥ 0 (1)

where B = (Bt)t≥0 is a Brownian Motion defined on (Ω,G,P), µ represents the drift of the returns of S, σ its
instantaneous volatility and S0 > 0 the initial stock price. The interest rate r is assumed to be constant and positive so
that the discounted stock price Ŝ has the following dynamics under the probability P :

dŜt = (µ− r)Ŝtdt+ σŜtdBt, ∀t ≥ 0 .

One can show from the Girsanov theorem that there exists a (unique) measure Q, equivalent to P, given by Q|Ft
=

e−θBt− 1
2 θ

2tP|Ft , with θ = µ−r
σ [JYC09, Proposition 2.3.1.1] and under which Ŝ is an F-martingale. The fundamental

theorem of asset pricing provides that this existence of such a Q is equivalent to the absence of arbitrage opportunity of
this market model. Therefore, under the arbitrage-free conditions, the value at time t, of the European option is the
expected present value under the risk neutral measure Q of future payoffs, which has the following expression:

Vt(St, t) = EQ
[
e−r(T−t)Φ(ST )|Ft

]
. (2)

The computation of the expression (2) leads to the famous Black-Scholes formula.
For instance, the value of a put option on S, denoted by PBSt is given by

PBSt (St, T,X, σ, r) = Xe−r(T−t)N(−d2)− StN(−d1), (3)

where

d1 =
log(St/X) + (r + 1

2σ
2)(T − t)

σ
√
T − t

,

d2 = d1 − σ
√
T − t.

and N is the cumulative normal density function.

2.2 Implied volatility surface

The equality (3) links the European put option price to the underlying price S, the interest rate r, the volatility of the
stock σ, the strike price X and the maturity T . All these parameters except the volatility σ may be directly observed in
the market. Actually, the option price is a function of the volatility of the underlying asset and then, inverting it leads to
the so called implied volatility, which is of crucial interest for risk management and exotic option pricing models. This
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means that for a given observed market option price PMarket
t , quoted at the date t, with corresponding maturity T and

Strike X , the implied volatility is the solution value σIVt (T,X) of

PBSt (St, T,X, σ
IV
t (T,X), r) = PMarket

t . (4)

Accordingly, our interpolation problem consists in computing at any time t, the whole surface (T,X)→ PBSt (T,X)

of option prices which allows us to derive the implied volatility surface (T,X)→ σIVt (T,X) by using the inversion
problem. However, this construction must take into account some characteristics such as :

• Incomplete information : the option price surface is only known or can only be estimated for few input
locations (the observed couples Strike-maturity).

• Noisy measurement : observed prices may not be fully reliable (ex : price of illiquid instruments).

• Smoothness constraints : the price surface should be differentiable (important for deriving the local volatility
surface).

• Shape constraints : the price surface should not allow to generate arbitrage.

In this regard, we propose to use the kriging techniques for such construction. We discuss our methodology that
requires the transition from classical kriging, which does not allow to obtain arbitrage-free option price surfaces, to the
constrained kriging which does allow to get free-arbitrage option price surfaces. We present these techniques in the
next section.

In what follows, we only consider Put option, Call option price can be recovered using the call-put parity. Before going
further, we recall how no-arbitrage conditions translate into shape constraints on the put option price.

Proposition 1 We place ourselves at a fixed date of evolution t0 and we consider S0 the value of the underlying at t0.
The put price surface (T,X)→ P (T,X) is free of static arbitrage if and only if

(i) X → P (T,X) is a convex function such that P (T, 0) = 0 and ∂P
∂X (T, 0) = 0, for any T ≥ 0.

(ii) T → P (T,X) is a non-decreasing function, for any X ≥ 0.

(iii) lim
X→∞

P (T,X) = X − S0.

(iv) P (0, X) = (X − S0)+.

PROOF: This follows by using the call-put parity formula in [Rop10, Theorem 2.1].

3 Kriging for learning arbitrage-free put option price surfaces

In this suebsection, we present the classical kriging techniques which allow to construct option price surface by only
incorporating the three first characteristics mentioned above (i.e, incomplete information, noisy measurement and
smoothness constraints).

Given the input domain D in time and space, we aim at constructing, at a given quotation date, put price surface

P : D → R+

(T,X) 7→ P (T,X)

satisfying arbitrage-free conditions given in Proposition 1 and given n noisy observations y = [y1, ..., yn]> of function
P at input points X = [X1, ...,Xn] where Xi = (Ti, Xi), i = 1, . . . , n. Then, this construction should be compatible
with market fit condition

y = P (X) + ε (1)
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where P (X) := [P (X1), ..., P (Xn)]>. The additive noise term ε = [ε1, ..., εn]T is assumed to be a zero-mean
Gaussian vector, independent from P , and with an homoscedastic covariance matrix given as ς2In, where In is the
identity matrix of size n.

Comments 2 As mentioned in [CMR16], this framework which takes account of the presence of error noise being quite
considerable inasmuch as it allows to construct implied volatility surface in presence of illiquid options. Accordingly
a best way to incorporate some noises in the response variable is to investigate the main sources of these noises. In
[Hen03] three kinds of sources of measurement errors have been referred in the option prices such as the finite quote
precision which is based on the tick price that represents the minimum increment between bid and ask prices of an
asset in the trading system which orients the prices movement in a discrete setting. However the real market prices
move in a continuous way and this discrete increment should be a source of noisy observations. In addition to the finite
quote precision, Hentschel invoques the non-synchronous prices and the bid-ask spread which is the difference between
the ask (which represents the supply for a particular asset) and the bid (the demand for asset). The higher the bid-ask
spread of an option, the more liquid this option becomes.

Two approaches for choosing our observations and incorporating noises might be taken into account, the first one
consists in considering the realizations of the Gaussian process to be the mid-point prices and assuming the noise
variance term ς to be proportional to the magnitudes of the bid-ask spreads. The second one consists in considering both
the bid and ask prices as two independent realizations of the Gaussian process and estimate ς by using an appropriate
method of parameter estimation. This last approach allows to obtain a option price surface which lies between the
free-arbitrage bid and ask surfaces.

3.1 Classical GPs regression or kriging

We consider a zero-mean Gaussian process prior on the mapping P = P (T,X)(T,X)∈D with covariance function
(kernel function) K. Then, the output vector P (X) has a normal distribution with zero mean and covariance matrix
C with components cov(P (Ti, Xi), P (Tj , Xj)) = K((Ti, Xi), (Tj , Xj)). We consider a 2-dimensional isotropic
covariance kernel given as a tensor product, i.e., for x = (T,X) and x′ = (T ′, X ′) two elements of D,

K(x,x′) = σ2RT (T − T ′, θT )RX(X −X ′, θX)

where θ = (θT , θX) and σ2 correspond to the length scale and the variance hyper-parameters of the kernel function K
and the functions RT and RX are kernel correlation functions.
It is well known that the conditional process P | y = P (X) + ε is Gaussian with mean function η and covariance
function K? given respectively by (see [WR06]):

η(x) = c(x)>(C + ς2In)−1y, x = (T,X) ∈ D (2)

K?(x,x′) = K(x,x′)− c(x)>(C + ς2In)−1c(x′), x,x′ ∈ D (3)

where c(x) = [K(x, (T1, X1)), ...,K(x, (Tn, Xn))]>.

Without considering arbitrage-free conditions as described in Proposition 1, estimation of the price function P under
this framework is known as classical GPs regression or classical kriging. In this setting, prediction and uncertainty
quantification is made using the conditional distribution P | y = P (X) + ε. The Best Linear Unbiased Estimator
(BLUE) of P is given as the kriging mean function (2). The conditional covariance function K∗ can be used to obtain
confidence bands around the predicted price surface. The hyper-parameters of the kernel function K as well as the
variance of the noise can be estimated using the maximum likelihood estimator (MLE) (see, e.g., [BLLL18]).
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3.2 Imposing the no-arbitrage conditions

Conditionally to the market fit condition (1) and conditions (iii) and (iv) of Proposition 1, P is still Gaussian. However,
conditionally to the inequality constraints (i.e, the monotonicity of the put price with respect to the maturities direction
and its convexity with respect to the strike prices) by means (i) and (ii) of Proposition 1, the process P is no longer
Gaussian and this issue obviously run across the difficulties of simulating the posterior process in the sense that the
range of constraint check points is usually infinite-dimensional in the simulation. We adopt the solution of [CMR16]
that consists in constructing a finite-dimensional approximation PN of the Gaussian prior P for which the constraints
can be checked in the entire domain D with a finite number of checks.
We first consider a discretized version of the input space D as a N = (NT + 1)× (NX + 1) regular grid with knots
(ui, vj), i = 1, ..., NT , j = 1, ..., NX with ui = iδT and vj = jδX , where δT = 1

NT
and δX = 1

NX
. For each knot

(ui, vj), we introduce the hat basis function defined as the following tensor product

φi,j(T,X) := max(1− |T − ui|
δT

, 0) max(1− |X − vj |
δX

, 0) .

Then, the process P is approximated on D by the process PN given by

PN (T,X) =

NT∑
i=0

NX∑
j=0

P (ui, vj)φi,j(T,X), for all (T,X) ∈ D (4)

which is a piecewise linear interpolation of P at knots (ui, vj)i,j . If we denote ξi,j = P (ui, vj), for i = 1, ..., NT ,
j = 1, ..., NX , then ξ = [ξ0,0, ..., ξi,j ..., ξNT ,NX

]> is a zero-mean Gaussian vector with N ×N covariance matrix ΓN

such that Γhı1,ı2 = K((ui1 , vj1), (ui2 , vj2)), for any two grid index pairs (i1, j1) and (i2, j2) corresponding to global
indices ı1 and ı2 respectively and φ(T,X) a vector of size N given by

φ(T,X) = [φ0,0(T,X), ..., φi,j(T,X), ..., φNT ,NX
(T,X)].

The equality (4) can be written in the following matrix form

PN (T,X) = φ(T,X) · ξ

so that when denoting Φ(X) the n × N matrix of basis function in which, each row l corresponds to the vector
φ(Tl, Xl), one has PN (X) = Φ(X) · ξ, with PN (X) := [PN (X1), ..., PN (Xn)]>.

In what follows we use the shorthand Φ(X) = Φ.

Proposition 3 (see [Maa17])
The following statements hold.

• The finite-dimensional process PN uniformly converges to P on D as NX →∞ and NT →∞, almost surely,

• PN (T,X) is non-decreasing function of T if and only if ξi+1,j ≥ ξi,j ,

• PN (T,X) is a convex function of X if and only if ξi,j+2 − ξi,j+1 ≥ ξi,j+1 − ξi,j .

Given the first statement of Proposition 3, by denotingM the convex set of inequality constraints, i.e.,M is the set
of 2-d continuous functions which are no-decreasing w.r.t. T and convex w.r.t. the X , our construction problem (we
denote it (P)) consists in finding the conditional distribution of PN given{

y = PN (X) + ε

PN ∈M.

The last two statements of Proposition 3 justify the choice of the hat basis functions which is due to the fact that PN

satisfies the inequality constraints in the entire domain D when it satisfies these constraints at the knots (see [MB14]),
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i.e., PN ∈M if and only if ξ ∈ Cineq where Cineq is a set of linear inequality constraints on ξ as given by the two last
points of Proposition 3. In this line of thinking, our construction problem (P) is equivalent to estimate ξ restricted to{

y = Φ · ξ + ε

ξ ∈ Cineq.

3.3 Hyper-parameter learning

Hyper-parameters, namely the length scale θ and the variance parameter σ, of the kernel function K as well as the noise
parameter ς can be either specified or estimated. By denoting λ the set of these parameters (i.e., λ = [θ, σ, ς]>), we
propose to maximize the marginal log likelihood L(λ) for the process PN w.r.t. λ for parameters learning.
Under the finite dimensional approximation, the marginal log likelihood can be expressed as (see, e.g., [WR06]):

L(λ) = −1

2
y>(ΦΓNΦ> + ς2In)−1y − 1

2
log(det(ΦΓNΦ> + ς2In))− n

2
log(2π). (5)

3.4 The most probable response surface and measurement noises

The MAP of PN is given by

mPN (T,X) :=

NX∑
i=0

NT∑
j=0

νi,jξ φi,j(T,X) (6)

where νξ =
(
ν
(0,0)
ξ , . . .ν

(i,j)
ξ , · · · ,ν(Nx,Nt)

ξ

)>
is the MAP of the Gaussian coefficients ξ. The MAP νξ of ξ is

paramount in the sampling of ξ since it satisfies the inequality constraints hence it can be considered as the initial vector
when using the sampling algorithm of HMC (see [LL+18]). This can be obtained directly by maximizing the density
function of the conditional Gaussian vector ξ|ξ ∈ Cineq restricted to Cineq which implies that

νξ = arg min
ϑ∈Cineq

(ϑ>Σ−1condϑ− ϑ
>Σ−1condµcond) (7)

where µcond and Σcond are respectively defined by (10) and (11). This is a quadratic optimization problem and it is
equivalent to

νξ := arg min
Φ·ϑ+e=Y ,ϑ∈Cineq

(ϑ>(ΓN )−1ϑ), (8)

with ΓN the covariance matrix of ξ.
In order to identify the locations x of the largest noises and their values, we compute the joint MAP (νξ,νε) of the
truncated gaussian vector ξ and the MAP of the Gaussian noise vector ε. This can be defined as solution of

max
ϑ,e

P (ξ ∈ [ϑ,ϑ+ dϑ], ε ∈ [e, e+ de] | Φ · ξ + ε = ṽ, ξ ∈ Cineq) .

As (ξ,νε) is Gaussian centered with block-diagonal covariance matrix with blocks ΓN and ς2In, this implies that the
mode (νξ,νε) is a solution to the following quadratic problem

min
Φ·ϑ+e=ṽ,ϑ∈Cineq

(
ϑ>(ΓN )−1ϑ+ e>(ς2In)−1e

)
. (9)

As a consequence, we define the most probable measurement noises to be νε and the most probable response surface
mPN given by mPN := Φ · νξ. Distance to the data can be an effect of arbitrage opportunities within the data and/or
the misspecification / lack of expressiveness of the kernel.

3.5 Sampling finite-dimensional GPs with shape constraints

As we mentioned in Subsection 3.2, the construction of the put price surface consists in sampling ξ truncated on Cineq .
Known that the distribution of ξ given y = Φ · ξ + ε is multivariate Normal N (µcond,Σcond) (see [WR06]) where

µcond = ΓNΦ>(ΦΓNΦ> + ς2In)−1y (10)
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and

Σcond = ΓNΦ>(ΦΓNΦ> + ς2In)−1ΦΓN . (11)

Hence we are face to a problem of sampling from truncated multivariate Gaussian distribution, which we do by
Hamiltonian Monte Carlo (see [LL+18]), using the maximum a posteriori probability estimate (MAP) of ξ as initial
vector (which must verify the constraints) in the algorithm.

4 Numerical illustrations

The aim of this empirical investigation is to illustrate the construction methods introduced in the previous sections using
real financial data. In particular, we construct the put prices surface from both classical and constrained kriging in such
a way to use it for deriving the implied volatility surface from the inversion techniques. Our study turns out to be very
interesting since the results would certainly be useful for no iliquid options pricing. It would also be possible through
this study to understand the option prices consistency under bid ask spreads. In addition, a useful case study could be
to investigate for instance, the liquidity measure which is one of the most important tools of a financial markets and
characterizes the ability of market makers to execute trades at the determined market prices and for a large volume
without affecting the stock price.
The illustrations are carried out on the Euro Stoxx 50. We present an approach which consists in constructing the put
prices surface through the mid price by estimating the standard deviation of the noise by MLE.

Remark 4 One can also construct the whole put prices surface through the mid price by defining the standard deviation
of the noise as the difference between the ask and mid prices. Another approach consists in considering both the bid
and ask put prices as independent responses of a zero-mean Gaussian process Y and constructing a put prices surface
by estimating the attributed noise variance. As such, we can study the behavior of this surface relatively to the surfaces
constructed from the bid put prices and the ask put prices.

We observe at a particular market quotes t0 as of January 10, 2019, a series of put option prices f(Ti, Xi) = P (Ti, Xi)

for different characteristics (Ti, Xi), i = 1, . . . , n = 1232 with Ti the maturities in which, its range goes from January
18, 2019 to December 17, 2021 and Xi the strike prices which range from 250 to 4000. The spot price is equal to
St0 = 3070.24. These observations are represented in Figure 1. Our goal is to construct the whole surface of the put
option prices (using both classical and constrained kriging) that we use for computing the implied volatility surface by
the inversion techniques.

To this end, we consider our input data which contains nT = 15 maturities and nX = 88 strike prices and which does
not necessarily contain gridded data (as we may observe in Figure 1).

We randomly choose 5% of these data as training set. Thus the unknown function is evaluated at only 5% of the
input data observed. After scaling the input space D into [0, 1]× [0, 1], we choose N = 600 basis functions given by
N = NT ×NX where NT = 30 represents the number of nodes related to the time-to-maturities in [0, 1] and NX = 20

the number of nodes linked to the strike prices in [0, 1]. We consider a two dimensional Gaussian covariance function
defined as

K(x,x′) = σ2 exp

(
− (X −X ′)2

θ2X
− (T − T ′)2

θ2T

)
where the components of the two vectors x = (T,X) and x′ = (T ′, X ′) represent respectively the vectors of strike
prices and time to maturities.

The GP hyperparameters θX , θT , σ and the standard deviation of the noise ς are estimated using the MLE. Figure 2
represents their stability relatively to the chosen number of basis functions. Here, we study the convergence of the
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Figure 1: Import input observed data
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Figure 2: Convergence of optimal parameter as a function of N (number of basis functions).

parameters by increasing the number of basis function. It is clear that this convergence is achieved among from 250
basis functions. In short, parameters convergence is reached when the number of basis functions tends to infinity.

Then, as explained in Subsection 3.4, quadratic programming is used to find the most probable response surface and
measurement noises, while enforcing the constraints, using the interior-point-convex iterative algorithm with a
tolerance of 1× 10−12.
In Figure 3, we represent the most probable response surface (left) and measurement noises (right). It is clear that the
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surface of put prices respects the arbitrage-free conditions. The scattered noisy points show that low maturity options
are associated with a significant error and therefore a high distance from the most probable non-arbitrable surface.

Figure 3: Most probable surface (left) vs most probable noise values (right).
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Figure 4: Mode estimator - prediction accuracy

Figure 4, illustrates the prediction accuracy of the mode estimator (MAP) which has been carried out by the following
way:

• We first construct a series of randomly chosen data subsets with increasing number of points,

• We apply classical kriging and shape-preserving kriging on these subsets by computing the two mode
estimators,

• For each data size, we compute the Root Mean Square Error (RMSE) with respect to the original data set.

The results show that for a small percent of data size (less than 30 %), the MAP estimated from the constrained kriging
outperforms the one estimated from the unconstrained kriging. However, when more than 30% of data points are used
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for training, the two estimated MAP present a similar accuracy with their RMSE which tend to zero.

We now generate 5000 paths from both the classical and the constrained kriging using the Exact Hamiltonian Monte
Carlo algorithm (see [PP14]). Then we compute the whole implied volatility surface from the inversion of the Black
and Scholes formula as described in Subsection 2.1 with the spot price St0 and interest rate r = 1%. Figure 5
presents comparison results on the MAP estimator between classical and constrained kriging. One can see that the
put prices surface constructed from constrained kriging (in left) clearly verifies the no-arbitrage constraints while the
one constructed using classical kriging does not fulfill these constraints. Also Figure 6 represents the obtained implied
volatility surface which shows that the constrained kriging allows to obtain some surfaces which are more smooth than
the ones obtained in classical kriging. In Figure 7 which shows 5% and 95% estimated quantiles of the fitted GPs, one
can see a large confidence interval in the case of classical kriging where there is no observation while this confidence
interval becomes more restricted in the constrained kriging, due to the knowledge of the no-arbitrage conditions.

Figure 5: Put prices surface constructed from classical kriging (left) vs put prices surface constructed from constrained
kriging (right). The red points represent the 5% of the data used for training.
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Figure 6: Implied volatility surface obtained from classical kriging (left) vs Implied volatility surface obtained from
constrained kriging (right). Implied volatility surface obtained from constrained kriging is more smoother.

Figure 7: 5% and 95% estimated pointwise quantiles of the fitted GPs with classical kriging (left) vs constrained kriging
(right).

In Figure 8, we present a 5% and 95% estimated pointwise quantiles of the constrained fitted Gaussian process with
extrapolation in the time-to-maturities direction by adding two years. Unsurprisingly, this leads to an increase of the
confidence interval due to the fact that no price is observed for maturities greater than two years.
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Figure 8: 5% and 95% estimated pointwise quantiles of the constrained fitted GPs with extrapolation in the time-to-
maturities direction (adding 2 years).

5 Extentions of Kriging techniques in the case with interest rate and dividend

Given a stock S we consider a European vanilla put option on S, with maturity T and strike price X . We consider the
following risk neutral dynamics of S

dSt = St[(r(t)− q(t))dt+ σ(t, St)dBt], ∀t ≥ 0 (1)

where B = (Bt)t≥0 is a Brownian Motion, r(t) represents a deterministic short interest rate term structure of the
corresponding economy and q(t) a deterministic continuous-dividend-yields on S and σ(t, St) the instantaneous
volatility function of S and t. We denote respectively by Dt = exp

(
−
∫ t
0
r(s)ds

)
and Ht = exp

(
−
∫ t
0
q(s)ds

)
the

discount and dividend factors.
Without any restriction, we only pay particular attention to the put prices constraints since the the call prices constraints
can be derived from the Call-Put parity. As such, let us denote by P (T,X) and C(T,X), the prices at time t = 0 of,
respectively, the European put and the European Call options on the underlying asset S with maturity T and strike price
X . We recall the Call-Put parity which can be expressed as

C(T,X)− P (T,X) = S0H(T )−XD(T ) (2)

Once, we know C(T,X) − P (T,X) for T = T1, ..., Tj , with j ∈ N, we can regress C(T,X) − P (T,X) on the
direction of X , for X = X1, ..., Xnj

, with nj ∈ N in order to obtain an approximation of H(Tj) and D(Tj). One
further constructs H(T ) and D(T ), for any T by interpolation.

Definition 5 Under the arbitrage-free conditions, the transformed process M = (Mt)t≥0, given by

Mt = exp

(
−
∫ t

0

(r(s)− q(s))ds
)
St,

is a (Q,F)-martingale (see [Shr04, Subsection 5.5.1]) and the price at time t = 0 of the Put option is given by

P (T,X) = EQ

[
exp

(
−
∫ T

0

r(s)ds

)
(X − ST )+

]
. (3)
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The equality (3) can be expressed as

P (T,X) = HTEQ

[(
DT

HT
X −MT

)+
]

(4)

with
MT =

DT

HT
ST .

By setting

k =
DT

HT
X, (5)

one has, from (4),
P (T,X) = HT P̂ (T, k) (6)

where
P̂ (T, k) = EQ

[
(k −MT )

+
]
. (7)

Proposition 6 In presence of dividend and interest rate, a collection of Put prices P (T,X)T≥0,X≥0 is arbitrage-free
if and only if the process P̂ (T, k)T,k given by (7) verifies the following conditions

1. P̂ (T, .) is a convexe function, for any T ≥ 0,

2. P̂ (., k) is an non-decreasing function, for any k ≥ 0,

3. P̂ (T, 0) = 0,∀ T ≥ 0,

4. ∂
∂k P̂ (T, 0) = 0,∀ T ≥ 0,

5. lim
k−→∞

∂
∂k P̂ (T, k) = k −M0,

6. P̂ (0, k) = (k −M0)+, ∀k ≥ 0.

Accordingly, learning the put price function P (·, ·) is equivalent to learning the reduced priceP̂ given the observed put
prices and Proposition 6 and applying (6) where the q can be extracted from the forward contracts on the stock S.

6 Conclusion

In this paper we have adopted the constrained kriging techniques in the aim of constructing implied volatility surface. We
have shown that constrained kriging techniques allow to estimate the option prices in a market where only noisy prices
are available. Our approach incorporates all the characteristics of surface construction problem, such as incomplete
information, indirect observation, noisy measurement and shape constraints. The most likely measurement noises have
been computed. We have shown, through a comparison study, that constrained kriging is more adapted for implied
volatility surface construction than the classical one.
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