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Local Controllability, Trajectory Planning and Stabilization of a Two-Agent Underactuated Microrobotic System

Matthieu Fruchard, Lounis Sadelli, Antoine Ferreira

Abstract—Multi-microagent systems are appealing to perform targeted therapy, biosensing and diagnosis. However on most magnetic platforms, the magnetic field is stationary so all the robots experience the same control input, resulting in an underactuated system. However, to date, the controllability of underactuated microsystems had hardly been addressed. This paper thus investigates the system local controllability. This result highlights the necessity for the agents to operate in close vicinity to achieve trajectory tracking along an admissible reference trajectory whose choice is discussed. We then propose a backstepping controller to locally stabilize the nonlinear system. Simulations illustrate this approach efficiency and limitations for different designs of the microrobotic system.

Index Terms—Controllability, Underactuated multi-agent system, Microrobotics, Medical control system synthesis

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>Blood viscosity.</td>
</tr>
<tr>
<td>( v_f )</td>
<td>Blood velocity.</td>
</tr>
<tr>
<td>( \nabla B )</td>
<td>Magnetic field gradient.</td>
</tr>
<tr>
<td>( \mu_0 )</td>
<td>Vacuum permeability.</td>
</tr>
<tr>
<td>( \vec{F}_d )</td>
<td>Drag force.</td>
</tr>
<tr>
<td>( \vec{F}_m )</td>
<td>Magnetic motive force.</td>
</tr>
<tr>
<td>( \vec{F}_{kj} )</td>
<td>Magnetic interaction exerted by the ( k )th micro-agent on the ( j )th micro-agent.</td>
</tr>
<tr>
<td>( p_i )</td>
<td>Position of the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( r_i )</td>
<td>Radius of the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>Density of the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( m_i )</td>
<td>Mass of the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( M_i )</td>
<td>Magnetization of the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( \tau_{mi} )</td>
<td>Magnetic ratio of the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( \mathcal{M}_i )</td>
<td>Magnetic moment of the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( \beta_i )</td>
<td>Wall effect ratio for the ( i )th micro-agent.</td>
</tr>
<tr>
<td>( a )</td>
<td>Normalized drag parameter.</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Normalized magnetic sensitivity.</td>
</tr>
<tr>
<td>( e )</td>
<td>Normalized magnetic interaction sensitivity.</td>
</tr>
</tbody>
</table>

I. INTRODUCTION

Tetherless nano or microrobots control in the circulatory system is a promising challenge for minimally invasive therapy or in situ diagnosis. Most of such systems designs rely on deported magnetic actuation [1], [2], [3], [4] to facilitate miniaturization and increase the payload ratio. Prior works have mainly studied their propulsion feasibility, using either elastic flagellum [5], [6], helical flagellum [7], [8], or bead pulled robots [9], [1], see [10] for a review. Controllability [11] and observability [12] for a single agent have been addressed quite recently. Trajectory planning minimizing the control effort has been defined e.g. in [13], then [14], [15] and [16] have proposed nonlinear controllers and observer-based controllers providing respectively feedback and output feedback Lyapunov stabilization of a single microrobot along a reference trajectory. Yet a single agent can not convey enough payload nor implants, for instance, to be efficient for a therapy [17]: medical applications call for a devoted multi-microagent framework.

A. Multi-Microagent Systems

Many works have addressed multi-agent strategies and control, yet magnetically actuated microagents are often propelled using the same control input\(^1\), resulting in a nonlinear underactuated system whose constraints are not compatible with the previously developed approaches. The controllability analysis of such a multi-agent microrobotic system is not trivial [19], [20] and has not been addressed despite its impact on the robots designs. Most of dedicated works rather insist on the independent control of the agents [21], [22], yet the non-integrable constraint precludes independent control. Besides, underactuated systems can not follow any trajectory. Differential flatness has been widely used for such purpose, yet a multi-agent microrobotic system is not generically flat. When the microrobots are far enough from each other, their magnetic interaction forces can be neglected. In such a case, [3], [23], [24] have exploited the difference of step-out frequencies of the robots to select and actuate them separately with a point to point control objective. To the contrary, when the microrobots operate in close vicinity, these magnetic interaction forces are no more negligible. For instance, using a rotating magnetic field actuator, [25] has proposed a bang-bang controller exploiting the magnetic interaction to control the distance and orientation between two microrobots. A more formal control synthesis using a nonlinear model predictive controller has been addressed in the case of either two interaction free micro-robots [26], or two microrobots in magnetic interaction [21]. In the former case, the authors have assumed the existence of a solution to the initial optimal control objective, i.e. that the system is locally controllable from the initial to the final point. Yet they did not focused on controllability issues. However, since the robots are far enough to prevent their magnetic interaction, the system is not controllable but simply stable, as proven in the present paper; hence the interest in exploiting

\(^1\)Except the approach developed by [18] using a magnetic coils array.
the magnetic interaction, as in [21], [25], to prove the system controllability and exploit it to generate admissible trajectories and stabilizing control laws.

B. Contribution

This paper addresses the local controllability, trajectory planning and stabilization, along admissible trajectories, of a pair of microrobots driven by the same control input. The contribution of this paper is threefold: i) we first provide a local controllability result, which was—to our best knowledge—lacking in the literature, thus giving sufficient conditions for expecting trajectory stabilization; ii) we then propose admissible trajectories for this underactuated system; iii) a Linear Time-Varying (LTV) controller is synthesized to locally stabilize the nonlinear system along any admissible trajectory.

C. Paper Organization

This paper is set out as follows. Section II briefly describes the modeling of such a nonlinear system. The contribution is detailed in the next three sections: the controllability of the underactuated system is addressed in Section III, Section IV is devoted to the trajectory planning, and the Lyapunov stabilizing controller is synthesized in Section V. Simulation results illustrate the stability and limitations of the proposed controller in Section VI. Discussion and conclusion are given in Sections VII and VIII.

II. MODELING

The dynamics of two magnetic spherical endovascular microrobots (j) and (k), localized by their respective positions $p_j$ and $p_k$, are subjected to—at least—the drag force, the motive magnetic force and the magnetic interaction between the robots, depicted in Figure 1. The magnetic field is stationary, like in Magnetic Resonance Imagers (MRI). We make no claim to originality in this section devoted to a recall of the forces balance.

A. Forces

1) Hydrodynamic Drag Force: A microrobot (i) of radius $r_i$ and density $\rho_i$ moving at relative velocity $(\dot{p}_i - \nu_f)$ in the blood is affected by the drag force. We assume that the Reynolds number is small so the drag is linear2 (Stokes flow):

$$\vec{F}_{d_i} = -m_i a_i (\dot{p}_i - \nu_f) \vec{t}, \quad a_i = \frac{9\eta_i}{2\beta_i \rho_i r_i^4}$$

where $\beta_i$ is a ratio related to the wall effect caused by the partial vessel occlusion by the robot [27], and $\eta$, $m_i$ denote respectively the blood viscosity and the microrobot mass.

2) Magnetic Motive Force: The robots are bead pulled, so that the magnetic forces are given by (see e.g. [13]):

$$\vec{F}_{m_i} = m_i a_i u \vec{t}, \quad a_i = \frac{\tau_{m_i} M_i}{\rho_i}$$

where the scalar control input $u$ is the magnetic field gradient $\nabla B_z$; $M_i$ and $\tau_{m_i}$ denote the robot (i) magnetization and magnetic material ratio.


\footnote{Yet there is no obstruction in the present work for considering a nonlinear drag force, as in [14], [12].}

3) Magnetic Interaction Force: Let $\vec{M}_i = \frac{4}{3\pi} r_i^3 \vec{n}_i M_i$ denote a microrobot (i) magnetic moment, and $\vec{r}_{jk} = -\vec{r}_{kj}$ as illustrated by Figure 1. The magnetic interaction exerted by the robot (k) over the robot (j) is given by [28]:

$$\vec{F}_{jk} = \frac{3\mu_0 \| \vec{M}_i \| \| \vec{M}_k \|}{4\pi \| \vec{r}_{jk} \|^5} \left( \vec{r}_{jk} (\vec{M}_j \cdot \vec{M}_k) + \vec{M}_j (\vec{r}_{jk} \cdot \vec{M}_k) - \vec{M}_k (\vec{r}_{jk} \cdot \vec{M}_j) \right) \left( \frac{\vec{r}_{jk} \| \vec{M}_j \| \| \vec{M}_k \|}{\| \vec{r}_{jk} \|^5} - \frac{5\eta_{jk} (\vec{r}_{jk} \cdot \vec{M}_j) (\vec{r}_{jk} \cdot \vec{M}_k)}{\| \vec{r}_{jk} \|^7} \right)$$

(3)

Since $\vec{B}$ and $\vec{M}_i$ are colinear, we obtain:

$$\vec{F}_{kj} = \frac{3\mu_0 \| \vec{M}_j \| \| \vec{M}_k \|}{2\pi \| \vec{r}_{kj} \|^5} \vec{r}_{kj} = -\vec{F}_{jk}$$

(4)

with $\mu_0$ the vacuum permeability. This force is a short range attractive interaction between the magnetic robots.

B. State Space Representation

1) Nonlinear System: Applying the Newton’s second law to the microrobots (1) and (2) leads to:

$$\begin{cases}
    m_1 \ddot{\vec{p}}_1 = \vec{F}_{m_1} + \vec{F}_{d_1} + \vec{F}_{21} \\
    m_2 \ddot{\vec{p}}_2 = \vec{F}_{m_2} + \vec{F}_{d_2} + \vec{F}_{12}
\end{cases}$$

(5)

Let $x^T = [\vec{p}_1 \quad \vec{p}_2 \quad \dot{\vec{p}}_1 \quad \dot{\vec{p}}_2]$; using (1), (2), and (4) in (5), we obtain the forthcoming nonlinear dynamics:

$$(S_{NL}) : \begin{cases}
    \dot{x}_1 = x_3 \\
    \dot{x}_2 = x_4 \\
    \dot{x}_3 = -a_1 x_3 - x_1 - x_2^2 + \alpha_1 u \\
    \dot{x}_4 = -a_2 x_4 + x_1 x_2 + \alpha_2 u
\end{cases}$$

(6)

with the parameter $\epsilon_i = 3\mu_0 M_{M,M_2} m_i / 2m_1$.

The system is undefined for $x_1 = x_2$, but even if the contact force has not been modeled here for the sake of simplicity, it is physically not possible for the two robots to share the same position. So, if the first robot initially precedes the second one, then $x_1(t) > x_2(t), \forall t \geq 0$.

2) LTV System: Along any $C^1$ reference trajectory $x_r(t) = [x_{r_1}(t), x_{r_2}(t), \dot{x}_{r_1}(t), \dot{x}_{r_2}(t)]^T$, there exists a $C^2$ gap function $f(t) \in \mathcal{F} \subset \mathbb{R} \setminus \{0\}$ such that $f(t) = x_{r_1}(t) - x_{r_2}(t)$. Linearizing system (6) along such a trajectory leads to the LTV system:

$$(S_L) : \dot{x}(t) = A_x x(t) + B_x u(t)$$

(7)
with the time-varying matrices

$$A_x(t)B_x = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ \frac{4e_1}{f(t)} & -\frac{4e_1}{f(t)} & -a_1 & 0 & \alpha_1 \\ \frac{4e_2}{f(t)} & \frac{4e_2}{f(t)} & 0 & -a_2 & \alpha_2 \end{bmatrix} \quad (8)$$

III. LOCAL CONTROLLABILITY

We establish a controllability result for the LTV system \((S_x)\), thus determining sufficient conditions for the nonlinear system controllability. To our best knowledge, this is the first controllability result for an underactuated multi-micro-robot system. This result impacts both the robots designs and the admissible trajectory issue.

**Proposition 1.** Let \(\chi_1 = \alpha_2 e_1 + \alpha_1 e_2\), \(\chi_2 = \alpha_1 \alpha_2 (a_1 - a_2)\), \(\chi_3 = \alpha_1 - \alpha_2\) and \(\chi_4 = \alpha_2 a_1 - \alpha_1 a_2\). A sufficient condition for the controllability for the nonlinear system \((S_{NL})\) is to satisfy the three forthcoming conditions:

- **C1** Microrobots operate in close vicinity: \((e_1, e_2) \neq (0, 0)\).
- **C2** Microrobots are different: \(\alpha_1 \neq a_2\) or \(\alpha_1 \neq a_2\).
- **C3** Function \(f(t)\) is not solution of the differential equation:

$$5\chi_2 \chi_3 \dot{f}(t) f^4(t) - \chi_2 \chi_4 f^5(t) + 4\chi_1 \chi_3^2 = 0 \quad (9)$$

**Proof.**

C1) When robots are far enough from each other, their magnetic interaction is negligible so that we can set \(e_1 = e_2 = 0\) and the \((S_x)\) controllability matrix is

$$\Gamma = \begin{bmatrix} 0 & \alpha_1 & -\alpha_2 a_1 & \alpha_1 a_2^3 \\ 0 & \alpha_2 & -\alpha_2 a_2 & \alpha_2 a_2^2 \\ \alpha_1 - \alpha_2 a_1 & \alpha_1 a_2^3 & -\alpha_1 a_3^2 \\ \alpha_2 - \alpha_2 a_2 & \alpha_2 a_2^2 & -\alpha_2 a_3^2 \end{bmatrix} \quad (10)$$

So \(\text{rank}(\Gamma) = 3 < 4\): three modes are controllable, and another one is associated with a null eigenvalue. The system is consequently simply stable.

Using a state feedback \(u = -Kx\) leads to closed-loop dynamics \(\dot{x} = (A_x - B_z K)x\), where the poles can be chosen in \(\{0, \lambda_1, \lambda_2, \lambda_3\}\) with the \(\lambda_i\) having strictly negative real parts. So there exists an invertible matrix \(T\) such that the matrix \(D = T^{-1}(A_x - B_z K)\) is a block diagonal matrix whose e.g. first row entries are null. From (8), \(TD = (A_x - B_z K)T\) first two entries of the first column are given by \(T_{31} = T_{31} = 0\), and the \(T\) invertibility thus requires that \(T_{11} + T_{21} \neq 0\).

Let \(z = T^{-1}x\), then it is straightforward that \(\dot{z} = Dz\), so that the asymptotic behavior of \(z\) is given by:

$$\begin{align*} z_1(t) &= z_1(0), \forall t \\ \lim_{t \to \infty} z_i(t) &= 0, \forall i \geq 2 \quad (11) \end{align*}$$

Using \(x = Tz\) in (11), we conclude that

$$\lim_{t \to \infty} x(t) = \begin{bmatrix} T_{11} \\ T_{21} \\ 0_{2,1} \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 \\ \frac{T_{11}}{z_1(t)} & 0 & 0 & 0 \end{bmatrix} T^{-1} x(0) = z_1(0) \quad (12)$$

C2) The controllability matrix of \((S_x)\) is given by \(\Gamma(t) = \begin{bmatrix} \Gamma_0(t) & \ldots & \Gamma_3(t) \end{bmatrix}\) with \(\Gamma_0(t) = B_z(t)\) and \(\Gamma_{i+1}(t) = \begin{bmatrix} A_x(t) \Gamma_i(t) - \dot{\Gamma}_i(t) \end{bmatrix}\) [29]. The controllability matrix \(\Gamma(t)\) first two columns \(\Gamma_0(t)\) and \(\Gamma_1(t)\) are the same as in (10), and the last two columns are replaced by:

$$\begin{bmatrix} -\alpha_1 a_1 & \alpha_1 a_2^2 - \frac{4e_1 \chi_3}{f(t)} & -\alpha_2 a_2 \alpha_2 a_2 - \frac{4e_2 \chi_3}{f(t)} \\ -\alpha_2 a_2 & \alpha_2 a_2 - \frac{4e_1 \chi_3}{f(t)} & \alpha_2 a_2 - \frac{4e_2 \chi_3}{f(t)} \end{bmatrix}$$

Therefore, the determinant of \(\Gamma(t)\) is

$$|\Gamma(t)| = -\frac{4e_1 \chi_3}{f(t)} \left(4\chi_1 \chi_3^2 - \chi_2 \chi_4 f^5 + 5\chi_2 \chi_3 \dot{f} f^4\right) \quad (13)$$

If \(a_1 = a_2\) and \(\alpha_1 = \alpha_2\), then \(\chi_3 = \chi_4 = 0\) and it is easy to check that \(|\Gamma(t)| = 0\), hence we deduce that \((S_x)\) is not controllable.

**C3** If \(f(t)\) is solution of (9) then, from (13), it is straightforward that \(|\Gamma(t)| = 0\) and \((S_x)\) is not controllable.

**Remark 1.** (C1) is a necessary condition for the controllability of \((S_{NL})\) since the system is linear for \(e_1 = e_2 = 0\). So it is required that the microrobots operate in close vicinity so that they interact through magnetic interaction. Otherwise \((S_{NL})\) is not controllable yet simply stabilizable on a line depending on the initial condition \(x(0)\), see (12). In other words, the velocities \(x_3, x_4\) as well as the linear combination \(T_{21} x_1 - T_{11} x_2\) are controllable, whilst \(T_{11} x_1 + T_{21} x_2\) is not.

**Remark 2.** Quite the contrary, (C2) and (C3) are related to \((S_{NL})\) and thus are not necessary conditions: the nonlinear system \((S_{NL})\) may still be controllable in the case where neither (C2) nor (C3) are satisfied. See e.g. [19], [20], [30] for more details about the controllability of nonlinear systems.

**Remark 3.** Condition (C2) might seem hard to fulfill because of the magnetic microrobots synthesis normalized processes. Yet it is possible to either coat or aggregate the same magnetic material into different-sized microrobots, e.g. by sphere packing, so that \(a_i \neq a_j\), or use different magnetic over payload ratios to get \(\alpha_i \neq \alpha_j\).

**Remark 4.** Condition (C3) shows that the controllability of the linearized system \((S_x)\) depends on the choice of the function \(f(t)\): the system is not controllable if \(f(t)\) is solution of (9), however if \(\chi_3 = 0\) (i.e. the two robots have the same magnetic sensitivity \(\alpha\)) and \(\alpha_1 \neq a_2\) the linear system is controllable for all \(f(t) \in F \subset \mathbb{R} \setminus \{0\}\).

IV. TRAJECTORY PLANNING

Differential flatness is a powerful tool for planning trajectories, especially for constrained systems. Yet system (6) is flat only for special cases of \(a_1\) and \(\alpha_i\) parameters values; hence we provide another trajectory planning approach encompassing all possible sets of parameters \(a_1\) and \(\alpha_i\).

**Lemma 1.** Admissible reference trajectory for each micro-robot \((i)\) is solution of the differential equation

$$\chi_3 \ddot{x}_i - \chi_4 \dot{x}_i = \alpha_i \dot{f} + \alpha_i a_i \dot{f} + \chi_1 f^{-4}, \quad j \neq i \quad (15)$$
and the associated reference control input \(u_r(t)\) is given by:

\[
u_r = \frac{2\dot{x}_r + (a_1 + a_2)x_r + (e_1 - e_2)f^{-1} \dot{f} - a_2 \dot{f}}{a_1 + a_2} \tag{16}\]

Hence the solutions of (15) for a given \(f(t)\) gap function are

1) If \(\chi_3 \neq 0\), for \(i, j \in \{1, 2\}\), \(i \neq j\), we get

\[
x_{r_i}(t) = x_{r_i}(0) + x_{r_i}(0)\frac{\chi_3}{\chi_4} (\frac{e_{41}}{e_{43}} - 1) + \frac{c_{1i} + c_{2i}}{\chi_4} (t) \tag{17}\]

with functions

\[
c_{1i}(t) = \int_0^t \left( \alpha_i \dot{f}(\tau) + \alpha_i a_j \dot{f}(\tau) + \frac{\chi_1}{f_4(\tau)} e_{43}(t - \tau) \right) d\tau\]

\[
c_{2i}(t) = -\int_0^t \left( \alpha_i \dot{f}(\tau) + \alpha_i a_j \dot{f}(\tau) + \frac{\chi_1}{f_4(\tau)} \right) d\tau\]

2) If \(\chi_3 = 0\), then \(x_{r_i}(t) = x_{r_i}(0) + \frac{c_{2i}(t)}{\chi_4} \).

Proof. Eliminating \(u_r\) from (6) leads to (15) and using \(f(t) = x_{r_1} - x_{r_2}\) leads to (16). Integration procedure depends on the order of (15), and thus on \(\chi_3\). If \(\chi_3 = 0\), a straightforward integration leads to the last relationship; otherwise using e.g. the variation of parameters method leads to (17).

V. LOCALLY LYAPUNOV STABILIZING CONTROLLER

We proceed using a two steps procedure. We first establish the following lemma, which is useful to change \((S_z)\) into the forthcoming \((S_z)\) system on a triangular form, and then synthesize a state feedback control law using the backstepping approach [31] on the triangular system \((S_z)\).

Lemma 2. Under the conditions of Proposition 1, \((S_z)\) is controllable and the mapping

\[
\Phi : \begin{pmatrix} x(t) \\ t \end{pmatrix} \rightarrow \begin{pmatrix} z(t) \\ t \end{pmatrix} = \begin{pmatrix} T_z(t) x(t) \\ t \end{pmatrix}\]

with the matrix

\[
T_z^{-1}(t) = \begin{bmatrix} -\frac{4\chi_1}{f_4(t)} & \alpha_1 a_2 & \alpha_1 & 0 \\ -\frac{4\chi_1}{f_4(t)} & \alpha_2 a_1 & \alpha_2 & 0 \\ -\frac{20\chi_1 f(t)}{f_4(t)} - \frac{4\chi_1}{f_4(t)} & \alpha_1 a_2 & \alpha_1 \\ -\frac{20\chi_1 f(t)}{f_4(t)} - \frac{4\chi_1}{f_4(t)} & \alpha_2 a_1 & \alpha_2 \end{bmatrix} \tag{19}\]

is a diffeomorphism which transforms \((S_z)\) into the LTV triangular system \((S_z)\):

\[
(S_z) : \ddot{z}(t) = A_z z(t) + B_z u(t)\]

With the \(q_{ij}(t)\) given by (14) and matrices \(A_z(t)\) and \(B_z\) are:

\[
A_z(t) | B_z = \begin{bmatrix} q_{11}(t) & 1 & 0 & 0 & 0 \\ q_{21}(t) & 0 & 1 & 0 & 0 \\ q_{31}(t) & 0 & 0 & 1 & 0 \\ q_{41}(t) & q_{42}(t) & q_{43}(t) & q_{44}(t) & 1 \end{bmatrix} \tag{21}\]

Proof. Using (19), we get

\[
|T_z^{-1}(t)| = -\frac{4\chi_1 (4\chi_1^2 - 2\chi_1 f_4(t)^2 + 5\chi_1 f_3(t) f_4(t))}{f_4(t)}\]

From Proposition 1, it is straightforward that \(T_z^{-1}(t)\) is invertible for all \(t\), and it follows that \(\Phi\) is a diffeomorphism.

Along the reference trajectory, one has (7). Since \(z = T_z(t)x\), it follows that \(z\) is solution of (20) with:

\[
\begin{align*}
A_z(t) &= T_z(t) A_x(t) T_z^{-1}(t) + T_z(t) T_z^{-1}(t) \\
B_z &= T_z(t) B_x
\end{align*}
\]

whose computation gives the triangular matrix (21) with the \(q_{ij}(t)\) given by (14). □

Assumption 1. The system full-state is available for measurement.

In practice, this assumption is hardly fulfilled since medical imagers provide the robots positions at best. Worst still, susceptibility artifacts may jeopardize the localization of both robots, so that it is likely that only a single information about these positions is accessible. Linear state observers have been recently developed [22], [32] assuming that each robot position is accessible and neglecting the magnetic interaction. Nonlinear observers have been proposed in [14], [16] but for a single agent. Observation and output feedback synthesis have to be addressed prior to dispensing with Assumption 1.

Proposition 2. Provided that the conditions of the Assumption 1 and Proposition 1 are satisfied, let \((x_r, u_r)\) denote any admissible trajectory and its reference control input given by Lemma 1. The control law \(u = \psi(z(t), z_r(t))\) given by

\[
\psi(z(t), z_r(t)) = \sum_{i=1}^{4} \delta_i(t)(z(t) - z_{ri}(t)) + u_r(t) \tag{23}\]

with \(z_r = T_z x_r\), \(\delta_i\) and \(u_r\) respectively given by (22) for \(k_i > 0\) and (16), guarantees the Lyapunov global stability of system \((S_z)\) – and hence the local stability of system \((S_{NL})\) – along the trajectory \(x_r(t)\).
\[ \delta_4 = -\left[ \sum_{i=1}^{4} k_i q_{11} + 4q_{44} \right], \quad \delta_3 = -\left[ \left( \sum_{i=1}^{4} k_i q_{11} + \left( \sum_{i=1, j=i+1}^{4} k_i k_j \right) + q_{11}^2 + q_{21} + 3q_{11} + q_{43} + 3 \right) \right] \\
\delta_2 = -\left[ \left( \sum_{i=1}^{4} k_i \right) \left( q_{11}^2 + 2q_{11} + q_{21} \right) + \left( \sum_{i=1, j=i+1}^{4} k_i k_j \right) q_{11} + q_{11}^2 + 3q_{11} + 2q_{21} q_{21} \right] \\
+ 5q_{11} q_{11} + k_1 + k_4 + q_{31} + q_{42} + \left( \sum_{i=1, j=i+1}^{4} k_i k_j k_h \right) \\
\delta_1 = -\left[ \left( \sum_{i=1}^{4} k_i \right) \left( q_{11}^2 + q_{21} + q_{11} + q_{11} + 3q_{11} q_{21} + q_{31} \right) + \left( \sum_{i=1, j=i+1}^{4} k_i k_j \right) \left( q_{11}^2 + q_{21} + \tilde{q}_{11} \right) \right] \\
+ q_{31} + 3q_{11} + 3q_{21} + 2q_{31} + 6q_{11} q_{11} + 3q_{11} q_{21} + k_1 + k_4 + \left( \sum_{i=1, j=i+1}^{4} k_i k_j k_k \right) q_{11} \\
+ q_{21}^2 + 3q_{21} + \tilde{q}_{11} + 3q_{11} + q_{21} + q_{31} + 4q_{21} q_{11} + q_{41} + 1 + k_1 k_2 + k_1 k_3 + k_3 k_4 + \left( \sum_{i=1}^{4} k_i \right) \right] \]

(22)

Proof. Let \( y_i = \tilde{z}_1 - z_{ri} \), \( \tilde{y}_1 = y_1 \) and \( \tilde{z}_j = y_j - z_{dj} \) for some stabilizing functions \( z_{dj} \), \( j = 2, 3, 4 \).

- **Step 1**: Differentiating a candidate Lyapunov function \( V_1 = \frac{1}{2} \tilde{z}_1^2 \), we obtain
  \[ \dot{V}_1 = \tilde{z}_1 (y_2 + q_{11} \tilde{z}_1) = \tilde{z}_1 (\tilde{z}_2 + q_{11} \tilde{z}_1 + z_{d2}) \quad (24) \]

  Taking \( z_{d2} = -(k_1 + q_{11}) \tilde{z}_1 \) gives \( \dot{V}_1 = -k_1 \tilde{z}_1^2 + \tilde{z}_1 \tilde{z}_2 \).

  Since \( \tilde{z}_1 = y_2 + q_{11} \tilde{z}_1 = \tilde{z}_2 - k_1 \tilde{z}_1 \), we get

  \[ \tilde{z}_2 = y_3 + (k_1 + q_{11}) \tilde{z}_2 - [k_1 (k_1 + q_{11}) - q_{11} - q_{21}] \tilde{z}_1 \quad (25) \]

- **Step 2**: Let \( V_2 = \frac{1}{2} \sum_{i=1}^{2} \tilde{z}_i^2 = V_1 + \frac{1}{2} \tilde{z}_2^2 \), then

  \[ \dot{V}_2 = -k_1 \tilde{z}_1^2 + \tilde{z}_2 \left[ \tilde{z}_3 + z_{d3} + (k_1 + q_{11}) \tilde{z}_2 \right] \]

  \[ - (k_1 (k_1 + q_{11}) - q_{11} - q_{21}) \tilde{z}_1 \]

  The choice \( z_{d3} = -\left( \sum_{i=1}^{2} k_i + q_{11} \right) \tilde{z}_2 + \left[ k_1 (k_1 + q_{11}) - q_{11} - q_{21} \right] \tilde{z}_1 \) leads to \( \dot{V}_2 = -\left( \sum_{i=1}^{2} k_i \tilde{z}_1^2 + \tilde{z}_2 \tilde{z}_3 \right) \).

  Since \( \tilde{z}_2 = \tilde{z}_3 - k_2 \tilde{z}_2 - \tilde{z}_1 \), then \( \tilde{z}_3 = y_4 + q_{41} \tilde{z}_1 - \tilde{z}_3 d_3 \), i.e.

  \[ \tilde{z}_3 = \tilde{z}_4 + z_{d4} + \left[ \sum_{i=1}^{2} k_i + q_{11} \right] \tilde{z}_3 - \left[ \sum_{i=1}^{2} k_i \right] \tilde{z}_3 + k_1 \tilde{z}_2 \]

  \[ + k_1 \tilde{z}_2 - 1 + q_{11} \left( \sum_{i=1}^{2} k_i - 2 \tilde{q}_{11} - q_{21} \right) \tilde{z}_2 \quad (27) \]

- **Step 3**: Differentiating \( V_3 = \frac{1}{2} \sum_{i=1}^{2} \tilde{z}_i^2 = V_2 + \frac{1}{2} \tilde{z}_2^2 \) gives

  \[ \dot{V}_3 = -\left( \sum_{i=1}^{2} k_i \tilde{z}_1^2 + \tilde{z}_3 (\tilde{z}_3 + \tilde{z}_2) \right) \]

  So the choice implies that \( \dot{V}_3 = -\sum_{i=1}^{3} k_i \tilde{z}_1^2 + \tilde{z}_3 \tilde{z}_4 \) and we obtain \( \tilde{z}_3 = \tilde{z}_4 - k_3 \tilde{z}_4 - \tilde{z}_2 \).

- **Last step**: Let \( V_4 = \frac{1}{2} \sum_{i=1}^{3} \tilde{z}_i^2 = V_3 + \tilde{z}_2^2 \), it follows that

  \[ \dot{V}_4 = -\sum_{i=1}^{3} k_i \tilde{z}_1^2 + \tilde{z}_4 (\tilde{z}_4 + \tilde{z}_3) \]

  \[ = -\sum_{i=1}^{3} k_i \tilde{z}_1^2 + \tilde{z}_4 [u - u_r + \sum_{i=1}^{3} q_{41} y_i - \tilde{z}_{d4}] \]

  Differentiating (28) and using (25), (27) and the \( q_{ij} \) given by (14), it follows that the control law (23) with gains \( \delta_i \) given by (22) leads to

  \[ \dot{V}_4 = -\sum_{i=1}^{3} k_i \tilde{z}_1^2 \implies \dot{V}_4 \leq -2\min(k_i) V_4 \]

Therefore \( \tilde{z}_i \) is globally stabilized at zero, \( z_i \) converges to \( z_{ri} \) and \( x_i \) converges to \( x_{ri} \). The stability is only local for \( (S_{NL}) \) since \( (S_E) \) and thus \( (S_z) \) are obtained by linearization.

\[ \square \]

**TABLE I**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Units</th>
<th>Simulation 1</th>
<th>Simulation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1, r_2 )</td>
<td>( mm )</td>
<td>0.360, 0.405</td>
<td>0.200, 0.220</td>
</tr>
<tr>
<td>( \tau_{m1}, \tau_{m2} )</td>
<td>( % )</td>
<td>70%, 97%</td>
<td>73%, 73%</td>
</tr>
<tr>
<td>( M )</td>
<td>( A.m^{-1} )</td>
<td>1.23 ( 10^6 )</td>
<td>1.23 ( 10^6 )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>( Pa.s )</td>
<td>0.0211</td>
<td>0.0211</td>
</tr>
<tr>
<td>( \beta_1, \beta_2 )</td>
<td>( k_9.m^{-3} )</td>
<td>0.5034, 0.4529</td>
<td>0.7252, 0.6942</td>
</tr>
<tr>
<td>( \rho_1, \rho_2 )</td>
<td>( m^{-3} )</td>
<td>5700, 7320</td>
<td>5880, 5880</td>
</tr>
<tr>
<td>( a, b )</td>
<td>( m, - )</td>
<td>10^{-3}, 12</td>
<td>1.25 10^{-3}, -7.5</td>
</tr>
<tr>
<td>( c, d )</td>
<td>( % )</td>
<td>0.01, -0.5, 3</td>
<td></td>
</tr>
<tr>
<td>( [x_0, x_0] )</td>
<td>( mm )</td>
<td>8, 5.54</td>
<td>8, 6.29</td>
</tr>
<tr>
<td>( \delta_{x, x} )</td>
<td>( mm.m^{-1} )</td>
<td>-7.5, -5.54</td>
<td>-6, -6.29</td>
</tr>
<tr>
<td>( k_1, k_2, k_3, k_4 )</td>
<td>( mm.m^{-1} )</td>
<td>-200, -39.0</td>
<td>-200, -49.4</td>
</tr>
</tbody>
</table>

**VI. SIMULATIONS**

In each simulation, the reference trajectory for both micro-robots are given by either Lemma 1.1 or Lemma 1.2, depending on the \( \chi_3 \) value, from any non vanishing function
The control law \( u = \psi(z(t), z_r(t)) \) is computed using (23) with gains \( k_i \), parameters and initial conditions given in Table I for microrobots composed of \( \tau_m \) NdFeB35 \( (\rho = 7500 kg.m^{-3}, M = 1.23 \times 10^6 A.m^{-1}) \) and \( (1 - \tau_m) \) payload \( (\rho = 1500 kg.m^{-3}) \) navigating in a small artery of radius 1.5mm. Parameters \( \beta \) are computed using [27]. In order to avoid actuator damage, the control input is time-scaled as \( u_i(t) = u(t)/k(t) \) with \( k(t) = \max(1, |u(t)|/u_{sat}) \) with \( u_{sat} = 0.2 T.m^{-1} \). The state is affected by an additive Gaussian white noise with a 0.1 mm standard deviation.

A. First Simulation

Simulation 1, shown in the left column of Figure 2, illustrates the case where \( \chi_3 \neq 0 \), i.e. the microrobots do not have the same magnetic sensitivity \( \alpha \). We choose a function \( f(t) = a(b - e^{-ct}) \) where \( a, b \in \mathbb{R}^* \) and \( c : c^{-1} \in \mathbb{N}^* \). This simulation illustrates a leader-follower strategy since the second robot, mainly composed of magnetic material with a small payload capacity, can push the first robot embedding more payload.

Figure 2(a) illustrates the reference distance \( f(t) = x_{r1}(t) - x_{r2}(t) \) (red dashed line) and the real one \( x_1(t) - x_2(t) \) (black solid line) between microrobots (1) and (2). The Fig. 2(c) (resp. Fig. 2(e)) illustrates the reference and real positions of robots (1) and (2) (resp. their velocities). These two figures show that the real positions and velocities converge to the reference ones within 2.5 seconds. The robots positions and velocities have an overshoot before converging, i.e. the system trajectory initially tends to diverge. The reason for such a behavior is twofold: the control input briefly reaches the upper saturation \( (u = 0.2 T.m^{-1}) \), as illustrated by Fig. 2(g), and –most importantly– the initial state is far from the reference one. So the linear approximation of the nonlinear term \( g(x) = (x_1 - x_2)^{-4} \) from (6) along the reference trajectory induces an offset in the compensation of this term in the controller since the initial error is important (around 75% on the initial \( g \) value). Simulation 1 shows that the trajectory \( (x_i, \dot{x}_i) \) of each microrobot \( i \) converges to the reference trajectory \( (x_{ri}, \dot{x}_{ri}) \) despite the saturation of the control input, and illustrates the closed-loop system local stability.

B. Second Simulation

Simulation 2 illustrates the case \( \chi_3 = 0 \), i.e. the two robots have the same magnetic sensitivity \( \alpha_1 = \alpha_2 \), and the choice of an oscillating reference relative distance \( f(t) = a(1 + b \sin(dt) e^{-ct})^{-1/4} \) between the two robots. This simulation illustrates a different strategy using quite similar microrobots.

The reference and real values of the distance between the microrobots are plotted on Fig. 2(b): the convergence occurs after a 3 s transient phase, as well as the two robots positions convergence to their reference \( x_{r1} \) depicted in Fig. 2(d). The microrobots real and reference positions (resp. velocities) are depicted in Fig. 2(d) (resp. Fig. 2(f)). We observe the same initial behavior than in the first simulation, for the same

3In the present simulations, such functions are chosen in order both to simplify the computations in Lemma 1 and to ensure that (C3) is fulfilled.

reasons but with dominating saturation events within the first 0.5 s. Indeed the control input, depicted in Fig. 2(h), exhibits upper and lower saturation events at the simulation beginning: the convergence is a bit longer than in the first simulation. The noise does not affect significantly the microrobots positions tracking, contrary to the velocity tracking. The interrobots distance error reaches a peak of 4.5 mm during the saturation events, as can be seen on Fig. 2(b), inducing a 300% error on the estimation of \( g \), which illustrates the limits of robustness of the linearization approach.

The tracking standard deviations are given in Table II once the convergence is achieved in either simulation. In both simulations, the gains have been chosen so that the position tracking performs better than the velocity tracking in order to lessen the effects of the nonlinear term \( g \). The parameter \( \chi_1 \) differs by a factor ten so the standard deviations differ roughly by one order of magnitude. Indeed, this parameter affects the diffeomorphism mapping \( (S_r) \) into \( (S_z) \) so that the \( z \)-state is ten times more sensitive to the output noise in Simulation 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Units</th>
<th>Simulation 1</th>
<th>Simulation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_{x_1} )</td>
<td>mm</td>
<td>0.008</td>
<td>0.106</td>
</tr>
<tr>
<td>( \sigma_{x_2} )</td>
<td>mm</td>
<td>0.010</td>
<td>0.121</td>
</tr>
<tr>
<td>( \sigma_{x_3} )</td>
<td>mm.s^{-1}</td>
<td>0.060</td>
<td>0.668</td>
</tr>
<tr>
<td>( \sigma_{x_4} )</td>
<td>mm.s^{-1}</td>
<td>0.086</td>
<td>0.773</td>
</tr>
</tbody>
</table>

VII. DISCUSSION

This paper first addresses the local controllability of a two-agent microrobotic underactuated system, providing a necessary condition –microrobots must operate in close vicinity– and sufficient conditions impacting the microagents design and trajectory planning. The results are partial since based on the linearized LTV system, not on the nonlinear initial system, yet it is the first controllability result for a multi-agent microrobotic underactuated system. Trajectory planning was addressed in [33] within a fully actuated framework; we have addressed it in the underactuated case. In the end, we have proven the Lyapunov local stability of the system along any admissible trajectory.

Contrary to most previous studies that considered independent control, we have considered the system underactuation inherent to a number of magnetic platforms like MRI devices, as in [21] but addressing directly underactuation. Using a single control input, a scalar (the relative distance) is stabilized in [25], both robots positions are stabilized in [21], whilst our methodology guarantees the stabilization of both positions and velocities of the two agents, thus enabling trajectory control unlike the aforementioned works. However the linear analysis reaches its limits when dealing with such a nonlinear system, and on-going nonlinear controllability analysis and control synthesis may improve the present results. For instance, simulations show that the linearization of \( (S_{NL}) \) may induce important tracking issues when the microrobots are initially far away from the reference; working directly on the nonlinear system may avoid such issues.
Fig. 2. Distance between the two microrobots, microrobots positions and velocities, and control input. From left to right: Simulation 1 and 2. From top to bottom: (a)-(b) distance between the microrobots (1) and (2), (c)-(d) microrobots positions, (e)-(f) microrobots velocities and (g)-(h) control inputs. On subfigures (a)-(b), real and reference distance are depicted by solid black and red dashed lines respectively, (c)-(d) real and reference positions of the microrobots (1) and (2) are depicted by solid black, red dotted and solid blue, cyan dashed lines respectively, (e)-(f) real and reference velocities of the microrobots (1) and (2) are depicted by solid black, red dotted and solid blue, cyan dashed lines respectively.
In this paper, we have synthesized a backstepping state feedback in order to locally Lyapunov stabilize the position and velocity of two magnetic microrobots in a blood vessel using the same single control input. To this end, we have provided a preliminary controllability study of this underactuated drift system, which was lacking in the literature. In particular, we have provided a necessary condition (condition C1 of Proposition 1): the microrobots must be close enough to exert magnetic interaction in order to be controllable. Trajectory planning has also been addressed as well as the control law synthesis using a backstepping approach.

Further perspectives, which are currently under our investigation, include the extension of the present approach to a higher number of agents to design microrobotic systems more consistent with therapeutic constraints while preserving the system controllability. Besides, biophysical systems are fatally affected by an important variability, so robustness to the induced parametric uncertainties has also to be addressed. Furthermore, magnetic microrobots localized by MRI are well known for producing artifacts whose size is far higher than the agents radius [34, 35], so it is highly speculative to assume that each microrobot position is measurable. Anyway microrobots and blood velocities are also hardly measurable, thus breaking Assumption 1. Whilst nonlinear observers are necessary to propose stabilizing output feedbacks, the observation of multi-microrobot systems has not been addressed except in the fully actuated linear case [22], [32]. Ongoing work is thus led to ensure stability despite these uncertainties and lack of information, an issue that we have already addressed for a single microrobot using either adaptive approach [14] or state estimation in [16] using the same backstepping synthesis.
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