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Abstract—With the advent of neuromorphic hardware, spiking
neural networks can be a good energy-efficient alternative to
artificial neural networks. However, the use of spiking neural
networks to perform computer vision tasks remains limited,
mainly focusing on simple tasks such as digit recognition. It
remains hard to deal with more complex tasks (e.g. segmentation,
object detection) due to the small number of works on deep
spiking neural networks for these tasks. The objective of this
paper is to make the first step towards modern computer vision
with supervised spiking neural networks. We propose a deep
convolutional spiking neural network for the localization of a
single object in a grayscale image. We propose a network based
on DECOLLE, a spiking model that enables local surrogate
gradient-based learning. The encouraging results reported on
Oxford-IIIT-Pet validates the exploitation of spiking neural
networks with a supervised learning approach for more elaborate
vision tasks in the future.

Index Terms—Deep Spiking Neural Network, SNN, Convolu-
tion, Object Localization

I. INTRODUCTION

Computer vision has shown great progress with the advent
of Artificial Neural Networks (ANN) and deep learning, which
achieves state-of-the-art performance for most vision tasks
[1]. However, modern deep learning approaches require a
high computational complexity, which leads to high energy
consumption. Although many works focus on reducing the
computational complexity of ANNs [2], they are still energy-
intensive compared to the biological brain, which only requires
around two dozens of Watts for its full activity. Therefore,
bio-inspired methods are good candidates to design low-power
solutions and solve the problem of energy consumption.

Spiking Neural Networks (SNNs), often known as the third
generation of neural networks [3], are strongly inspired from
biological neurons [4]. They consist of spiking neurons, which
communicate through discrete spatio-temporal events called

”spikes”. As opposed to ANNs, they are amenable to imple-
mentation in efficient and low-power neuromorphic hardware
[5]. However, their performance is still behind ANNs. It can be
explained by the non-differentiable nature of spikes, making
it impossible to use the standard back-propagation algorithm
[6].

Concerning computer vision using SNNs, their applications
in computer vision are still limited compared to ANNs. One
of the reasons is that many research papers mainly focus on
simple tasks like digit recognition [7]. Therefore, we argue
that there is a lack of works aiming at more complex computer
vision tasks with SNNs (e.g. object detection).

Our objective in this paper is to validate the ability of
SNNs trained with recent supervised methods [8] to deal with
more complex vision tasks. To do so, we propose a Deep
Convolutional SNN (DCSNN) to perform object localization
of one object in grayscale images, as a first step towards a fully
functional object detection solution. Our proposed DCSNN is
based on Deep Continuous Local Learning (DECOLLE) [9],
a spiking model based on supervised local synaptic plasticity
rule. We report proof-of-concept results on Oxford-IIIT-Pet
[10] and discuss the perspective of this preliminary work.

The rest of the paper is organized as follows: Section II
discusses the existing works on SNNs related to vision tasks
and training methods. Section III formulates the preliminary
notions on SNNs and briefly introduces DECOLLE. Section
IV describes our DCSNN approach based on DECOLLE.
Section V reports our experimental proof-of-concept for object
localization using DCSNN. Section VI concludes our work and
discusses the perspectives for our approach.

II. RELATED WORKS

Since spiking neurons are not differentiable, SNNs cannot
directly benefit from the successful back-propagation algo-



rithm [6]. Nevertheless, many other learning approaches exist
and can vary according to the strategy employed.

Some works [11] focus on converting a trained ANN into
a functional SNN without losing too much performance.
Consequently, the converted SNN can benefit from the best
of both worlds, by achieving good performance of ANNs and
being able to benefit from neuromorphic hardware’s efficiency.
This approach tends to achieve the best results in accuracy
metrics [8]. In addition, there already exist fully functional
converted SNN that can deal with modern vision tasks [12],
such as Object Detection [13]. However, the training of the
original ANN remains energy-intensive and the SNN is not
trained directly. This method can be seen as an optimization
technique for ANNs rather than a learning rule for SNNs.

On the other hand, many works try to exploit bio-plausible
learning rules, well-known in neuroscience, to train SNNs on
computer vision tasks. One of the most used learning rules
of this type is the Spike-Timing-Dependent Plasticity (STDP)
[14]. It updates the weights of the SNNs according to the
relative spike times of pre- and post-synaptic neurons. This
kind of approach is unsupervised and local, which means
that they are suitable for neuromorphic hardware. However,
building deep SNNs with bio-plausible learning remains an
open problem, due to the need to design additional neural
mechanisms [7]. Methods based on this strategy are usually
limited to small networks and deal with simple tasks (e.g. digit
recognition) because STDP-like approaches are still unable to
effectively learn from complex natural images [15]. However,
recent works show great performance of SNNs trained with
STDP when coupled to event-based cameras (e.g. DVS cam-
eras). For instance, [16] performs image segmentation from an
event-based camera with a spike-based approach trained with
STDP.

As for training SNNs with supervised learning, many recent
papers propose to adapt the back-propagation algorithm for
SNNs. To do so, a popular direction is to back-propagate
a surrogate gradient as a continuous relaxation of the real
gradient [9], [17]–[19]. Although this strategy enables the
use of supervised learning to train SNNs, there is still no
works on vision tasks other than simple classification tasks.
We argue that surrogate gradient approaches can be exploited
to perform more complex vision tasks and, consequently, pave
the way towards functional solutions. Among the existing
works on surrogate gradient learning, DECOLLE [9] is a
recent method that has many advantages: 1) it enables local
learning, making it implementable in neuromorphic hardware;
2) it has low memory complexity compared to other methods;
3) its simplicity makes it amenable to implementation on
popular machine learning frameworks. For these reasons, we
decide to use DECOLLE for our work in order to propose the
first work towards modern vision tasks with supervised SNN.
Sec. III briefly introduces DECOLLE approach.

III. BACKGROUND

A. Spiking Neural Networks

The main difference between artificial and spiking neurons
is the representation of information. In a spiking neuron,
information is represented with a series of short electrical
impulses known as ”spikes”, as opposed to the numerical
representation of artificial neurons. In addition, there are
various neuron models to represent a spiking neuron.

One of the most popular and simplest neuron models is
the Leaky Integrate-and-Fire (LIF) neuron. It acts as a leaky
integrator of input spikes to its internal membrane potential.
When the membrane potential V exceeds a defined firing
threshold θ, the neuron emits an output spike to its post-
synaptic neurons, and its membrane potential is reset to a
resting potential (here, set to 0). The model can be formulated
as follows:

τleak
dV

dt
= −V + I(t)

V ← 0 when V ≥ θ
(1)

, where τleak is the membrane time constant (which describes
the leaky dynamics) and I(t) is the input current at the current
time t. I(t) is defined as the summation of the presynaptic
spikes weighted by the related synaptic weights. The input
current at a time t is formulated as follows :

I(t) =
∑
i∈N

(wi

∑
j

Si(t− tj)) (2)

where N is the set of presynaptic neurons and wi is the
synaptic weight of the presynaptic neuron i. Si is the spike
train of the presynaptic neuron i where a spike occurs at time
tj for the jth spike. A spike event Si(t− tj) can be described
as a Kronecker delta function :

Si(t− tj) =

{
1, if t = tj

0, otherwise
(3)

. Figure 1 shows the dynamics of the formulated LIF model.
SNNs are trained by updating the synaptic weights between

connected neurons, similarly to ANNs. An SNN can be
structured in the same way as an ANN, with neurons organized
into successive layers (e.g. convolutional layers).

Because developing SNNs directly on neuromorphic hard-
ware can be a daunting task, SNNs are firstly simulated on
GPU/CPU hardware. The simulation requires to discretize
the continuous dynamics of spiking neurons into successive
timesteps. For the simulation, we define T timesteps of 1ms
duration.

B. Deep Continuous Local Learning

DECOLLE [9] is a supervised approach based on surrogate
gradient learning for SNNs. Since the synaptic weights are
updated after each timestep, the DECOLLE rule is used for
online learning.

In DECOLLE, a readout layer initialized with fixed random
weights is attached to each LIF layer of the network. At each



Fig. 1. The LIF neuron model dynamics (inspired from [19]). The presynaptic
spikes are weighted by the synaptic weights before being integrated in the
neuron. The integrated spikes increases the leaky membrane potential until
a defined threshold is reached. When the membrane potential exceeds the
threshold, the neuron emits an output spike and the membrane potential is
reset.

timestep, a readout layer multiplies the neural activation of its
related LIF layer with its fixed random weights. The output
of a readout layer is a prediction that is used to solve the
targeted task and compute a local error. Consequently, each
layer minimizes its own local error function. LIF layers build
on the features of the previous layers trained with their own
local error function. The layers indirectly learn features that
are useful for their successors.

The advantage of this approach is the locality of the
error optimization, which makes it usable on neuromorphic
hardware. Another advantage is the low memory complexity
required to simulate a DECOLLE network with popular auto-
differentiation frameworks (e.g. PyTorch).

IV. METHODOLOGY

A. Problem Formulation

The targeted task is to perform object localization on strictly
one object in a grayscale image. We define the problem as
follows : given a grayscale image I ∈ RH×W , a bounding box
of coordinates B = {xmin, ymin, xmax, ymax}1 surrounding
the object in the foreground is predicted. To do so, we propose
s(I), a DCSNN based on DECOLLE, which consists of L
convolutional LIF layers.

B. Readout Layers

As stated in Sec. III, a readout layer is attached to each layer
of spiking neurons in a DECOLLE model. According to our
targeted problem formulated in Sec. IV-A, the DCSNN s(.)
must predict the coordinates of a bounding box B. Therefore,
the readout layers are simply linear layers in order to predict
the four needed coordinates of B. In other words, our DCSNN
s(.) produces a series of L bounding box predictions, i.e.
s(I) = {Bi}L1 .

1These coordinates correspond to the upper-left corner (xmin, ymin) and
the lower-right corner (xmax, ymax) of the predicted bounding box B.

C. Network Architecture

Our proposed architecture is structured following the popu-
lar encoder-decoder paradigm used in common ANN models
[20]. Fig. 2 shows the overall architecture of our model.
It consists of an encoder composed of 3 convolutional LIF
layers, which subsequently increase the semantic information
and decrease the spatial information. Since the deep parts of
an encoder tend to lose the spatial information of low-level
layers [20], a decoder module is used to recover the spatial
details. A decoder of 3 convolutional LIF layers is employed,
where the output spikes from the encoder’s layers are passed
to the decoder through residual connections. The residual
connections are essentially addition operations between two
spiking feature maps.

D. Static Image Neural Coding

As an SNN uses spikes to transmit information, numerical
values cannot be fed directly in a spike-based network. Pixels
must beforehand be encoded into spike trains using a function
known as neural coding [21].

Among the existing neural coding strategies, we choose
rate coding, which means pixel values are represented as a
frequency of spikes during a defined time (i.e. a high pixel
value results in a high frequency of spikes). Specifically, each
numerical value of the pixels is converted using a Poisson
process, which creates a spike train occurring at a target
frequency with no spike-to-spike correlation. However, the
main drawback of rate coding can be mentioned: a large
number of spikes are needed to encode information, which
introduces latency into the network [15].

E. Output Conversion Strategy

Since the objective of object localization is to predict the
bounding box coordinates, the output spikes of an SNN must
be converted back to numerical values. In DECOLLE, this
problem is partially solved thanks to the readout layers, which
return a numerical prediction at each of the T timesteps. The
remaining issue is the final prediction computed among the
T predictions. Since a rate-coded static image delivers its
total information after the T timesteps passed, we choose the
prediction of the last timestep as the final one.

Among the L readout layers, the only predictions taken into
account are from the last layer of our architecture because deep
hierarchical representations have an improved representation
in comparison to the lower layers.

V. PROOF-OF-CONCEPT EXPERIMENT

A. Experimental Protocol

We evaluate our method on the Oxford-IIIT-Pet dataset [10].
It consists of 7349 RGB images. Each image represents a sin-
gle cat/dog in the foreground. The dataset originally contains
a foreground segmentation for each image. We convert this
segmentation mask into a single bounding box surrounding
the represented pet. For our experiment, we convert the
images into grayscale. The training split is composed of 6000
randomly selected images and the testing split contains the



Fig. 2. Our proposed DCSNN architecture. White, blue and red cubes represent LIF convolutional layer, maxpool layer, and upsampling layer respectively.
Black arrows are residual connections between feature maps (i.e. addition operations). For simplification purposes, the readout linear layers (specific to
DECOLLE [9] model) are not shown.

remaining images. Since there is strictly one bounding box
per image, we evaluate our model with the mean intersection
over union metric (mIoU).

B. Implementation Details

We implement our SNN model by adapting the origi-
nal DECOLLE [9] implementation made with PyTorch. Our
experiment is performed during 100 epochs in a machine
equipped with one NVIDIA 2080Ti GPU. The batch size is
set to 16. We use the AdaMax optimizer [22] with β1 = 0,
β2 = 0.95 and a smooth L1 loss. The learning rate is initialized
to 10−9. Images are resized to 176x240 pixels with data
augmentation applied. Data augmentation includes random
horizontal flipping and random brightness changes. As for the
hyper-parameters specific to the DECOLLE method, we keep
the same values as in the original paper [9].

C. Results

Our experiment achieves promising results of 63.2 % mIoU
on the test set. In addition, we visually verify the consistency
of the predicted bounding boxes. Fig. 3 shows representative
examples of predictions on the test set. The bounding boxes are
mostly predicted with good accuracy (i.e. between 55% and
70% mIoU). However, rare images are still poorly predicted
(≤ 15% mIoU). We observe that the problem comes from
images where the object is small or not in the foreground.
To explain it, we have two hypotheses: 1) Data Imbalance :
our method suffers from a common data imbalance problem.
Most images in Oxford-IIIT-Pet are close-up pictures of pets.
Therefore, the model generalizes these examples and does not
learn the rare and hard examples of pets in the background.
2) Output Conversion : our conversion strategy (defined

(a) Predictions

(b) Ground truths

Fig. 3. Qualitative results.

in Sec. IV-E) is still not optimal and leads to a loss of
information. Consequently, the predicted coordinates are not
perfectly represented.

The reported results of this experiment validate the proof-of-
concept and confirm the ability of state-of-the-art supervised
learning rules to train SNNs in order to perform more complex
vision tasks. Even if the evaluated experiment is still limited
compared to state-of-the-art deep learning tasks, we argue that
it can be a first step towards modern computer vision tasks.

VI. DISCUSSION AND CONCLUSION

In this work, we designed an encoder-decoder DCSNN
architecture based on DECOLLE [9], a supervised local synap-
tic plasticity rule, to perform object localization on a static
image dataset. By evaluating our model on static grayscale
natural images, we proved the ability of SNNs trained with
state-of-the-art supervised algorithms to deal with modern



computer vision tasks. To the best of our knowledge, this
is the first work on a complex vision task using supervised
SNNs and static images. Finally, we proposed an intuitive
technique to obtain a final prediction from the numerous
readout layers predictions. Many introduced mechanisms can
be further investigated in future works, such as the optimal
neural coding or the output conversion strategy. Moreover,
more vision tasks can be studied using supervised SNNs.

Even though our proposed DCSNN shows encouraging
results with static images converted with rate coding, this
strategy does not fully exploit the asynchronous event-based
capacity of SNNs. On the other hand, event-based sensors [23]
can lead to sparser and fully asynchronous vision models.
Consequently, in future works, we want to further explore
the performance of our architecture while using event-based
cameras, which enable the treatment of spatio-temporal data
instead of only static images. In addition, using event-based
cameras could lead to a fully spike-based object tracking
solution.
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