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ABSTRACT

As Machine Learning (ML) is now widely applied in many domains, in both research and indus-
try, an understanding of what is happening inside the black box is becoming a growing demand,
especially by non-experts of these models. Several approaches had thus been developed to provide
clear insights of a model prediction for a particular observation but at the cost of long computation
time or restrictive hypothesis that does not fully take into account interaction between attributes.
This paper provides methods based on the detection of relevant groups of attributes -named coali-
tions- influencing a prediction and compares them with the literature. Our results show that these
coalitional methods are more efficient than existing ones such as SHapley Additive exPlanation
(SHAP). Computation time is shortened while preserving an acceptable accuracy of individual pre-
diction explanations. Therefore, this enables wider practical use of explanation methods to increase
trust between developed ML models, end-users, and whoever impacted by any decision where these
models played a role.

Keywords Data analysis - Machine learning - Interpretability - Explainable Artificial Intelligence
(XAI) - Prediction explanation.

1 Introduction

The main deterrent to the comprehension of the majority of machine learning models is their ”black box™ aspect. Once
a model has been trained, it is often not possible to know the exact reasoning behind the classification performed. Of
course, some models remain interpretable by nature, as they are simple enough to be understood when looked at
code-wise. As an example, a decision tree is represented as a binary tree and thus will be interpretable for a human
unless the number of branches becomes too large to be practical. Some other examples of an interpretable model class
are linear methods such as linear, logistic, or Cox regression that are based on a simple linear equation that is easily
understandable by a human. The “’black box” problem arises when more complex models are used. For those cases,
the information necessary to understand directly the model becomes too large to be encompassed for a human. As an
extreme example, we can always represent a neural network as a lattice of neurons, but the representation of thousands
of nodes and paths would not be useful for a human observer.

Thus, we cannot directly access the information on the internal working of a complex model. Yet it is possible to
observe the effects of this working, namely, the predictions done by those models. We can consider each prediction
made by a model as an additional clue on the way the model functions internally. That the approach is used by
a large part of the literature to understand how a model works [1,2]]. In those approaches, two main goals can be
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seen: explaining the model behavior globally, in order to understand it in the general context, or explaining the model
behavior for a particular prediction, aiming to highlight that particular decision process.

A problem arises when a domain expert user has to study the behavior of particular dataset instances over a predictive
model. For example, a physician wanting to perform a cohort study of his patients may also need an explanation of
prediction for every single patient, rather than just a global one. In this case, a global explanation is not enough to give
the information needed by the study.

To fulfill that need, past researches studied the possibility of explaining single instance prediction of a model, e.g. [3]
and [4]. However, these methods may be specifically designed for a single model type as in [5]], which limits their
use. Some methods are designed to be applicable for all types of models and are more and more used in the industry
[]_-]but suffer from a lack of precision [6]. Yet overcoming this lack of precision can make their algorithms very long to
apply [7]. This means the field of single instance prediction explanation needs to be developed further, so as to make
it usable by everyone.

Our work fits this ambition to help a domain expert user get involved in data analysis operations, especially in learning
tasks. Therefore, obtaining explanations for predictive models in an efficient manner, whether in terms of accuracy
or computation time, is essential. In a previous work [8]], we proved the feasibility of lowering the computation time
of existing solutions with a limited loss of explanation accuracy. Finding more efficient approximations of these
solutions, thanks to the detection of more relevant coalitions of attributes was the objective of our previous work
in [9]. This paper extends these proposals by detailing and adding examples for each of the coalitional proposals.
A new comparison with one of the most used method of the literature, SHAP [[10]], is presented. In particular, our
experiments offer a complete view of the performances (in time and error scores) between all the methods as well
as a better characterization of the groups of attributes generated. A real use case, regarding the SARS-COV2 data,
illustrates the relevance of our coalitional explanations.

The paper is organized as follows. Section [2]explores previous works done in the domain of prediction explanation.
In particular, the identification of attributes having a significant influence on a model is fundamental. To that end,
the automated discovery of groups of linked attributes is an important challenge to overcome. For this purpose, we
rely on attribute grouping methods from the literature inspired, notably by feature selection methods. Then, Section
[3] describes the base methods used to generate prediction explanations. The extension of our work [8] is proposed
in Section (4| to find faster explanation methods. This is achieved through new ways to find groups of attributes for
the coalitional method described in Section 2.2} Experiments are presented in Section [5] showing the interest of
our methods, compared to the literature, in terms of computation time and their limited impacts on accuracy loss,
significantly improving the results of [8]]. A particular focus is proposed about the characteristics of the groups of
attributes generated by our methods. Then, a qualitative comparison between SHAP and one of our methods are
challenged through a real use case and showing the consistency of our approach. Finally, Section [7] concludes the
paper by discussing the perspectives of works including the new possibilities opened by our results.

2 Related works

2.1 How to explain a model by using its predictions

Explaining the influence of each attribute of a dataset on the output of a predictive model has been explored largely. A
few of the works related to global attribute importance on a model can be seen in [11] [12]. The most recent methods
are based on swapping the values of attributes in the dataset and analyzing which swaps affect the trained model
predictions the most. The more modifying the values of the attributes affect the predictions, the more this attribute is
considered important for the model, as a whole. These methods are often used during feature selection, allowing to
opt-out attributes useless for the model. Another approach for understanding a model is described by Helenius et al.
in [[13]. The authors seek to understand which attributes of the datasets are “linked” to each other, according to the
model. In particular, they proceed by randomizing the values of potential groups of attributes: when the predictions
vary more than a predetermined threshold, the attributes are linked together.

The problem with a fixed global influence is that predictive models are often not consistent with the whole dataset
on which they are trained. These global influences give an insight into the general working of the studied model,
but there will often be particular regions of the dataset where the model deviates from this general influence. Thus,
there also exists a need for a single instance prediction explanation, showing the user how a particular instance is
classified, independently to the rest of the dataset. These methods aim to provide insight into the global influence of

!Clinical app that predicts an aggravation risk for a patient hospitalized with Covid-19. Attribute influences are computed with
SHAP.https://scorecovid.kaduceo.com/
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each attribute, rather than on their influence on a single prediction.

In the field of single prediction, these global influence methods have served as a basis to [4]], using the same random-
ization technique. Given a single instance, the importance of each attribute is obtained by looking at the evolution of
the prediction performance of the model on the instance when all of its values are swapped with other values of the
dataset except the value of the attribute being studied. The more the prediction varies with the values swapping, the
less the fixed attribute is important for the prediction. This method has the interest of relying on the same principle as
the global technique which is largely recognized, but the main caveat is its computational cost needed for explaining
the prediction of only one instance, as a large number of new predictions has to be generated for each single instance
prediction to explain. Another caveat is this prediction explanation is realized from the point of view of model per-
formance. Meaning that their metric shows which feature improves the performance of the model, rather than which
feature the model consider as important for its prediction. If this line of reasoning is interesting for the model expla-
nation field, it does not correspond to our scope, as we are aiming to help users understand how a model works, and
not how to improve it.

Another approach can be found in [[14]], which inspired many of the functions of [|15]]. The principle here is to determine
the smallest change needed in order to change the classification of an instance by the model. It has been integrated
into the What-if tool. This tool allows the user to select a particular data point in the dataset, and visualize the nearest
point classified differently. This is displayed along with the differences between the two points, thus highlighting what
let the two points to be classified differently.

These methods give us an insight into how the model works, as they display the attributes which could put the instance
in another class if their value was changed slightly. However, if these methods are interesting for analyzing the
important points of a model, this kind of information would be far less useful to a domain expert, as they already
require the user to understand the importance of this information and draw conclusions on it by himself.

One of the early explanation methods, found in [6], avoid the drawbacks mentioned above. In this explanation method,
the weight of an attribute, on a particular prediction, is estimated by the difference of influence over the model with
and without this attribute. This absence of an attribute is simulated by a weighted mean of the predictions of the model
with all the possible values of the attribute, weighted by their probability of appearing in the dataset. This is faster
than the method of [4] as only one value is randomized. Later, in [3]], the possibility of retraining the model entirely
without the considered attribute in the dataset is proposed, which consists of an interesting trade-off: the time needed
for retraining a model for each attribute of a dataset can be considerable, but once this training has been done, the
prediction comparison can become near-instantaneous. These methods are named SHapley Additive exPlanations by
Lundberg et al. [10], who regrouped a large number of similar methods of explanation, and detailed in Section 3]

[[10]] highlights several interesting properties about these methods :

* Local precision: The system describes precisely the model in the close vicinity of the explained instance.

» ”Missingness”: If an attribute is missing for the prediction, the method does not give it a weight, or gives it a
weight of zero.

 Consistency: If the explained model changes in a way that makes an attribute more important, or does not
change its importance, its attributed weight is not diminished. This property is important, as some of the
early prediction explanation methods could have an erratic behavior in some cases, as shown in an example
of [10].

This type of prediction explanation is quite interesting, as we are aiming to facilitate the understanding of any machine
learning models for users without particular knowledge on data analysis or machine learning. Thus, it is more relevant
to focus on the works as [[16] or [17], cited as additive methods, as they generate a simple set of importance weights
for each attribute. This set of weights is easy to interpret, even for someone without expertise in machine learning.
Yet, these methods have a major deterrent: their complexity makes them difficult to use for the average user. That
is why [10] explored methods to generate explanations faster, but at the cost of very restricting hypotheses, as the
independence of each attribute of the dataset, or the linearity of the model, which is not always the case.

LIME is another popular additive interpretability method [[18]]. However, it suffers from previously described restrict-
ing hypotheses as it relies on a surrogate linear model to locally approximate influence of each variable, through
multiple random perturbations of the instance to explain. This random nature of LIME leads to an high instability,
especially compared to SHAP [[19]. Thus we will focus in this article on Shapley-based interpretability methods.

The ability to explain the prediction of any model thus appears to be a key point for allowing a broader public (non-
expert) to access and use machine learning models.
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This need led us to consider the diverse explanation systems, developed in the literature, as having a major interest
in giving more autonomy to domain experts performing data analysis tasks. Yet, the computational load found in
the most generic methods can be a hindrance to their use. In this paper, we seek to propose a prediction explanation
method as generic as possible and try lowering its computing time without losing too much information.

2.2 Grouping attributes

In our work, we want to facilitate the generation of prediction explanation, without having to restrict to a given set of
models. This paper is the continuity of [8] in which we already established possible methods of simplification and rely
on the automatic detection of groups of attributes (especially the K-complete method, detailed in Section [3.2]).

For this work, we aim to identify and compare additional methods detecting groups, in order to compare their influence
on the efficiency of the simplification method.

The selection of relevant attributes to be grouped can take inspiration from the works in the field of feature selection
[20] [21]]. In particular, the methods proposed in a dimensional reduction goal seem to reach our scope. Indeed, these
methods have to automatically detect interactions between attributes for reducing a potential high dimensionality
in a dataset. Thus, two main approaches, feature extraction (mainly the principal component analysis) and filter
methods (which measure the relevance of features by their correlations) can be considered. The fact that the principal
component analysis (PCA) and the filter methods rely only on information provided by a dataset (independent of the
model used in analysis) is a great advantage for our work, in contrast with techniques such as SVM-RFE [22] or
FS-P [23]], based on a specific model. Indeed, different predictive models can classify differently the same instance.
Thus, an explanation on this instance can be different from one model to another, and cannot depend on a selection
of influence attributes made by a unique predictive model, such as SVM. The PCA is a largely recognized method to
provide new features from sets of correlated attributes. The Correlation-based feature selection (CFS) methods [24]]
are promising candidates. In particular, the use of a multicollinearity measure by a variance inflation factor (VIF),
can provide sets of attributes having linear correlations between them. This avoids calculating collinearity between
pairs of attributes, using Pearson’s measure, for example. However, the VIF measure is unable to compute non-linear
correlations, on the contrary of the Spearman correlation factor. Even if this factor only works between pairs of
attributes, the capacity to detect non-linear correlations makes it a good candidate.

3 The Complete method and its approximations from the literature

This section introduces the C'omplete method considered as the baseline of our work ( [8]]), computing all possible
sub-groups of attribute influences. Then, two approximations of the literature, K-complete [8|] and SHAP [10] are
detailed. Their limits are finally discussed, opening a way for new proposals of coalitional methods in Section (4]

3.1 Complete explanation

To answer the problems of interaction between attributes, we propose to take inspiration from the work of [[16]]. The
prediction task is a framework close to the situation called “coalitions”, where groups of attributes can influence
the prediction of the model. In this context, each attribute cannot be considered as independent, but in all possible
attributes combinations. The influence of an attribute is measured according to its importance in each coalition. We
can then refer to the coalition games as defined by Shapley in [25]]: A coalitional game of N players is defined as a
function mapping subsets of players to gains g : 2"V — R. The parallel can easily be drawn with our situation, where
we wish to assess the influence of a given attribute in every possible coalition of attributes. We then look at not only
the influence of the attribute but also its use in all subsets of attributes. We thus define the complete influence of an
attribute a; € A on the classification of an instance x : given a dataset of instances described along the attributes of A,
the complete influence of the attribute a; on the classification of an instance x by the classifier confidence function f
on the class C'is dependant on the influence of all the possibles subgroups A’ C A which does not contain a;. Thus,
the complete influence of a; is :

Io(x)= Y pAA) % (inff aay (@) = inffa (@) (1)
A'CA\a;

With p(A’, A) a penalty function accounting for the size of the subset A’. Indeed, if an attribute changes a lot the
result of a classifier, in a large group of attributes, it can be considered as very influential compared to the others. On
the opposite, an attribute changing the result of a classifier, whereas this classifier is based on a few attributes, cannot
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be considered to have a decisive influence. The Shapley value [25] is a promising candidate and defines this penalty

as:
_ A (A= AT = 1)

!

2

This complete influence of an attribute now takes into consideration its importance among all the possible attribute
configurations, which is closer to the original intuition behind attributes’ influence. However, computing the complete
influence of a single instance is extremely computationally expensive, with complexity in (2" x [(n, x)), with n the
number of attributes, = the number of instances in the dataset, and [(n, ) the complexity of training the model to be
explained. It is then not practical to use the complete influence. Consequently, it becomes necessary to seek a more
efficient way to explain predictions. Although the complete influence is too computationally heavy, it can be considered
as an excellent baseline [16]. Thus, we can evaluate other explanation methods by studying their differences with the
complete influence.

Dataset

amen
ABCD »( ABCD

Figure 1: Depiction of the groups calculated by the complete method for a dataset with 4 attributes. Each possible
combination of attributes is calculated to ensure an influence value as close to the reality as possible.

Example 1. As depicted in Figure[I] the influence of an attribute depends on its influence alone, but also on each
possible groups of attributes containing it. As in the Figure[I] for a dataset with 4 attributes A B C' D, the influence
of the attribute A is composed of the influence of { A} alone, along with the influences of the groups {A, B}, {4, C},
{A,D},{A,B,C},{A,B,D},{A,C,D} and {A, B,C, D}.

3.2 K-complete explanation

Another possible approach is proposed in our previous work [8]]. This approximation, looking for a subset of all the
subgroups of the complete method, could be more practical in terms of complexity. This solution should produce
explanation, a priori, more accurate than the basic consideration of independent attributes (linear influence). We
consider then the depth-k complete influence defined as the complete influence, but ignoring the groups of attributes
A’ with a size superior to k :

Iack (x) = Z pr(A' A) x (inffc’(A,Uai)(x) — inffA, (2)) 3)
A'CA\a;, |A'|<k

oy = A (A = AT = 1)

In particular, we can note that the linear influence is actually identical to the depth-1 complete influence. The intuition
behind this approach is to eliminate the larger groups, which have a lesser impact on the Shapley value while being
the most costly to calculate.
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Figure 2: Depiction of the groups calculated by the k-complete method for a 4 attributes dataset. The group size is
limited by the parameter k: here the groups maximum size is 3.

Example 2. As depicted in[2] for the same dataset with 4 attributes and a parameter k = 3, the total influence of the
attribute A only depends on the influence of A alone and the groups of attributes containing A and with a maximum
sizeof 3: {A, B}, {A,C}, {A, D}, {A,B,C}, {A,B,D} and {A, C, D}.

3.3 SHapley Additive exPlanation

As explained in Section a major contribution in the literature about single prediction explanation can be found
in [[10]. This approach is one of the most used in the context of prediction explanation, especially in the biology and
medical fields like in [26] and [27-29]. [[10] theorizes a category of explanation methods, named SHapley Additive
exPlanations methods, and produces an interesting review of the different methods developed in this category. The
authors first propose to overcome a growing problem caused by various proposals of explanation methods: when is it
preferable to use one of these methods rather than another one?

From this observation, the paper describes a unified approach for 6 existing methods [30]], [31]], [32]], [33], [16]] and
[17]. They are summarized in [[10] as methods giving for a particular prediction a weight to each attribute of the
dataset.

This creates a very simple “predictive model”, locally mimicking the original model’s behavior. Thus, we have a
simple interpretable linear model that gives information on the original model’s inner working in a small vicinity
of the predicted instance. The methods, from which these weights are affected to each attribute, vary between the
different additive methods, but the end result is always this vector of weights.

In particular, this unified approach is based on a SHAP (SHapley Additive exPlanation) value giving the importance of
a feature depending on the predictive model used (for a specific prediction): LinearSHAP for linear models, TreeSHAP
for tree-based models and DeepSHAP for neural networks. A KernekSHAP is also presented and can be used for any
type of predictive model but at the cost of a longer computation time.

Despite this interesting strategy, this approach is very time-consuming, as showed in [7].

The full implementation of this work can be found here: https://github.com/slundberg/shap

3.4 Limitations of these approaches

All of the three approaches described in this section have several limitations. Complete method has an exponential
complexity with respect to the attribute number which makes it unusable in most practical cases. It can be approx-
imated by SHAP methods -KernelSHAP and its variants- but at the cost of very restrictive hypothesis such as local
linearity that does not fully account of dependence between attributes, thus biasing the explanation results. Moreover,
the computation may take a very long time in such a configuration of high attribute interdependence, which is often
the case in practice. The k-complete methods is another way to approximate the complete one that gives the ability
to select complexity with the k parameter. The inconvenience of this set of methods is that these generated groups
may include useless or redundant subgroups that greatly increases computation time without any significant gain in
accuracy for the complete.
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4 Proposals of coalition computing methods

Limitations of current approximation methods of the complete highlighted in the previous section indicate that poten-
tial interactions between attributes must be better taken into account. Combination of unrelated attributes should be
avoided at maximum to minimize the complexity, thus computation time, while staying at high accuracy with respect
to the complete method. In this end, we propose several grouping methods such as an existing algorithm from [34],
and new algorithms based on Principal Component Analysis (PCA), Spearman correlation factor (Spearman) and
Variance Inflation Factor (VIF). We also develop Reverse methods -based on either Spearman or VIF- that only gather
uncorrelated attributes, since groups only formed of highly correlated attributes contain mostly redundant informa-
tion. For each algorithm, a parameter controls the size of the generated subgroups. A higher value of this parameter
generates larger groups whereas a smaller value produces smaller, thus less complex, groups. Explanations through
influence for each attribute of the dataset is then computed using coalitional influence, which takes as parameter the
list of groups generated by a grouping method.

4.1 Coalitional explanation methods

The coalitional explanations, presented in this Section ] identify the attributes having an interaction between them.
We can obtain a grouping such as G = {{a1, a3}, {az2,as,as}, {as}...}. With such groupings of attributes, it becomes
possible to consider only the attributes of a subgroup, without having to consider every possible attribute combination.
It is important to note that the groups do not necessarily have to be exclusive, which mean an attribute a; can be
found in multiples groups of G. We then obtain a coalitional influence of an attribute a; : Given G, the subset of G
containing all the attributes groups g € G suchas a; € g

simplel'aci (z) = Z pe(d’, 9,Ga,) * (mff(g/Uai) (x) — mf;’:g, (z)) )

9'Cg\ai, g€Ga,

lg''* (lg] = [g'| = 1)!
pe(d’, 9, Ga,) =
c y Ta deG% gl'

Given the fact that we can set a maximum cardinal ¢ for our subgroups, the complexity is now, in the worst case,
O(2°* 2 xl(n,z)) = O(n*l(n,x)). This method calculates less groups than the depth-k complete influence, but tries
to make up for it by only grouping the attributes actually related to each other. In order to determine which attributes
seem to be related, several types of coalition strategies are proposed below.

(6)

4.1.1 Model-based coalition

Regarding the Model-based coalition approach, the groups of attributes are created by using the model itself to detect
interacting attributes. In this approach, no correlation is detected, but only interaction in the sense of the model
usage of the attributes. This is done by randomizing the values of the dataset and studying the evolution of the
model predictions. It consists of measuring the differences of predictions on the whole dataset before and after the
randomization. When attributes are considered to be part of the same group, their values are swapped together with
the values of another instance, classified by the model as the same class as the starting instance. Each attribute outside
of the group has its value swapped completely randomly. Once this has been done, the new instances are classified
by the model. The ratio of differences between the old and the new classification is called fidelity. A higher fidelity
meaning a lower variation of the predictions. At each iteration, the attribute which removal lowers the less the fidelity
is removed until it is not possible to keep the fidelity above a fixed threshold. Then the group is considered as fixed.
This attribute grouping algorithm has been developed in [34] and is detailed in Algorithm T}

Example 1. Given the same dataset with 4 attributes, we apply the algorithm from [34] on the dataset. It aims to
build groups as small as possible such as when:

* The values of the grouped attributes are randomized inside of their original instance class ;

* The values of the non-grouped attributes are randomized completely ;

* This randomization is applied to the whole dataset.

The predictions of the model for the whole dataset do not vary more than a threshold percentage of 4.

In the first iteration, the algorithm finds that the smallest group of attributes that makes the predictions varies less than
the threshold § is {B,C}. Removing C or B makes the predictions vary more than the threshold and as such, the
algorithm stores { B, C'} as a first group.
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Algorithm 1 Model-based coalition extraction.

Input: Sensitivity parameter 6 > 0, the number of attributes m, and a fidelity function fid(). Two auxiliary func-
tions L(X) = U;ex{{i}} and F(X) = L(Uycx Y). which produces sets of singletons (e.g. L({1,2,3}) =

P23 {30 = {1}, {2}, (31D

Qutput: o a coalition of attributes

o+ {}
R+ {m} > R contains a group to test for
A~ {} > A contains the removed attributes

A — fid(L([m])) + ¢
while R # {}orA # {} do
if A= {}and fid{R} U F(0)) < A then
> if we are already below A before removing any attribute assign the remaining attributes to singleton
groups
o+ o|JL(R)
R {}
A
else
> Find an attribute j whose removal from R decreases the fidelity least
j < argmazjcr fid {{R\{j}} U{{7}} U{A} U F(0))
it |R| = Lor fid({{R\{;j}} U{{j}} U{A} U F(0)) then

> If the fidelity drops below A add the group of attributes to the results and look for the next group of

o+ o J{R}

R+ A

A {}
else

attributes

> If the fidelity stays above A continue removing the grouping R
R« R\{j}
A« AU
end if
end if
end while
return o

Now the algorithm tries to build another such group with the remaining non grouped attributes and find that { A, D}
makes the predictions vary too much. Since the biggest remaining possible group is already making the predictions
vary more than the threshold, all the non grouped attributes are considered as singletons, resulting in the grouping

{4}, {B,C}, {D}}.

This grouping is then used to determine how each attribute has its influence calculated. As an example, the total
influence of A only consists of the influence of the singleton { A}, while the total influence of B is composed of the
influences of { B} and {B, C'}. Similarly, the total influence of C' includes the influences of {C'} and {B, C'}, and as
D is in a singleton, its influence only takes into account the influence of {D}. Those groups are depicted in Figure

4.2 PCA based coalition

The main principle of a Principal Component Analysis (PCA) is to reduce a dataset to its simplest expression in
terms of attributes. In other words, if the dataset is considered a multidimensional matrix, the PCA aims to reduce its
dimensionality as much as possible. To do that, the different attributes of the dataset are combined linearly, the result
being a new set of attributes, each new attribute being a linear combination of the previous ones.

Our reasoning, for this approach, is to consider the set of combined attributes (summarized by the new attribute of the
PCA) as a group of influence.

Given a dataset D = (A, X) composed of a set of n attributes A = {ay,...,a,}, and a set of instances X where
€ X,x={x1,...,xn}Vi € [l.n],z; € a;.
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Figure 3: Depiction of the groups calculated by the model-based coalition method for a 4 attributes dataset.

We can apply a principal component analysis which produces a new dataset D’ = (A’, X') suchas A’ = {d},...,al,}
with each new attribute being a linear composition of the previous attributes : Vi, a; € A’,3 {a,...,an} € R",a; =
ap ka4 ... +ay +ay.

Each new instance is associated with an instance of the previous dataset. Vo' = {zf,...,z],} € X', 3z € X,Vi €
1,..,m]Faq,...,an € R", 2} =01 *x1 + ... + p + Tpy.

Given this set of factors asq, ..., au,, for each attribute, we consider each factor as an evaluation of the importance of
the attributes in the group. We can then constitute a coalition of attributes by exploiting the groups formed by the most
important factors. This gives us the algorithm 2} For the sake of simplicity, we consider each a’ € A’ as a vector of its
«; factors.

Algorithm 2 PCA-based coalition extraction.

Input: a threshold ¢ and the set of attributes A’ of the PCA
Qutput: o a coalition of attributes

o« {}

foralla’ € A’ do > for each attribute generated by the PCA
g+ {} > g, a new possible group
amaz + maz(a = ai, ..., ay,) > find the most important factor

for all o; € a’ do
if a; > a mazx x (1 — t) then
add a; to g o> the attribute is included in the group if close to the max
end if
end for
addgtoo
end for
return o

Example 2. Given our previous dataset of 4 attributes, we run a PCA on it. The new attributes generated are as in
Figure 4 We have two principal components : A’ = 0.65D — 0.4B + 0.25C + 0.14 and B’ = 0.54 + 0.3B +
0.1C — 0.1D. Here, we consider each attribute with the highest associated coefficients as part of a group. So, here,
we have two groups: one for A’, {D, B,C} and one for B’, {A, B}. We then calculate the total influence of each
attribute as the combined influences of each attribute alone and each subgroup of the two generated groups containing
the attribute. Thus, the total influence of A is composed of the influence of {A} and {A, B} as no other group of
subgroup generated contains A. For the total influence of B, we use the influence of {B},{A, B},{B,C},{B, D}
and {B, C, D}. The total influence of C' depends on the influences of {C'}, {B,C},{C, D} and { B, C, D}. Finally,
the influence of D is constituted by the influences of {D},{B, D}, {C, D} and {B,C, D}.
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Figure 4: Depiction of the groups calculated by the PCA based coalition method for a dataset of 4 attributes. The new
attributes formed by the PCA are a combination of the previous attributes. The attributes with the highest coefficient
for each new attribute are considered as part of a group to be calculated.

4.3 VIF and revVIF based coalition

The variance inflation factor (VIF) is an estimation of the multicollinearity of the attributes of the dataset regarding a
given target attribute.

Given a dataset D = (A, X), the VIF value of a € A is calculated by running a standard linear regression with a as
the target for the prediction. Then, given R the coefficient of determination of the linear regression, we have:

1

)

It is commonly accepted that a variance inflation factor superior to 10 indicates strong multicollinearity of the attribute
with other attributes of the dataset. This threshold of 10 is arbitrary but considered as a standard in numerous publi-
cations (e.g. [35]). Moreover, when an attribute is removed from the dataset, the VIF of the attributes multicollinear
with it decreases. Then, we can automatically detect groups of attributes by calculating the VIF of each attribute
(considered as a target) of the dataset, and then comparing them with a new VIF calculation with an attribute removed.
For this purpose, we consider two possible approaches:

* Considering as a priority the calculation of strongly multicollinear groups of attributes: Those are groups of
attributes with a dependency on one another. In the context of this approach, attributes whose VIF varies
strongly when an attribute is removed from the dataset is considered as part of the group.

* Considering as a priority the calculation of weakly or non-multicollinear groups of attributes: Given the fact
that correlated attributes tend to bring the same information to the model, it may be preferable to prioritize
groups for which the addition or removal of an attribute changes greatly the information brought by the group.

These two approaches are named VIF coalition and reverse VIF coalition, respectively. This gives us the algorithm
[3 for the VIF coalition. The reverse VIF coalition can be obtained simply by replacing the condition for adding an
attribute to a group by if newvifs(a’) > oldvifs(a’) * (1 — t * 0.05). This supplementary ratio of 0.05 has been
obtained by preliminary experiments, which showed that just keeping the 1 — ¢ factor led to a generation of all the
possible subgroups, which defeat the principle of an approximation.

Example 3. Given our dataset of 4 attributes, we calculate the VIFs of each attribute. Then, we calculate the VIFs
again each time with one of the attributes removed. The results are depicted in Figure [5] In the case where A is
removed, we see that the VIFs of B and C' vary greatly. Thus, our first group is { A, B, C'}. Then, when B is removed,
only the VIF of A varies a lot. We then have a second group: { A, B}. Finally, we can see that removing C and D do
not make the other VIFs vary in a significant way. Because of that, the attributes C' and D are considered as singletons.
As the group { A, B} is contained by { A, B, C'}, our final coalition is {{ A, B, C}{D}}. The complete influence of A
is constituted of the influences of {A}, {4, B}, {A,C} and {A, B, C}. the complete influence of B includes { B},
{A, B}, {B,C}, {A, B,C}. The complete influence of C contains {C}, {A,C}, {B,C}, {4, B,C}. Finally, the
complete influence of D only contains {D}.
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Algorithm 3 VIF-based coalition extraction.

Input: a threshold ¢, the set of attributes of the dataset A and a function VIF(A) calculating the array of all the VIF
of all the subsets of a set of attributes
Output: o a coalition of attributes
o {}
oldvifs < VIF(A) > calculating the initial VIFs of the attributes
for alla € A do
g {}
addatog
newvifs <~ VIF(A/a)
foralla’ € Ado
if newvifs(a’) < oldvifs(a') = (0.4 4 t) then

addd’ tog
end if
end for
addgtoo
end for
return o
Dataset
ABCD VIFs
1 VIFs without A VIFs without B VIFs without C VIFs without D
vif(A) = 12
2 vif(B) = 2 vif{A) =5 vif(A) = 12 vif(A) = 12
vif(B) = 5
3 > » vii{C) =7 vif(B) = 4 vifiB) =5
vifiC) =8
4 vifiD) =3 vif{C) =8 vif{C) =8
vifilD) =3

> ©

Figure 5: Depiction of the groups calculated by the VIF based coalition method for a 4 attributes dataset. the VIFs are
calculated for each attribute and are recalculated with an attribute absent from the dataset. The attributes whose VIFs
varies the most are considered as grouped with the removed attribute. If no VIF is changed, the removed attribute is
considered as a singleton.

4.4 Spearman correlation based coalition

A limit of the variance inflation factor is the sole consideration of multicollinearity, while a correlation between
attributes might not be linear. This problem is addressed through the Spearman correlation coefficient, which takes
into account non-linear correlations. Spearman being not multicollinear, the calculation of the correlation between
attributes has to be done by pairs. Thus, the method consists of generating the matrix of all the correlations of each
pair and then deciding which attributes are part of a group. For this method, we have the same two possibilities as for
the VIF method: we can either prioritize the calculation of strongly correlated attributes or on the contrary, prioritize
groups of non-correlated attributes. These two approaches are named respectively Spearman coalition and reverse
Spearman coalition.

Given a dataset D = (A4, X), with A = {ay, ..., a, } the correlation matrix C'is obtained by computing the Spearman
correlation coefficient of each attribute couple : C(1,2) = corr(ai,az). Thus C is symmetrical and have 1 as the
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value of its whole diagonal. For each line i of the matrix C, we consider as grouped with a; the attributes strongly (or
weakly) correlated with a;, for the Spearman coalition (or the reverse Spearman coalition).

Algorithm 4 Spearman-based coalition extraction.

Input: a threshold ¢, the set of attributes of the dataset A, and a function spearman(A) calculating the matrix of
all the absolute Spearman correlation coefficient of all the subsets of a set of attributes. a max and min functions
which returns the maximum and minimum of a matrix line.

Output: o a coalition of attributes
o[}
corrmat <+ spearman(A) > calculating the correlation matrix
foralla € Ado

g« {}
foralla € Ado
if corrmat(a, a’) > max(corrmat(a)) x (1 — t) and max(corrmat(a)) > 0.1 then
> If the most correlated attribute have a coefficient less than 0.1, we consider a as a singleton
addd’ tog
end if
end for
addgtoo
end for
return o

The algorithm[d]details the Spearman coalition method. The reverse Spearman coalition method can be obtained by re-
placing the condition for adding an attribute to a group by corrmat(a, a’) < min(corrmat(a))+maz(corrmat(a))x*
t and min(corrmat(a)) < 0.5. This adds the least correlated attributes up to a threshold : if the attribute least corre-
lated to a have its Spearman correlation to a superior to 0.5, we consider the attribute a as a singleton.

Example 4. Given our previous dataset of 4 attributes, we calculate the matrix of the spearman correlation coefficients
as depicted in Figure[6] In this matrix, we iterate on each row of the matrix, in order to create groups based on the most
correlated attributes. In the first line, we see that the attribute most correlated to A is B, and the two other attributes
are very weakly correlated to A. Thus, we have a first group: {4, B}. The second line tells us that A and C' are both
strongly correlated to B. So, we have a second group: {A, B, C'}. Similarly, the third line indicates that B and D are
correlated to C, and so we add a third group: {B, C, D}. Finally, by looking at the last line we learn that only C'is
strongly correlated to D and so our last group is {C, D}. As the two groups of cardinal 2 are contained by the two
groups of cardinal 3, we have our final coalitions: {{A,B,C},{B,C,D}}. With this coalition, the complete influence
of the attribute A is composed of {A}, {4, B}, {A,C} and {A, B,C}. B is composed of {B}, {B, D}, {A, B},
{B,C}, {A, B,C} and {B, C, D}. Finally, the complete influence of D is composed of {D}, {C, D}, {B, D} and
{B,C,D}.

5 Evaluation of the additive methods

In this section we aim to evaluate the performances of each coalition calculation method, considering their precision
when compared to the complete influence, and their computational time. We also give an overview of the group
characterization for each coalition method.

5.1 Experimental protocol

Our experiments are run on an AMD Ryzen 3700 processor with 8 x 3.6 GHz cores and 32 GB of RAM. Our tests
are realized from the data available on the Openml platform [36]. We select the biggest collection of datasets E] on
which classification tasks have been run. We also consider two classification tasks: Random Forest and Support Vector
Machine (SVM) with the non-linear Radial-Basis-Function (RBF) kernel. Experiments are conducted using Python
3.7.9 with the Scikit-Learn package on both modelsﬂ Due to the heavy computational cost of the complete influence -
considered as the reference of our experiments- we select the datasets having at most nine attributes. Thus, a collection
of 243 datasets is obtained. Considering the two types of workflows, we have a total of 486 runs. For each of those

2 Available in https: //www.openml . org/s/107/tasks
*https://scikit-learn.org/stable/
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Figure 6: Depiction of the groups calculated by the spearman based coalition method for a 4 attributes dataset. The
spearman correlation matrix is calculated. For each line, the attributes most correlated with the line’s attribute are
considered as part of a group.

runs, we generate each type of influence described in this paper, for each instance of the 243 datasets: the complete
influence for the baseline, along with the coalitional influences, k-depth influence, and the Kernel and Tree SHAP
influences. The coalitional influences are generated using the different group generation methods described in Section
which are based on an « €]0, 0.5 parameter (small values of « resulting in smaller subgroups, and high values in
bigger ones). We generate the possible subgroups with 5 different values of « to study the influence of subgroup size.
To compare the different explanation methods, we consider the explanation results as a vector of attribute influences
noted Z(z) = [i1, ..., 4] With n the number of attributes in the dataset. Thus, each of the attributes ay, is given an
influence iy, € [0,1] by the method Z : Vk € [1..n],ix = Z,, (), with x an instance of the dataset. We then define a
difference between two vectors of influences %, j as the normalised Euclidean distance:

i.1) = 5= 30 V=30 ®)
k=1

Considering this formula, we define an error score based on the difference between an explanation method and the
complete influence method. Given an instance x, an explanation method Z(x), and the complete influence method
¢ (x):

err(Z,z) = d(Z(z),I¢ (z)) )

For each instance of each dataset, we generate the error score of every method, allowing us to compare their
performances across the different collected datasets. Each error score is the distance of one of the coalitional methods
from the complete method. Thus, lesser error is indicative of a more precise estimation of the complete method.

To compare methods, we also consider the time needed to explain a set of data, called computation time. This includes
the time to determine the subgroups of interest and to compute the influences of all instances in the coalitional and k-
depth methods. For the SHAP methods, the calculation time is the one taken to calculate the influences of all instances.
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Number of attributes 1 2 3 4 5 6 7 8 9

Number of datasets 3 21 44 25 38 26 34 28 24

Mean number of instances | 724 | 736 | 1688 | 560 | 843 | 600 | 456 | 750 | 479
Table 1: Dataset stats with a given number of attributes

Table [Tl details the number of datasets and mean number of instances for each number of attributes. Since the number
of instances impacts the total computation time for a dataset, each computational time is normalized by dividing by
the number of instances in the dataset to compare times per instance.

5.2 Evaluation of the literature methods

In this section, we focus on the k-depth and SHAP methods and evaluate them with the protocol described previously.
Figure [/|indicates the mean error with respect to the complete method, and with the distinction of the datasets based
on their number of attributes. For both models, the linear (or 1-depth) method gives the worst results, particularly as
the number of attributes grows. A larger k in k-depth methods results in more precise influence attribution. This is
fully expected since a higher k generates larger groups closer to the Complete method. Interestingly, SHAP methods
-KernelSHAP for both models and TreeSHAP only for the Random Forest- give rather accurate results, without really
losing accuracy as the number of attributes grows.

Figure 8| represents the mean computation time per instance for all methods. The y-axis is log scaled in order to have
a clear view of all results, even for datasets with a low number of attributes, as the growth is exponential. The k-depth
methods take more and more time as the k grows -from linear to complete. The TreeSHAP method, only usable with
the Random Forest, gives rather good computation time, being between those of linear and 2-depth methods. On the
contrary, the KernelSHAP methods give poor results, being slower than the complete, especially with the SVM model.
This is a major inconvenience since it suggests that interpretability with models that are not tree-based would often be
intractable in practice.

We then present, in the next section, the evaluations of our coalitional methods, including the first comparison with
literature approaches.

5.3 [Evaluation of the coalitional methods

The error rate, with respect to the complete method, of the coalitional methods (for several a-thresholds), along with
the linear method, is shown in Figure 0] All methods give better results with a higher a-threshold since a larger one
generates bigger subgroups, thus leading to higher complexity. In particular, RevV I F' approach seems to give better
results compared to the other ones, for a majority of the a-thresholds. A possible reason is the ability of RevV I F to
generates groups of “less correlated” attributes. We can suppose these types of groups better represent the diversity of
possible explanations.

Figure shows computation time per instance for each coalitional grouping method and the complete one. All
methods except for Model-based are notably faster than the complete method, especially for PCA, Spearman or VIF.
On the contrary, Model-based takes mostly more time than the complete method. Indeed, the time taken by the
Model-based method to generate a set of groups is particularly long compared to other coalition-based methods, thus
canceling out the effects of group selection. This automatically disqualifies this method for practical use. In particular,
the computation time for RevV [ F' generally seems higher than the other methods. A possible reason is that it should
generate larger groups, closer to the Complete one.

To have a clearer view of the methods’ performances, we average the error with respect to the Complete method and
the computation time globally, thus independently of the number of attributes in the datasets. Therefore, it gives us a
single representation, called Performance Map (Figures[I1]and[I2), with the computation time normalized by one of
the complete on the horizontal axis, and the error for the complete on the vertical axis. The complete method is thus
placed on the point with coordinates (1,0). All the methods are thus placed above the complete since they can not
have a null error with respect to the complete, and methods placed at the left of the complete have lower computation
time than the complete, while those placed at the complete right are slower to compute.

We also retained only the most promising grouping methods from previous results -PCA, Spearman, Reverse Spearman
and Reverse VIF- for a € [0.2,0.4] so as to avoid a figure with too much noisy information. The k-depth and SH AP
methods are also shown.
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Figure 7: Error score between each explanation method and the complete influence depending on the number of
attributes in the dataset.

Figure[TT] shows the Performance Map for the Random Forest model. KernelSHAP is not included since its computa-
tion time is too high, thus flattening the rest of the graph. Nevertheless, TreeSHAP method is still on average slower
to compute than the complete, despite being specially designed for tree-based models. As for the coalitional methods,
PCA is the fastest, but not the most accurate, while Reverse VIF is the most accurate but also the slowest method
between all coalitional methods. Spearman and Reverse Spearman seems to be the best balance between precision
and computation time.

Figure [I2] shows the Performance Map for the SVM model. The subfigure on the left includes the KernelSHAP
method, but as this method is on average 40 times slower than the Complete method for our datasets, it flattens the
other ones. Thus the subfigure on the right does not include KernelSHAP method. In a similar fashion to Random
Forest, PCA is the fastest coalitional method but the least accurate, while Reverse VIF is the most accurate. Again,
Spearman-based grouping methods seem to be the most balanced ones.

The only advantage of SHAP methods is that one does not need to retrain any model. SHAP simulates missing
attributes through a heavy number of perturbations of the to-be-explained instance, implying a substantial cost. While
our methods, only retraining once the model for every coalitional group, seems to be beneficial over SHAP. That is
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Figure 8: Time per instance (in seconds and log scaled) taken by each method depending on the number of attributes
in the dataset.

why the complete method, which has the highest number of coalitional groups, is often faster to compute than SHAP
methods.

The next section gives an overview of the characteristics of the groups generated by our coalitional methods. It justifies
the very interesting results obtained by the Spearman-based methods, in particular.

5.4 Group characterization of coalitional methods

Figure T3] and [T4] compare the average number and average size of the groups of attributes generated by coalitional
methods for several a-thresholds. We see that the grouping method and the a-threshold parameter have an important
impact on these metrics, thus on the complexity of the groups. Reverse VIF generates the highest group sizes on
average, which can explain the fact that this method gives the lowest error with respect to the complete, but also the
longest computation time as discussed in Section[5.3] On the contrary, PCA gives the highest number of groups along
with the lowest size of groups explaining the fact that this method is the fastest since it generates a list of groups
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closer to the linear method than the complete.

Figure[I5]|shows the average complexity of the generated groups with respect to the complexity of the complete method
which is equal to 270 @ttributes _ | The complexity of a list of groups generated by a grouping method is equal to the
number of distinct subgroups. The group complexity is then divided by the complete one to get a value between 0 and
100%, the latter indicating that the generated group list is similar to the complete, while a low value indicates that the
group list is closer to the linear, thus less complex and faster to compute. As expected, the PCA method generates on
average the least complex groups, while the Reverse methods, whether based on Spearman or VIF, generate the most
complex ones (particularly true for RevV I F") and explaining a higher computation time.

The previous results on the group characterization for coalitional methods show that the groups differ greatly in
function of the a-threshold and the grouping method. Figure[I6]displays the evolution of the complexity of the groups
generated by four coalitional methods for a particular dataset with 7 attributes. The linear complexity is thus equal to
7 while the complete complexity is 27 — 1 = 127. There is a clear difference between the evolution of the grouping
methods confirming that the a-threshold can not be set at the same value for all methods. In this example, if one wants
a complexity which equals to 25% of the complete, the a-threshold for the Reverse VIF method would be equal to
about 0.08, whereas for Spearman it would be about 0.42.

To have a more appropriate and fair comparison of the several coalitional methods, we decide not to rely only on the
a-threshold but rather on the proportion of the complete complexity needed as shown in Figure[I6] If one does want
a short computation time they can set the proportion to 10%, while 50% can be set if the computation time is not a
problem and that more accurate results are needed. A well-used bisection method is applied to find the a-threshold
that matches the selected proportion of the complete complexity.

In the following Section [5.5] we propose a set of tests considering a complexity proportion to 10%, 25% and 50%
for each coalitional method. The time taken by the bisection method is, thus, included in the computation time. It is
also worth to note that for all the coalitional methods -except for the Model-based- the group generation relies only
on the a-threshold and not on the model used. Thus one does not need to generate again the groups if we switch to
another model, while any SHAP-based method needs to be retrained for any new model, even if it only differs from
the previous one from a small change in one hyper-parameter.

5.5 Performance between literature and coalitional methods over different types of datasets

So as to have a clearer view of the impact of all methods in one figure, Performance Map are displayed for each model.
But as the number of attributes and instances in a dataset has a strong impact on the performances, we split the datasets
into two parts. The first one includes datasets that have relatively few instances (strictly less than 500) or attributes
(strictly less than 6), whereas the second part only includes datasets with a higher number of instances (at least 500)
and attributes (at least 6). There are 213 datasets in the first set and 30 in the second one.

Figure shows the results for the Random Forest model for the coalitional methods -PCA, Spearman, Reverse
Spearman and Reverse VIF- for three complexity proportion -10%, 25% and 50%-, the k-depth methods -from linear
to complete- and TreeSHAP. The left subgraph shows the results for the first set containing datasets with few attributes
or instances and the subgraph on the right indicates results for more complex datasets as described previously.

TreeSHAP has on average a higher computation time than the complete method with an error between the 4-depth
and 5-depth for both sets of datasets. Coalitional methods show strong results, PCA - 50% has a computation time
equivalent to a 3-depth but has an error closer to the 5-depth for both sets. Similarly, all coalitional methods with a
threshold of 25% are in terms of computation time closer to the 2-depth while being more accurate than 3-depth. This
is explained by the fact that coalitional methods generates smarter groups with less useless or redundant information
than k-depth, thus being more efficient.

Figure [T8] shows the Performance Maps for the SVM model for both sets of datasets. SHAP are not displayed since
TreeSHAP is not usable with SVM and KernelSHAP has a really high computational time as previously shown in
Figure[I2] hence flattening the figure if displayed.

Unlike Random Forest, there is a clear difference between the results for the two sets. For smaller datasets -either
in terms of an attribute or instance number- some coalitional methods are longer to compute than the complete one.
This is because the time taken to find the appropriate a-threshold with the bisection method is too large relative to the
global computation time, which also includes training models and influence computation for each attribute.

Nevertheless, for larger datasets, the performances of coalitional methods are satisfying. Indeed, in a similar way to
Random Forest results, coalitional methods with a 50%-threshold are faster to compute than 4-depth method for the
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same error with respect to the complete -especially PCA which is really efficient. Spearman and PCA with a 25%
threshold are very efficient as well, with a computation time between those of 2-depth and 3-depth while being more
accurate than 3-depth.

5.6 How to interpret the coalitional explanations

In this section, we show an example of the use of our coalitional methods on a real use case dataset and for specific
instances from this dataset. For this experiment, we only consider the Spearman method, since it produces one of the
best results as discussed in the previous sections. We also include the Kernel SHAP method for a comparison with the
explanations found with the Spearman approach.

The quality of an interpretability method is a subjective concept and it would be difficult to theorize measures to
assess what constitutes good interpretability. Nevertheless, some criteria exist in the literature to evaluate individual
explanations [37]]. Properties such as fidelity and comprehensibility can help non-experts to evaluate and compare
individual explanations, thus explanations methods. Fidelity represents the ability of an explanation to approximate the
prediction of the ’black box” model and comprehensibility evaluates the ability of users to understand the explanations.

The use case dataset concerns the SARS-COV2 - also called Covid-19 - epidemic outbreak in France during spring
2020. Data collection complied with the European GDPR rules and consists of anonymized medical information of
409 patients with Covid-19 virus hospitalized at the Centre Hospitalier Intercommunal de Créteil E] between March
and May 2020. The primary binary outcome consists of the deterioration of the patient’s state of health during their
stay, also called aggravation. Deterioration was defined as the requirement for mechanical ventilation, presence of
septic shock, acute respiratory distress syndrome, a requirement for resuscitation maneuvers during hospitalization or
hospital mortality. Out of the total number of patients, 176 of them had a deterioration in their health state, i.e. 43% of
the data set. Each patient profile is established at the patient’s arrival at the hospital. Available information consists of
10 attributes such as basic characteristics (age and gender), exam results of Chest Computed-Tomography (CT) scan
severity, and comorbidities like cancer, type-2 diabetes, obesity, intellectual disability, cardiovascular disease. For this
use case, a Random Forest model and the Spearman coalitional method with a complexity threshold of 25% are used.
The model has an accuracy of 74% with an 80% precision and a 69% recall.

Figure [I9] and [20] give the average absolute influence of each attribute, with or without taking into account the class
predicted by the model, for the Spearman 25% and Kernel SHAP method respectively. Age and chest Chest scan
severity are the two most important attributes for both methods, with Chest scan severity having a greater impact
on aggravation class. This shows a coherence between the medical reality and both explanation methods. Indeed, a
high Chest scan severity is strongly associated with an aggravation of the health state as shown in [38]. Both meth-
ods also have different results for other attributes, such as cardio-vascular disease, cancer and mental disability that
have on average almost no impact with KernelSH AP and all attributes have on average a higher influence with
the Spearman method. Taking into account classes, the average influences for both classes are relatively similar
using KernelSH AP, except for the age and severity of the chest CT scan. With the Spearman method, the aver-
age influences of ageusia anosmia, diabetes and insulin treatment are dissimilar. For older patients with high chest
scanner severity, type-2 diabetes, insulin treatment, or ageusia anosmia, the model is likely to predict a higher risk
of deterioration with Spearman since the average absolute influence of these attributes is higher for the aggravation
class.

All these behaviors from our model are coherent with the clinical literature about Covid-19 [39]]. In contrast, with the
KernelSH AP method, the near-zero average influences for some attributes are inconsistent with known risk factors.

Another important point of the explanations is the fidelity and ease of understanding and interpreting them. Although
very subjective, these parameters are essential to take into account in the medical field, since a lack of fidelity to the
model and understanding of the explanations can lead to wrong decision making and consequences for the health of
patients. To evaluate this, one instance of each class from the Covid-19 dataset was randomly drawn to describe and
evaluate the explanation of the KernelSH AP and the Spearman coalitional method. Figures [21]and 22] show the
influence of each attribute for these patients, whose descriptions are given below. Patient A is a 54-year-old obese man
with no clinic sign of infection in his chest CT scan. He also has insulin treatment and signs of ageusia or anosmia. The
two methods find that the value of Chest CT scan severity and age for this patient contributes the most to the prediction
of non-aggravation while his gender, his symptoms of anosmia and ageusia, his obesity, and his insulin treatment goes
against the prediction. The explanations allow us to understand that this patient has many risk factors and that the
non-aggravation prediction comes mainly from the absence of severity of the chest CT scan and the patient’s age.
However, for the Kernel SHAP method, the absence of cardiovascular disease goes against non-aggravation prediction
while it contributes to the prediction for the Spearman method. This seems contrary to medical knowledge about

*https://www.chicreteil.fr/
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Covid-19 [39]], since cardiovascular disease is a risk factor. The absence of disease should therefore be in favour of a
non-aggravation of the patient’s state of health.

Patient B is a 76-year-old man with type-2 diabetes, insulin treatment, ageusia anosmia. The severity of his chest CT
scan is 4 out of 4 which is a critical value. For Kernel SHAP method, the chest scan severity is way more important
than other attributes in the prediction. For Spearman method, even if the severity of the chest CT scan is significant,
the presence of insulin treatment, the patient’s gender and age are important. The absence of cancer, cardiovascular
disease, intellectual disability, and obesity goes against the prediction, while there are no impact with Kernel SHAP
method. Spearman’s explanations are slightly more contrasted than Kernel SHAP’s ones.

For this use case, the two methods are easy to understand as there are based on the same additive strategy. For both
methods and both examples, influences approximate closely model predictions, and therefore have a high fidelity.
However, this fidelity is only local, as methods only explain individual data instances. Moreover, and based on the
clinical literature about Covid-19 [39], the explanations from Spearman method seem more consistent for comorbidi-
ties. Finally, the complete dataset was computed in 51 seconds with the Spearman method when it took more than 18
minutes for the Kernel SHAP method, for similar results.

6 Source code

The full implementation of our proposals (including all the methods proposed in Section M| as well as
the K-complete and Complete methods) is available here: https://github.com/kaduceo/coalitional_
explanation_methods.

The source code will evolve considering future works.

7 Conclusion and perspectives

This paper explored several approximations of the additive explanation method based on Shapley values, named com-
plete method in the paper since this method is computationally exponential with respect to attribute number, thus
intractable in most practical cases. We compared existing approximation methods such as SHAP or k-depth that are
both limited in their inclusion of attribute interdependence which has a clear impact on their performances either in
their accuracy, with respect to the complete method, or computation time. In order to take into account the interac-
tion between attributes more efficiently, we developed several methods, called coalitional methods, based on smarter
grouping attribute procedures that only retain relevant groups of attributes, thus lowering complexity and computa-
tion time while maintaining an acceptable precision. Tests were conducted on 243 datasets with a different number
of attributes and instances. Coalitional methods show the most promising results, especially those based on PCA,
Spearman and Reverse VIF. These new methods notably outperform existing ones, whether k-depth or SHAP-based,
for more complex datasets where attribute interdependence is more likely to be present. Although our results open up
encouraging perspectives of practical application of individual prediction interpretability, either in terms of accuracy
or in computation time, the main problem is that computing the complete influences, which is the comparison baseline
for our study, becomes near impossible with larger attribute numbers. Thus, it is very difficult to monitor the perfor-
mance of our different methods with this baseline. A possible way to address this problem could be first to run a global
attribute importance study for large datasets using methods such as Permutation Importance that is model agnostic or
Gini Importance for tree-based models. Then use this information to compute influences only for the most important
attributes during the individual explanation generation.

A longer-term perspective is also to take into account the context where the predictive analysis is conducted. Indeed,
the explanations provided for particular instances cannot be totally satisfactory for any users in any situations. The
degree of user expertise in the data seems very important to consider: an expert user will certainly be more interested
in very precise explanations than a novice one. Moreover, the analysis process may have an impact on the type of
explanations to consider. The explanations should not be analysed in the same way depending on whether the analysis
is carried out in an exploratory or confirmatory manner.
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Figure 18: Performance maps for two sets of datasets for coalitional methods for SVM
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Figure 22: Influences of patient B with Kernal SHAP and Spearman 25%

30



	1 Introduction
	2 Related works
	2.1 How to explain a model by using its predictions
	2.2 Grouping attributes

	3 The Complete method and its approximations from the literature
	3.1 Complete explanation
	3.2 K-complete explanation
	3.3 SHapley Additive exPlanation
	3.4 Limitations of these approaches

	4 Proposals of coalition computing methods
	4.1 Coalitional explanation methods
	4.1.1 Model-based coalition

	4.2 PCA based coalition
	4.3 VIF and revVIF based coalition
	4.4 Spearman correlation based coalition

	5 Evaluation of the additive methods
	5.1 Experimental protocol
	5.2 Evaluation of the literature methods
	5.3 Evaluation of the coalitional methods
	5.4 Group characterization of coalitional methods
	5.5 Performance between literature and coalitional methods over different types of datasets
	5.6 How to interpret the coalitional explanations

	6 Source code
	7 Conclusion and perspectives
	8 Acknowledgement

