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An arbitrary order and pointwise divergence-free finite element scheme for the incompressible 3D Navier-Stokes equations.
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Abstract
In this paper we introduce a new discretization of the incompressible Navier-Stokes equations. We use the Lamb identity for the advection term $(u \cdot \nabla) u$ and the general idea allows a lot of freedom in the treatment of the non-linear term. The main advantage of this scheme is that the divergence of the fluid velocity is pointwise zero at the discrete level. This exactness allows for exactly conserved quantities and pressure robustness. Discrete spaces consist of piecewise polynomials, they may be taken of arbitrary order and are already implemented in most libraries. Although the nonlinear term may be implemented as is, most proofs here are done for the linearized equation. The whole problem is expressed in the finite element exterior calculus framework (developed in [15]). We also present numerical simulations, our codes are written with the FEniCS computing platform, version 2019.1.0. See fenicsproject.org and [6].
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1 Overview.
The purpose of this paper is to give a discrete formulation of the Navier-Stokes equations with pointwise divergence-free solutions in the space of piecewise polynomials of arbitrary degree.

*marien-lorenzo.hanot@umontpellier.fr*
There are three main parts, first we give the formulation and state a few results in section 2, then sections 3 to 5 are dedicated to the proofs of the main results. Section 3 and 4 are technical. Lastly we present some numerical simulations done with our scheme in section 6. In the second part of the paper, we work in the finite element exterior calculus setting, and we will assume that the reader has some familiarity with the main results of the theory. No prior knowledge of exterior calculus are expected in the two other parts. In addition to the convergence rate, we show in section 6.3 that our scheme gives a good qualitative description of rotating fluids (specifically we are interested in critical speeds for Taylor-Couette flows).

1.1 State of art.

Recently much work has been done to design structure preserving methods, but while the construction of such methods was found early on in two dimensions, the three dimensional case remained difficult and the introduction of the finite element exterior calculus brought a significant breakthrough. An excellent review is given in [14]. The general idea taken from the finite element exterior calculus is to use a subcomplex of the De Rham complex. There are well-known discretizations of this complex with minimal regularity, however the discretization of smoother variants is still an active topic usually leading to shape functions of high degree, see for exemple the progress made in [10]. We chose to use the complex with minimal regularity, as this is often done for electromagnetism or recently for magnetohydrodynamics (see [19]).

The main difference from usual schemes lies in the regularity of the velocity field since we only require it to be in $H(\text{div})$ and in the discrete adjoint of $H(\text{curl})$. Whereas the continuous space regularity is the same than the usual one, since the adjoint of $(\text{curl}, H(\text{curl}))$ is $(\text{curl}, H_0(\text{curl}))$, and the velocity is sought in $H(\text{div}) \cap H_0(\text{curl}) \subset H^1$ (for a smooth enough domain, it is discussed in part 3.2 of [3]) this does not hold (in general) in the discrete case since for $V_h \subset H(\text{curl})$ and $(\text{curl}^*, V_h^*)$ the adjoint of $(\text{curl}, V_h)$ we no longer have $V_h^* \subset H(\text{curl})$. This has a fundamental impact both from the philosophical and practical point of view. In practice since $v \in H(\text{div})$ (resp. $v \in H(\text{curl})$) does not impose continuity of the tangential (resp. normal) components on faces, we will not have any degree of freedom corresponding to these and lack any way to set them in a Dirichlet boundary condition. This means that the normal and the tangential part of the boundary condition must be treated in two different ways. This may be viewed as an advantage since it allows to easily enforce a net zero outflow on a moving wall even when the mesh is only an approximation of the expected geometry. From the philosophical point of view it makes more sense in the exterior algebra and means that the fluid velocity is really sought as a ”2-form” (mostly defined by its flux across cell boundaries) which happens to be regular enough to also be in
the domain of the exterior derivative adjoint.

Let us summarize the main idea of the algorithm. In order to preserve the free divergence constraint, we have to consider \( u \) as a 2-form, which can be discretized by face elements. Then it is not straightforward to discretize the Laplacian in the usual way \( \langle \nabla u, \nabla v \rangle \) because \( \nabla u \) is not a natural quantity for a 2-form. Our simple trick is to use the fact

\[
\Delta u = \nabla (\nabla \cdot u) - \nabla \times (\nabla \times u) = -\nabla \times (\nabla \times u).
\]

Now \( \nabla \times u \) is exactly the codifferential of \( u \) and is therefore a natural quantity. It is precisely a 1-form and can be discretized with edge elements.

2 Main results.

We recall the Navier-Stokes equations:

\[
\begin{align*}
\frac{\partial u}{\partial t} + (u \cdot \nabla)u - \nu \Delta u + \nabla p &= f \text{ on } \Omega \times (0, T), \\
\nabla \cdot u &= 0 \text{ on } \Omega \times (0, T)
\end{align*}
\]

(2.1)

together with some boundary and initial conditions, where \( \Omega \) is a bounded domain of \( \mathbb{R}^3 \), \( u \) is the velocity of the fluid, \( p \) the pressure, \( \nu \) the kinematic viscosity and \( f \) an external force.

Using the Lamb identity \( (u \cdot \nabla)u = (\nabla \times u) \times u + \frac{1}{2} \nabla (u \cdot u) \), we get the following formulation

\[
\begin{align*}
\frac{\partial u}{\partial t} + (\nabla \times u) \times u - \nu \Delta u + \nabla P &= f \text{ on } \Omega \times (0, T), \\
\nabla \cdot u &= 0 \text{ on } \Omega \times (0, T)
\end{align*}
\]

(2.2)

where \( P = p + \frac{1}{2} u \cdot u \).

Since \( \nabla \cdot u = 0 \) (in the continuous setting but also in the discrete one as we shall see below) we may rewrite the Laplacian as

\[
\Delta u = -\nabla \times (\nabla \times u)
\]

and our formulation becomes

\[
\begin{align*}
\frac{\partial u}{\partial t} + (\nabla \times u) \times u + \nu \nabla \times (\nabla \times u) + \nabla P &= f \text{ on } \Omega \times (0, T), \\
\nabla \cdot u &= 0 \text{ on } \Omega \times (0, T).
\end{align*}
\]

(2.3)

2.1 Function spaces and weak formulations.

Our scheme does not rely on a particular choice of discrete spaces, instead we make some assumptions on them and any space fulfilling these assumptions may be used. Our assumptions are given in the section 2.4; indeed adequate spaces are readily available on simplicial and cubic meshes (they are given e.g. in the periodic table of finite elements [8]). We shall need four spaces, namely \( V^1 = H(\text{curl}, \Omega) \), \( V^2 = H(\text{div}, \Omega) \), \( V^3 = L^2(\Omega) \) and \( \mathcal{H} = \text{div}(V^2)^\perp \subset L^2 \). Let \( T_h \) be a simplicial triangulation of \( \Omega \), we choose the following discretization:
Figure 1: Degrees of freedom on reference elements for the two lowest polynomial degree $r = 1$ and $r = 2$.

- To define the curl space $V_h^1$ we use Nedelec’s edge elements of the first kind of degree $r$ (or $P^{-r} \Lambda^1$ in the periodic table), $V_h^1 = \{ \omega \in H(\text{curl}, \Omega); \omega_T \in P^{-r} \Lambda^1(T), \forall T \in T_h \}$.
- To define the velocity space $V_h^2$ we use Nedelec’s face elements of the first kind of degree $r$ (or $P^{-r} \Lambda^2$), $V_h^2 = \{ \omega \in H(\text{div}, \Omega); \omega_T \in P^{-r} \Lambda^2(T), \forall T \in T_h \}$.
- To define the pressure space $V_h^3$ we use discontinuous Galerkin elements of degree $r - 1$ (or $P^{-r} \Lambda^3$), $V_h^3 = \{ \omega \in L^2(\Omega); \omega_T \in P^{-r} \Lambda^3(T), \forall T \in T_h \}$.
- $\delta_h$ is the orthogonal complement of $\text{div}(V_h^2)$ in $V_h^3$ (the kernel of the discrete gradient).

We may substitute the first kind by the second, at the expense of increasing the polynomial degrees. Nedelec elements of first and second kind are respectively the 3-dimensional equivalent of Raviart-Thomas and of Brezzi-Douglas-Marini elements. The space $\delta_h$ is just the natural way of fixing the pressure (usually only defined up to an arbitrary constant when it does not appear in boundary conditions). Figure 1 shows the degrees of freedom of this choice of finite elements for $r = 1$ and $r = 2$, here we only use the last three spaces on the sequence.

In full generality $\delta_h$ is simply the space of the discrete harmonic 3-forms. When there is no boundary condition on $V_h^2$, $\delta_h = 0$. When Dirichlet boundary conditions are prescribed everywhere $\delta_h$ is 1-dimensional. In the latter case, $\delta_h$ is equal to the space of constant functions. Thus the pressure is known up to a constant.

Remark 2.0.1. In this case the space of discrete harmonic 3-forms is the same as the space of continuous harmonic 3-forms.

The weak formulation is:
find \((\omega, u, p, \phi) \in V^1 \times V^2 \times V^3 \times H\) such that \(\forall (\tau, v, q, \chi) \in V^1 \times V^2 \times V^3 \times H\):

\[
\langle \omega, \tau \rangle - \langle u, \nabla \times \tau \rangle = 0, \quad (2.4)
\]

\[
\langle u_t, v \rangle + \nu \langle \nabla \times \omega, v \rangle + \langle \omega \times u, v \rangle - \langle p, \nabla \cdot v \rangle = \langle f, v \rangle, \quad (2.5)
\]

\[
\langle \nabla \cdot u, q \rangle + \langle \phi, q \rangle = 0 \quad (2.6)
\]

\[
\langle p, \chi \rangle = 0 \quad (2.7)
\]

The equation (2.4) is equivalent to \(\omega = \nabla \times u\) and \(u \in H_0(\text{curl})\), (2.5) is equivalent to \(\nu \nabla \times u + \omega \times u + u_t + \nabla p = f\) and \(p \in H_0^1\), (2.6) is equivalent to \(\nabla \cdot u = 0\), and (2.7) is equivalent to \(p \in \text{div}(H(\text{div}))\).

Remark 2.0.2. Equation (2.6) might seem odd but since \(\phi\) is the harmonic projection of \(0\) so \(\phi = 0\). So the equation is indeed equivalent to \(\nabla \cdot u = 0\).

The general semi-discrete (continuous in time) linearized formulation is:

find \((\omega, u, p, \phi) \in V^1_h \times V^2_h \times V^3_h \times H_h\) such that \(\forall (\tau, v, q, \chi) \in V^1_h \times V^2_h \times V^3_h \times H_h\):

\[
\langle \omega, \tau \rangle - \langle u, \nabla \times \tau \rangle = 0,
\]

\[
\langle u_t, v \rangle + \nu \langle \nabla \times \omega, v \rangle + \langle l_3 \omega, v \rangle + \langle l_5 u, v \rangle - \langle p, \nabla \cdot v \rangle = \langle f, v \rangle,
\]

\[
\langle \nabla \cdot u, q \rangle + \langle \phi, q \rangle = 0
\]

\[
\langle p, \chi \rangle = 0
\]

where \(l_3\) and \(l_5\) are arbitrary linear functions. We use \(l_5\) for the linearization of \(\omega \times u\) and for the discretization of \(u_t\), whereas we solely use \(l_3\) for the linearization of \(\omega \times u\). Proof of the well-posedness and error estimates are given for this formulation, the main result being given in (4.13.1). For the above-mentioned choice of spaces we get:

\[
\|u - u_h\| + \|\omega - \omega_h\| + \|\nabla \times (\omega - \omega_h)\| + \|p - p_h\| \lesssim O(h^r)
\]

where \((\omega, u, p, \phi)\) is the solution to the continuous problem and \((\omega_h, u_h, p_h, \phi_h)\) the solution to the discrete problem. Note that the hidden constant does depend on the operator norm of \(l_3\) and of \(l_5\), and that we assumed to be able to change \(l_5\) by \(l_5 + \epsilon I\) for an arbitrary small \(\epsilon\) (in particular we do not have the well-posedness for \(l_5 = 0\) on some domains).

Lastly we shall give the fully discrete scheme we used in our numerical simulations, the time is discretized with an implicit Euler method and we chose a symmetric linearization of the nonlinear term \(\omega \times u\). We take \((\omega^0, u^0, p^0, \phi^0) = (\nabla \times u_0, u_0, 0, 0)\) if an initial condition \(u_0\) is given (else we take \(u_0 = 0\) and take \(\delta t\) a timestep. We may now construct iteratively a sequence (for \(n \geq 1\)) by the problem:

find \((\omega^n, u^n, p^n, \phi^n) \in V^1_h \times V^2_h \times V^3_h \times H_h\) such that \(\forall (\tau, v, q, \chi) \in V^1_h \times V^2_h \times V^3_h \times H_h\):

\[
\langle \omega, \tau \rangle - \langle u, \nabla \times \tau \rangle = 0,
\]

\[
\langle u_t, v \rangle + \nu \langle \nabla \times \omega, v \rangle + \langle l_3 \omega, v \rangle + \langle l_5 u, v \rangle - \langle p, \nabla \cdot v \rangle = \langle f, v \rangle,
\]

\[
\langle \nabla \cdot u, q \rangle + \langle \phi, q \rangle = 0
\]

\[
\langle p, \chi \rangle = 0
\]
\[ V_h^2 \times V_h^2 \times \mathcal{S}_h: \]
\[ \langle \omega^n, \tau \rangle - \langle u^n, \nabla \times \tau \rangle = 0, \]
\[ \langle u^n, v \rangle + \delta t(\mu \langle \nabla \times \omega^n, v \rangle + \frac{1}{2}(\omega^n \times u^{n-1} + \omega^{n-1} \times u^n), v) \]
\[ -\langle p^n, \nabla \cdot v \rangle = \langle u^{n-1}, v \rangle + \delta t(f, v), \quad (2.9) \]
\[ \langle \nabla \cdot u^n, q \rangle + \langle \phi^n, q \rangle = 0 \]
\[ \langle p^n, \chi \rangle = 0. \]

**Remark 2.0.3.** Steady problems are sought iteratively with this scheme. Although one may think that this is a simple trick to get what can be computed in a single step of a nonlinear problem, we like to think of them as asymptotically steady problems. Indeed they are typically driven by some non-zero boundary conditions physically corresponding to some moving parts. Since we start our iteration from a fluid at rest, we may simply view it as a sharp increase of the speed of the boundary (in less than a timestep). Numerical studies ([7]) show that we obtain a different steady state whether we start from a fluid at rest and increase sharply the speed, increase gradually (at each step) the speed or start from a faster moving state and gradually decrease the speed. A single, non-linear step may not differentiate between them.

### 2.2 Boundary conditions.

We give a quick review of the boundary conditions readily available. Let \( n \) be the unit outward normal to the boundary and \( g \) and \( h \) arbitrary functions in a suitable space. Equalities below are always understood on \( \partial \Omega \) and any combination of the following conditions may be used:

- \( \omega \times n = g, \quad u \cdot n = h. \)
- \( \omega \times n = g, \quad p = h. \)
- \( u = g. \)
- \( u \times n = g, \quad p = h. \)

The first two conditions are uncommon since they ask for the tangential trace of the vorticity. The third is the most commonly used since it allows to enforce the noslip condition with \( u \cdot n = 0, \quad u \times n = 0. \)

In order to implement them, we use essential Dirichlet boundary conditions for:

- \( \omega \times n = g \) and take test functions in \( H_0(\text{curl}) \).
- \( u \cdot n = g \) and take test functions in \( H_0(\text{div}) \).

And natural conditions for the other two:

- \( u \times n = g \) by adding \(-\int_{\partial\Omega} (g \times \tau) \cdot n ds\) to the left-hand side of equations \([2.9]\).
- \( P = g \) by adding \(\int_{\partial\Omega} g \cdot v \cdot n ds\) to the left-hand side of equations \([2.9]\).
2.3 Two dimensional formulation.

While everything is expressed in $\mathbb{R}^3$ it is perfectly possible to apply this to an 2-dimensional problem. One shall take the Raviart-Thomas’s face elements (and not edge since we wish to preserve a pointwise zero divergence) or Brezzi-Douglas-Marini’s face elements for $V^2_h$ and substitute $\nabla \times \omega$ by its usual two dimensional expression:

$$\nabla \times \omega = \nabla \times \begin{bmatrix} 0 \\ 0 \\ \omega \end{bmatrix} \quad \text{and} \quad \omega \times u = \omega u^\perp = \omega \begin{bmatrix} -u_2 \\ u_1 \end{bmatrix}.$$ 

Everything said and proved below also works in two dimensions.

2.4 Notations.

We shall make extensive use of the following notations, which are explained in greater detail in [15].

- $d$ is the exterior derivative, $d^*$ its adjoint or codifferential,
- $W^0 \to W^1 \to W^2 \to W^3$ is the $L^2$-De Rham complex of a bounded domain of $\mathbb{R}^3$. We shall only use the last three of them,
- $V^0 \to V^1 \to V^2 \to V^3$ is a dense subcomplex on which the exterior derivative is defined (and not just densely defined). Here we have $H^1(\Omega) \to H(\text{curl}, \Omega) \to H(\text{div}, \Omega) \to L^2(\Omega)$.
- $V^*_k$ is the domain of the adjoint of $(d,V_k)$,
- $\| \cdot \|$ is the $L^2$-norm, scalar or vectorial,
- $\| \cdot \|_V$ is the $V$ norm, defined by $\| \cdot \|_V = \| \cdot \| + \|d \cdot \|$, 
- Sometimes we take the norm on $V \cap V^*$, it is given by $\| \cdot \|_V + \|d^* \cdot \|$, 
- $V^*_0 \to V^*_1 \to V^*_2 \to V^*_3$ is a discrete subcomplex parametrized by $h$,
- $P_h$ is the orthogonal projection on the discrete subcomplex and in general $P_A$ is the orthogonal projection on $A$.

We assume that our complexes have the compactness property, which means that the inclusion $V^k \cap V^*_k \subset W^k$ is compact for each $k$. We also assume that there exists a cochain projection $\pi^k_h : V^k \to V^*_h$, bounded for the $W$-norm.

Each space has the Hodge-decomposition $W^k = \mathcal{B}^k \oplus \mathcal{F}^k$, where $\mathcal{B}^k = d(W^{k-1})$, $\mathcal{F}^k = d^*(W^{k+1})$ and $\mathcal{F}^k = \mathbb{R}^k / \mathcal{B}^k$, $\mathcal{F}^k$ being the kernel of $d : W^k \to W^{k+1}$.

In order to measure the approximation properties of the discrete subspaces we introduce the notation $E = E^k$, defined by:

$$\forall k, \forall \sigma \in V^k, E^k(\sigma) := \inf_{\tau \in V^*_h} \| \sigma - \tau \|. \quad (2.10)$$

The choice of spaces introduced in section 2.1 does indeed verify all these properties with $E = O(h^r)$ on a dense subset; this is proved in [5].
When it is obvious from the context we shall drop the exponent. When we apply an operator (such as $\pi_h$, $d$ or $d^*$) to a product space, we mean to apply it to each component. When we add a suffix $h$ such as $d_h$ instead of $d$ we refer to the discrete counterpart of the object. We will often add a numerical suffix such as $z_2$ for $z \in V^2 \times V^3$, this means we take the $V^2$ component of $z$ and will be clear from the context. Usually when dealing with a primal formulation we will use the variable $(u, p)$, and they can indeed be seen as the velocity and pressure. However when we deal with mixed formulations, we will often write $(u_1, u_2, u_3)$, 1,2 and 3 here refer to 1-form, 2-form and 3-form and have nothing to do with components in a frame of the velocity field. Specifically we will have the identification $u_1 = \omega$, $u_2 = u$ and $u_3 = p$. The symbol $A \lessapprox B$ means that there exists hidden constant $C$ independent of $A$ and $B$ (usually depending solely on few specified parameters) such that $A \leq CB$.

3 Linear steady problem.

We first study a simpler problem, analogous to a Stokes problem, which is also closely related to the Hodge-Laplace problem (see [15]). The problem is given $f = (f_2, f_3)$: find $(u, p)$ such that
\[
\nu \nabla \times (\nabla \times u) + \nabla p = f_2 \text{ on } \Omega, \\
\nabla \cdot u = f_3 \text{ on } \Omega
\]

3.1 Primal formulation.

We give the primal formulation in order to explain more clearly what we seek in the mixed formulation, and because we shall need this operator in section 4. Since we have no way to reach the harmonic part of $f_2$, we must include a second harmonic space (this time of 2-forms).

**Definition 3.1.** Let $D_0 := \{(u, p) \in (V^2 \cap V^*_2) \times V^*_3 | d^*u \in V^1\}$, $f \in W^2 \times W^3$ and

\[
L_0 := \begin{bmatrix}
\nu \nabla \times \nabla \times & -\nabla \\
d & 0
\end{bmatrix} = \begin{bmatrix}
\nu \nabla \times \nabla \times & -\nabla \\
\nabla & 0
\end{bmatrix}, \quad (3.1)
\]

The problem is to find $(u, p) \in P_{D_0} D_0$, such that

\[
\forall (v, q) \in P_{D_0} D_0, (L_0(u, p), (v, q)) = (f, (v, q)).
\]

**Remark 3.1.1.** Since $d : V^3 \rightarrow 0$, the Hodge decomposition on $W^3$ reads $W^3 = \mathcal{H}^3 \oplus \mathcal{H}^3$. We also have the equality between the $V$-norm and the $W$-norm.
3.2 Continuous Well-posedness.

Now we introduce the mixed formulation, it is characterized by the introduction of the auxiliary variable $u_1$ corresponding to $\nabla \times u_2$ or $d^* u_2$. The problem reads: given $(f_2, f_3) \in W^2 \times W^3$, find $(u_1, u_2, u_3, \phi_2, \phi_3) \in V^1 \times V^2 \times V^3 \times \delta^2 \times \delta^3$ such that $\forall (v_1, v_2, v_3, \chi_2, \chi_3) \in V^1 \times V^2 \times V^3 \times \delta^2 \times \delta^3$,

$$\langle u_1, v_1 \rangle - \langle u_2, dv_1 \rangle = 0,$$
$$\nu \langle du_1, v_2 \rangle - \langle u_3, dv_1 \rangle + \langle \phi_2, v_2 \rangle = \langle f_2, v_2 \rangle,$$
$$\langle du_2, v_3 \rangle + \langle \phi_3, v_3 \rangle = \langle f_3, v_3 \rangle,$$
$$\langle u_2, \chi_2 \rangle + \langle u_3, \chi_3 \rangle = 0.$$

The associated bilinear form is noted $B_0$. We took the space $\delta^2$ to deals with the general case, however it is null on most domains.

**Lemma 3.2.** There is $\alpha > 0$, such that $\forall (u_1, u_2, u_3, \phi_2, \phi_3) \in V^1 \times V^2 \times V^3 \times \delta^2 \times \delta^3$ we have:

$$\sup_{(v_1, v_2, v_3, \chi_2, \chi_3)} \frac{B_0((u_1, u_2, u_3, \phi_2, \phi_3), (v_1, v_2, v_3, \chi_2, \chi_3))}{\| (v_1, v_2, v_3, \chi_2, \chi_3) \|_{V^2}} \geq \alpha \| (u_1, u_2, u_3, \phi_2, \phi_3) \|_{V^2}.$$

**Proof.** For any $(u_1, u_2, u_3, \phi_2, \phi_3) \in V^1 \times V^2 \times V^3 \times \delta^2 \times \delta^3$, let $\rho_1 \in \mathcal{W}^*_V \cap V^1$ be such that $d\rho_1 = P_B u_2$, $\rho_2 \in \mathcal{W}^*_V \cap V^2$ be such that $d\rho_2 = P_B u_3 + d u_2$.

And take $v_1 = u_1 - \frac{\nu}{c_p} \rho_1$, $v_2 = P_B u_2 + du_1 - \rho_2 + \phi_2$, $v_3 = du_2 + \phi_3$, $\chi_2 = P_B u_2$, $\chi_3 = P_B u_3$. The Poincaré inequality gives:

$$\| \rho_1 \|_{V^1} \leq c_p \| P_B u_2 \|,$$
$$\| \rho_2 \|_{V^2} \leq c_p \| P_B u_3 \| + c_p \| du_2 \|.$$  

And we easily see that:

$$\| v_1 \|_{V^1} + \| v_2 \|_{V^2} + \| v_3 \|_{V^3} + \| \chi_2 \| + \| \chi_3 \| \leq \| u_1 \|_{V^1} + \| u_2 \|_{V^2} + \| u_3 \|_{V^3} + \| \phi_2 \| + \| \phi_3 \|$$

where the hidden constant only depends on $\nu$ and $c_p$. Then we have

$$B_0((u_1, u_2, u_3, \phi_2, \phi_3), (v_1, v_2, v_3, \chi_2, \chi_3)) =$$

$$\langle u_1, \nu v_1 - \frac{\nu}{c_p} \rho_1 \rangle - \langle u_2, d(\nu v_1 - \frac{\nu}{c_p} \rho_1) \rangle + \nu \langle du_1, P_B u_2 + du_1 - \rho_2 + \phi_2 \rangle - \langle u_3, d(P_B u_2 + du_1 - \rho_2 + \phi_2) \rangle + \langle du_2, du_2 + \phi_3 \rangle + \langle u_2, P_B u_3 \rangle + \langle u_3, P_B u_3 \rangle + \langle \phi_2, P_B u_2 + du_1 - \rho_2 + \phi_2 \rangle + \langle \phi_3, du_2 + \phi_3 \rangle.$$

Using orthogonality of the Hodge decomposition this gives:

$$\nu \langle u_1, u_1 \rangle - \frac{\nu}{c_p} \langle u_1, \rho_1 \rangle - \nu \langle u_2, du_1 \rangle + \frac{\nu}{c_p} \langle u_2, P_B u_2 \rangle + \nu \langle du_1, u_2 \rangle + \nu \langle du_1, du_1 \rangle + \langle u_3, P_B u_3 \rangle + \langle du_2, du_2 \rangle + \langle u_2, P_B u_3 \rangle + \langle u_3, P_B u_3 \rangle + \frac{\nu}{c_p} \langle \phi_2, \phi_2 \rangle + \langle \phi_3, \phi_3 \rangle.$$
there is 

The discrete problem reads:

$$ \nu \|u_1\|^2 - \frac{\nu}{C_p}\|P_{Bp}u_2\|^2 + \nu \|du_1\|^2 + \|u_3\|^2 \leq \frac{c^2}{2} \|u_1\|^2 + \frac{1}{2C_p} \|\rho_1\|^2 \leq \left( \begin{array}{c} 3.3 \end{array} \right) $$

where the hidden constant depends only on $c_p$.

Finally, since $du_3 = 0$, $d\phi_2 = d\phi_3 = 0$ and $\|P_{Bp} u_2\| \leq c_p \|P_{Bp} u_2\| = \|du_2\|$ we have:

$$ B_0((u_1, u_2, u_3, \phi_2, \phi_3), (v_1, v_2, v_3, \chi_2, \chi_3)) \gtrsim \|(u_1, u_2, u_3, \phi_2, \phi_3)\|_V^2 $$

where the hidden constant depends only on $c_p$ and $\nu$.

**Lemma 3.3.** Given any $(v_1, v_2, v_3, \chi_2, \chi_3) \in V^1 \times V^2 \times V^3 \times \mathcal{S}^2 \times \mathcal{S}^3$

there is $(u_1, u_2, u_3, \phi_2, \phi_3) \in V^1 \times V^2 \times V^3 \times \mathcal{S}^2 \times \mathcal{S}^3$ such that

$$ B_0((u_1, u_2, u_3, \phi_2, \phi_3), (v_1, v_2, v_3, \chi_2, \chi_3)) > 0. $$

**Proof.** If $P_{Bp} v_2 \neq 0$ take $u_1 \in V^1$ such that $du_1 = P_{Bp} v_2$, $\phi_2 = 0$, $u_3 = \phi_3 = 0$, then if $(u_1, v_1) = 0$ take $u_2 = 0$ else take $u_2 = dv_1 \frac{\langle u_1, v_1 \rangle}{\|u_1\|^2} (\langle u_1, v_1 \rangle \neq 0$ since $P_{Bp} v_1 \neq 0$ as $\langle u_1, v_1 \rangle \neq 0)$. If $P_{Bp} v_2 = 0$, simply take $u_1 = v_1$, $u_2$ such that $du_2 = P_{Bp} v_3$, $P_{Bp} u_2 = dv_1$, $P_{Bp} u_2 = \chi_2$ (this is possible by the Hodge decomposition), $u_3$ such that $P_{Bp} u_3 = -dv_2$, $P_{Bp} u_3 = \chi_3$, $\phi_2 = P_{Bp} v_2$ and $\phi_3 = P_{Bp} v_3$.

Lemma 3.2 together with 3.3 give the conditions to apply the Babuška–Lax–Milgram theorem. This proves the continuous well-posedness. Moreover we have:

$$ \|u_1\|_V + \|u_2\|_V + \|u_3\|_V + \|\phi_2\|_V + \|\phi_3\|_V \leq c \|f\| $$

where $c$ depends only on $c_p$ and $\nu$.

### 3.3 Discrete well-posedness.

The discrete problem reads:

Given $(f_1, f_2) \in W^2 \times W^3$, find $(u_{1h}, u_{2h}, u_{3h}, \phi_{2h}, \phi_{3h}) \in V^1_h \times V^2_h \times V^3_h \times \mathcal{S}^2_h \times \mathcal{S}^3_h$ such that $\forall (v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h}) \in V^1_h \times V^2_h \times V^3_h \times \mathcal{S}^2_h \times \mathcal{S}^3_h$,

\[ B_0((u_{1h}, u_{2h}, u_{3h}, \phi_{2h}, \phi_{3h}), (v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h})) = \nu \|u_{1h}\|^2 - \frac{(\nu) f_1}{C_p} \|P_{Bp} u_{2h}\|^2 + \nu \|dv_{1h}\|^2 + \|u_{3h}\|^2 \leq \left( \begin{array}{c} 3.6 \end{array} \right) \]

where the hidden constant depends only on $c_p$.
of the discrete problem, then:

\[ B_0((u_{1h}, u_{2h}, u_{3h}, \phi_{2h}, \phi_{3h}), (v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h})) = \langle f_2, v_{2h} \rangle + \langle f_3, v_{3h} \rangle. \]

Since we have a discrete Poincaré inequality (from \([13]\)) and use a subcomplex we may apply exactly the same proof as in the continuous case, substituting continuous spaces for their discrete counterparts.

**Remark 3.3.1.** The only differential operator used in the mixed formulation is \( \mathcal{A} \), its discrete counterpart is then merely its restriction on the discrete space. However since the discrete space of harmonic forms \( \mathcal{H}_h \) may be non-conforming.

### 3.4 Error estimate.

We will only derive a basic error estimate. First we define:

\[ \mu := \max_{k \in \{2, 3\}} \sup_{r \in \mathcal{R}^k, \|r\| = 1} \| (I - \pi^k_h) r \|, \quad (3.8) \]

**Theorem 3.4.** Given \((f_2, f_3) \in W^2 \times W^3\), let \((u_1, u_2, u_3, \phi_2, \phi_3)\) be the solution of the continuous problem and \((u_{1h}, u_{2h}, u_{3h}, \phi_{2h}, \phi_{3h})\) the solution of the discrete problem, then:

\[
\begin{align*}
\| (u_1 - u_{1h}, u_2 - u_{2h}, u_3 - u_{3h}) \|_V + \| (\phi_2 - \phi_{2h}, \phi_3 - \phi_{3h}) \|_V \\
&\lesssim E(u_1) + E(du_1) + E(u_2) + E(du_2) + E(u_3) + E(\phi_2) + E(\phi_3) \\
&\quad + \mu (E(P_{h} u_2) + E(P_{h} u_3))
\end{align*}
\]

where \( E \) is given by \((2.10)\).

**Proof.** For all \((v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h}) \in V^h \times V^h \times V^h \times \mathcal{H}_h \times \mathcal{H}_h\) we have:

\[
B_0((u_1, u_2, u_3, \phi_2, \phi_3), (v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h})) = \langle f_2, v_{2h} \rangle + \langle f_3, v_{3h} \rangle + \langle u_2, \chi_{2h} \rangle + \langle u_3, \chi_{3h} \rangle.
\]

Let \((v_1, v_2, v_3, \chi_2, \chi_3)\) be the orthogonal projection of \((u_1, u_2, u_3, \phi_2, \phi_3)\) into their respective discrete spaces, then by the continuity of \(B_0\),

\[
\begin{align*}
B_0((v_{1h} - v_1, v_{2h} - v_2, v_{3h} - v_3, \phi_{2h} - \chi_2, \phi_{3h} - \chi_3), (v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h})) \\
&= B_0((u_1 - v_1, u_2 - v_2, u_3 - v_3, \phi_2 - \chi_2, \phi_3 - \chi_3), (v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h})) \\
&\quad - (u_2, \chi_{2h}) - (u_3, \chi_{3h}) \\
&= B_0((u_1 - v_1, u_2 - v_2, u_3 - v_3, \phi_2 - \chi_2, \phi_3 - \chi_3), (v_{1h}, v_{2h}, v_{3h}, \chi_{2h}, \chi_{3h})) \\
&\quad - (P_{h} u_2, \chi_{2h}) - (P_{h} u_3, \chi_{3h}) \\
&\lesssim (\| u_1 - v_1 \|_V + \| u_2 - v_2 \|_V + \| u_3 - v_3 \| + \| \phi_2 - \chi_2 \| + \| \phi_3 - \chi_3 \| \\
&\quad + \| P_{h} u_2 \|_V + \| P_{h} u_3 \|_V) (\| v_{1h} \|_V + \| v_{2h} \|_V + \| v_{3h} \| + \| \chi_{2h} \| + \| \chi_{3h} \|)
\end{align*}
\]
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where the hidden constant only depends on $\nu$.

From the discrete inf-sup condition we have

\[
\begin{align*}
\| u_1 h - v_1 \|_V + \| u_2 h - v_2 \|_V + \| u_3 h - v_3 \|_V + & \| \phi_2 h - \chi_2 \| + \| \phi_3 h - \chi_3 \| \\
& \lesssim (\| u_1 - v_1 \|_V + \| u_2 - v_2 \|_V + \| u_3 - v_3 \|_V + \| \phi_2 - \chi_2 \| \\
& + \| \phi_3 - \chi_3 \| + \| P_{\mathcal{D}_h} u_2 \|_V + \| P_{\mathcal{D}_h} u_3 \|_V) .
\end{align*}
\]

where the hidden constant only depends on $\nu$ and the discrete constant of Poincaré.

The theorem follows from

\[
\| \phi_i - \chi_i \| \lesssim E(\phi_i), \| P_{\mathcal{D}_h} u_i \|_V \lesssim \mu E(P_{\mathcal{B}} u_i), \forall i \in \{2, 3\}.
\]

This is proved in the theorem 5.2 of [15].

**Remark 3.4.1.** $E(\phi_i)$ is understood as viewing $\phi_i$ as an element of $V^i \supset \mathcal{D}_i$.

\[
E(\phi_i) = \inf_{q \in V^i_h} \| \phi_i - q \|.
\]

### 4 Linearized problem.

Starting from the linear steady problem (3.2), we add some terms of lower order since this will allow us to construct our scheme.

In the following, $u$ is a shortcut for $(u_1, u_2, u_3, u_p)$.

Now we consider:

\[
B(u, v) := \langle u_1, v_1 \rangle - \langle u_2, dv_1 \rangle + \nu \langle du_1, v_2 \rangle - \langle u_3, dv_2 \rangle + \langle l_3 u_1, v_2 \rangle + \langle l_5 u_2, v_2 \rangle + \langle dv_2, v_3 \rangle + \langle u_3, v_p \rangle + \langle u_p, v_3 \rangle
\]

where $l_3 : W^1 \rightarrow W^2$ and $l_5 : W^2 \rightarrow W^2$ are linear functionals (names are taken from [11]).

Define $D = \{(u, p) \in (V^2 \cap V^*_2) \times (V^*_3 \cap \mathcal{D}^{3+}) | (\nu d + l_3) u \in V^1\}$, $W = W^2 \times (W^3 \cap \mathcal{D}^{3+})$,

\[
L := \begin{bmatrix}
(\nu d + l_3) d^* + l_5 - d^* \\
d & 0
\end{bmatrix}
\]

We consider the primal problem:

Given $f \in W$, to find $(u, p) \in D$ such that

\[
L(u, p) = f.
\]

We also define the dual operator $L'$ on $D' = \{(u, p) \in (V^2 \cap V^*_2) \times (V^*_3 \cap \mathcal{D}^{3+}) | (\nu d^* + l_5^*) u \in V^1\}$ by:

\[
L' := \begin{bmatrix}
(\nu d^* + l_5^*) + d^* \\
-d & 0
\end{bmatrix}
\]
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As an intermediary step, we wish to extend $L$ on a larger domain and introduce the following notations:

\[
\begin{align*}
\Lambda_{\lambda}: (V^2 \cap V^\perp_2) \times (V^3 \cap \mathcal{F}^{1\perp}) &\rightarrow (V^2_\lambda \times (W^3 \cap \mathcal{F}^{1\perp}))', \\
\overline{\Lambda}_{\lambda}(u,p)(v,q) &:= \langle \nu d^* u, d^* v \rangle + \langle l_3 d^* u + l_5 u - \lambda d^* p, v \rangle + \langle \lambda du, q \rangle, \\
\overline{\Lambda}_{\lambda}': (V^2 \cap V^\perp_2) \times (V^3 \cap \mathcal{F}^{1\perp}) &\rightarrow (V^2_\lambda \times (W^3 \cap \mathcal{F}^{1\perp}))', \\
\overline{\Lambda}_{\lambda}'(u,p)(v,q) &:= \langle \nu d^* u + l_3^* u, d^* v \rangle + \langle l_5^* u + \lambda d^* p, v \rangle + \langle -\lambda du, q \rangle.
\end{align*}
\]

Where $\lambda$ is a positive parameter introduced to simplify the proof of theorem 4.1. In the theorem 4.1 we shall see that they are almost always isomorphisms. We define the solution operator $K = (\overline{\Lambda}_{\lambda}^{-1})_2$ and we assume that

\[
d^*(\overline{\Lambda}^{-1}_1)_{2}(W) \subset V^1, (\nu d^* + l_3^*)(K)_{2}(W) \subset V^1
\]

where $(\overline{\Lambda}_{\lambda}^{-1})_2$ and $(K)_2$ are the projections on the first component of the product space taken after the operators. Moreover we assume that $\|dd^*(K)_{2}\|_{W^{-1}W^2}$ and $\|dl_{l3}^*(K)_{2}\|_{W^{-1}W^2}$ are bounded. We show in 5.1 that these assumptions are satisfied when $l_3$ and $l_5$ are those used in our scheme.

The proof follows the same outline as [11]. First we prove that the continuous primal formulation gives an isomorphism, then we prove that the continuous mixed formulation is well-posed. Lastly we prove the well-posedness of the discrete mixed formulation and give an estimation of the error in energy norm.

### 4.1 Continuous primal formulation

**Theorem 4.1.** $\Lambda_{\lambda} + \mu(\cdot, \cdot)$ is a bounded isomorphism for all $\mu \in \mathbb{C}$ except for a countable subset.

**Proof.** Let $c = \max(||l_3||, ||l_5||)$, for $(u, p) \in (V^2 \cap V^\perp_2) \times (V^3 \cap \mathcal{F}^{1\perp})$ take $v_{3B} = u_{3B}, v_{3B} = u_{3B}, v_{3B} = -d^* p, q = du$. We have:

\[
\begin{align*}
(\mu(\cdot, \cdot) + \Lambda_{\lambda})(u,p)(v,q) &= \nu\langle d^* u, d^* u \rangle + \lambda\langle d^* p, d^* p \rangle + \lambda\langle du, du \rangle \\
&+ \langle l_3 d^* u, u_{3B} - d^* p + u_{3B} \rangle + \langle l_5 u, u_{3B} - d^* p + u_{3B} \rangle \\
&+ \mu(u, u_{3B} + u_{3B}) - \mu(u, d^* p) + \mu(p, du) \\
&= \nu\|d^* u\|^2 + \lambda\|d^* p\|^2 + \lambda\|du\|^2 + \mu\|u_{3B} + u_{3B}\|^2 \\
&+ \langle l_3 d^* u, u_{3B} - d^* p + u_{3B} \rangle + \langle l_5 u, u_{3B} - d^* p + u_{3B} \rangle.
\end{align*}
\]

With the Cauchy–Schwarz inequality and the identity $ab \leq 2^{-1}(a^2 + b^2)$ we bound the last line from (4.6) we bound the last line from [4.6]

\[
\begin{align*}
\langle l_3 d^* u, u_{3B} - d^* p + u_{3B} \rangle + \langle l_5 u, u_{3B} - d^* p + u_{3B} \rangle &\leq \frac{\epsilon^2}{2\nu}(\|u_{3B} + u_{3B}\|^2 + \|d^* p\|^2) + \frac{\nu}{2}\|d^* u\|^2 \\
&+ \frac{\epsilon^2}{2}(\|u_{3B} + u_{3B}\|^2 + \|d^* p\|^2) + \frac{1}{2}\|u\|^2.
\end{align*}
\]
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Since \( \|u_{3}\| \leq c_{\rho}\|du\| \) and \( \|u\| \leq \|u_{3}\| + \|u_{3} + u_{\beta}\| \) we have:

\[
\langle \mu(\cdot, \cdot) + \overline{\lambda}, (u, p) \rangle(v, q) \geq (\mu - \frac{c_{\rho}^{2}}{2\nu} - \frac{c_{\rho}^{2}}{2} - \frac{1}{2})\|u_{3} + u_{\beta}\|^{2} + \frac{\nu}{2}\|d^{*}u\|^{2} + (\lambda - \frac{c_{\rho}^{2}}{2}\|\nu d\|d)\|du\|^{2}.
\]

Using once again the Poincaré inequality to bound \( \|u_{3}\| \) by \( \|du\| \) and \( p_{3} \) by \( \|d^{*}p\| \) (on the dual complex), and since \( \|p_{3}\| = \|p\| \) (as \( p \in V^{3} \cap \delta^{3,1} \)) we have for \( \lambda \) and \( \mu \) large enough (solely depending on \( c \) and \( c_{\rho} \)):

\[
\langle \mu(\cdot, \cdot) + \overline{\lambda}, (u, p) \rangle(v, q) \geq \|u\|^{2} + \|du\|^{2} + \|d^{*}u\|^{2} + \|p\|^{2} + \|d^{*}p\|^{2}
\]

Clearly \( \|\nu v\|_{V^{3} \times W^{3}} \leq \|u, p\|_{V^{3} \times V^{3}} \) as \( \|d^{*}v\| = \|d^{*}u_{3}\| \leq \|d^{*}u\| \) and \( \langle \mu(\cdot, \cdot) + \overline{\lambda}, (u, p) \rangle(v, q) \) is continuous as a bilinear form from \( (V^{3} \cap V_{3}^{1}) \times (V_{3}^{1} \times (W^{3} \cap \delta^{3,1})) \). The only thing left to show in order to use the Babuška–Lax–Milgram theorem is the second condition: for any \( (v, q) \neq 0 \) we must find \( (u, p) \) such that \( \langle \mu(\cdot, \cdot) + \overline{\lambda}, (u, p) \rangle(v, q) > 0 \). We might take \( \lambda \) and \( \mu \) such that \( \lambda^{2} = \mu \nu \). We consider two cases:

When \( v \neq 0 \), we might find \( u \in \{ w \in V^{2} \cap V_{2}^{1} | d^{*}w \in V^{1}, dw \in V_{2}^{3} \} \) such that \( (\nu d + l_{3})d^{*} + l_{5} + \mu + \nu d^{*}d)u = v \) by \([11]\). Take \( p = -\nu/\lambda du \), then since \( \lambda = \mu \nu / \lambda \):

\[
\langle \mu(\cdot, \cdot) + \overline{\lambda}, (u, p) \rangle(v, q) = \langle (\nu d + l_{3})d^{*} + l_{5} + \mu + \nu d^{*}d)u, v \rangle
\]

\[
+ \langle \lambda d^{*}p, q \rangle + \langle \mu(p, q) \rangle
\]

\[
= \langle \nu \lambda d^{*}du, q \rangle - \frac{\mu}{\lambda} \langle du, q \rangle
\]

\[
= \langle v, q \rangle.
\]

When \( v = 0 \) take \( u \) solution of the Hodge-Dirac problem (see \([12]\)): \( du = q, d^{*}u = 0 \). Then

\[
\langle \mu(\cdot, \cdot) + \overline{\lambda}, (u, 0)(0, 0) = \lambda \langle du, q \rangle = \lambda(g, q) > 0.
\]

This shows that \( \mu(\cdot, \cdot) + \overline{\lambda} \) is a bounded isomorphism from \((V^{3} \cap V_{3}^{1}) \times (V_{3}^{1} \cap \delta^{3,1}) \) to \((V_{3}^{1} \times (W^{3} \cap \delta^{3,1}))' \). Since \( I : (V^{2} \cap V_{2}^{1}) \times (V_{2}^{1} \cap \delta^{3,1}) \rightarrow (V_{2}^{3} \times (W^{3} \cap \delta^{3,1}))' \) is compact by the compactness property, \( I(\mu(\cdot, \cdot) + \overline{\lambda})^{-1} \) is also compact. Since the spectrum of a compact operator is at most countable, we have that \( Id + \eta I(\mu(\cdot, \cdot) + \overline{\lambda})^{-1} \) has a bounded inverse for all \( \eta \in \mathbb{C} \) except for a countable subset. Therefore by composing to the right with \( \mu(\cdot, \cdot) + \overline{\lambda} \) we get that \( \overline{\lambda} + (\mu + \eta)I \) has almost always a bounded inverse.

Hence, up to an arbitrary small perturbation, \( \overline{\lambda} \) is a bounded isomorphism from \((V^{2} \cap V_{2}^{1}) \times (V_{2}^{1} \cap \delta^{3,1}) \) to \((V_{2}^{3} \times (W^{3} \cap \delta^{3,1}))' = W^{2} \times (W^{3} \cap \delta^{3,1}).\)
Remark 4.1.1. We could have left $\mathcal{Y}^3$ in the domain and the proof above would still work. However in this case, $L_\lambda$ would never have been an isomorphism since its image cannot reach $\mathcal{Y}^3$.

We have the same result for the dual problem.

Lemma 4.2. $L_\lambda^*$ is (almost always) a bounded isomorphism.

Proof. The same proof than the one of the theorem 4.1 works, the only differences will be a sign in the chosen $(v, q)$, $l_5$ and $l_3$ substituted by $l_5^*$ and $l_3^*$ and $(l_3 d^* u, v)$ changed to $(l_3^* u, d^* v)$, which does not add any difficulty in the proof.

Remark 4.2.1. The proof of theorem 4.1 requires taking $\lambda$ to be sufficiently large, however for any $f_2 \in V_2'$, $f_3 \in (W^3 \cap \mathcal{Y}^3)'$, $\lambda_0 > 0$, $\lambda_1 > 0$ we have the following equivalence:

$$L_{\lambda_0}(u, p) = (f_2, f_3) \Leftrightarrow L_{\lambda_1}(u, \lambda_0 p) = (f_2, \lambda_1 \lambda_0 f_3).$$

Therefore, if $L_{\lambda_0}$ is a bounded isomorphism for a given $\lambda_0$, it easily follows that $L_{\lambda_1}$ is a bounded isomorphism for any $\lambda_1 > 0$, in particular for $\lambda_1 = 1$. The same argument works for $L_\lambda^*$.

4.2 Well-posedness of the continuous mixed formulation.

As we did in the unperturbed case, we introduce an auxiliary variable in the problem. The goal is to remove any $d^*$ from the formulation, since they will not translate well in the discrete setting.

We define $B$ by:

$$B(u, v) := \langle u_1, v_1 \rangle - \langle u_2, dv_1 \rangle + \nu \langle du_1, v_2 \rangle - \langle u_3, dv_2 \rangle + \langle du_2, v_3 \rangle + \langle l_3 u_1, v_2 \rangle + \langle l_5 u_2, v_2 \rangle + \langle u_p, v_3 \rangle + \langle u_3, v_p \rangle.$$  \hspace{1cm} (4.7)

The mixed formulation is:

Given $(f_2, f_3) \in W$, find $(u_1, u_2, u_3, u_p) \in V^1 \times V^2 \times V^3 \times \mathcal{Y}^3$ such that $\forall (v_1, v_2, v_3, v_p) \in V^1 \times V^2 \times V^3 \times \mathcal{Y}^3$,

$$B(u, v) = \langle f_2, v_2 \rangle + \langle f_3, v_3 \rangle. \hspace{1cm} (4.8)$$

For $(u, p)$ solution of 4.2 it immediately appears that $(d^* u, u_p, p, 0)$ solves 4.8. Now for $(u_1, u_2, u_3, u_p)$ solution of 4.8 the first line implies that $u_2 \in V_2'$, $d^* u_2 = u_1$ and therefore $d^* u_2 \in V'$. The second line implies that $u_3 \in V_3'$. And the last line implies that $u_3 \perp \mathcal{Y}^3$. Therefore $(u_2, u_3) \in D$ and it obviously solves 4.2.

We may now proceed to the proof of the well-posedness of the mixed problem. We require the regularity assumption 4.5. In the following hidden constants only depend on $\|l_3\|, \|l_5\|, \|K\|, \|d(d^* + l_3)(K)_2\|$ and on constants of Poincaré. We shall write $V = V^1 \times V^2 \times V^3 \times \mathcal{Y}^3$. 
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Lemma 4.3. For all $(0, u_2, u_3, 0) = u \in V$, there exists $z \in V$ such that $\|z\|_V \lesssim \|u\|_V$ and $\forall \omega \in V, B(\omega, z) = \langle \omega, u \rangle$.

Proof. Take $(z_2, z_3) = K(u_2, P_{\Omega^+} u_3)$, $\xi = -(\nu d^* + l_3^*) z_2$ then $\xi \in V^1$ by assumption (4.5) and by definition of $\| \cdot \|$ Lemma 4.3.

Thus we have:

\begin{align*}
B(\omega, (\xi, z_2, z_3, u_{3b})) &= \langle \omega_1, \xi \rangle - \langle \omega_2, d\xi \rangle \\
&\quad + \langle (\nu d + l_3)\omega_1, z_2 \rangle - \langle \omega_3, dz_2 \rangle + \langle l_5\omega_2, z_2 \rangle \\
&\quad + \langle d\omega_2, z_3 \rangle + \langle \omega_3, u_{3b} \rangle + \langle \omega_4, z_2 \rangle \\
&\quad + \langle \omega_1, (\nu d^* + l_3^*) z_2 \rangle + \langle \omega_2, d\omega_2 \rangle + \langle \omega_3, P_{\Omega^+} u_3 \rangle + \langle \omega_4, u_{3b} \rangle \\
&\quad = \langle \omega_2, u_2 \rangle + \langle \omega_3, u_3 \rangle.
\end{align*}

Moreover since $L_1^T$ is a bounded isomorphism, so is $K$ thus

\begin{align*}
\|z\|_V &= \|\nu d^* z_2\| + \|l_3^* z_2\| + \|z_2\|_V + \|z_3\| + \|d\xi\| + \|u_{3b}|| \\
&\lesssim \|z_2\|_V + \|z_3\| + \|d\xi\| + \|u_{3b}|| \\
&\lesssim (|K| + \|d(d^* + l_3^*)K| + 1)\|u_2\| \lesssim \|u\|_V.
\end{align*}

\[\square\]

Lemma 4.4. For all $u \in V$, there exists $z \in V$ such that $\|z\|_V \lesssim \|u\|_V$ and $B(u, z) \gtrsim \|du_1\|^2 + \|du_2\|^2 + \|u_1\|^2 + \|u_2\|^2 - \|u_3\|^2$.

Proof. Let $c = \max(\|l_3\|, \|l_4\|)$,

\begin{align*}
B(u, (\nu u_1, u_{2b}, du_2, 0)) &= \nu \langle u_1, u_1 \rangle - \nu \langle u_2, du_1 \rangle + \nu \langle du_1, u_{2b} \rangle \\
&\quad - \langle u_3, du_2 \rangle + \langle du_2, du_2 \rangle + \langle l_3 u_1, u_{2b} \rangle \\
&\quad + \langle l_5 u_2, u_{2b} \rangle + \langle u_p, du_2 \rangle + \langle u_3, 0 \rangle \\
&\geq \frac{1}{2} (\nu \|u_1\|^2 + \|du_2\|^2) - \left( \frac{c^2}{2\nu} + c \right) \|u_2\|^2 \\
&\quad - \frac{1}{2} \|P_{\Omega^+} u_3\|^2 \tag{4.9}
\end{align*}
\begin{equation}
B(u, (0, du_1, 0, 0)) = \nu(du_1, du_1) + \langle l_3 u_1, du_1 \rangle + \langle l_5 u_2, du_1 \rangle \geq \frac{1}{2} \nu \|du_1\|^2 - \frac{c^2}{\nu} (\|u_1\|^2 + \|u_2\|^2),
\end{equation}

\begin{equation}
B(u, (0, 0, u_p, 0)) = \langle u_p, u_p \rangle.
\end{equation}

We get the expected result by combining \[4.9\], \[4.10\] and \[4.11\]. Bounds on norms are easily checked, for example:
\[
\| (0, du_1, 0, 0) \|_V = \nu \|du_1\| + \nu \|ddu_1\| = \nu \|du_1\| \lesssim \| u \|_V.
\]

Combining the two preceding lemmas gives
\[
\forall u \in V, \quad \sup_{\|v\|_V = 1} |B(u, v)| \gtrsim \|u\|_V.
\]

**Lemma 4.5.** For any \(v \in V\), there is \(u \in V\) such that \(B(u, v) > 0\).

**Proof.** Given \(v \neq 0 \in V\), if \(v_2 = 0, v_3 = 0\) and \(u_p = 0\) take \(u = (v_1, 0, 0, 0)\) and
\[
B(u, v) = \langle v_1, v_1 \rangle > 0.
\]
Else take \((u_2, u_3) = L_{V_1}^{-1}(v_2, P_{\delta^+} v_3) + (0, v_p), u_p = P_{\delta^+} v_3\) and \(u_1 = d^* u_2\) \((u_1 \in V^1\) by assumption \[4.5\]) then
\[
B(u, v) = \langle v_2, v_2 \rangle + \langle v_3, v_3 \rangle + \langle q, q \rangle > 0.
\]

Since \(B : V \times V \rightarrow \mathbb{R}\) is clearly continuous we may apply the Babuška–Lax–Milgram theorem with lemma \[4.5\] and \[4.12\].

### 4.3 Discrete well-posedness.

We introduce the notation \(V_h^v = V_h^1 \times V_h^2 \times V_h^3 \times \delta^3\). The discrete variational problem is the same as the continuous, substituting \(V\) by \(V_h\). Hence we shall still use the notation \(B\), this time as a function from \(V_h \times V_h\) to \(\mathbb{R}\).

Considering the dual problem to the unperturbed problem with \(\nu = 1\), we have:
\(D_0 = \{(u, p) \in (V^2 \cap V_h^2) \times V_h^3 : d^* u \in V^1\}\) and \(L_0^*(u, p) = (dd^* u + d^* p, -du)\).

Let \(K_0\) the solution operator of the dual problem \(L_0^*\), we have \(K_0 = (L_0^*)^{-1}\) when \(L_0^*\) is viewed as an isomorphism from \(P_{\delta^+} D_0\) to \(P_{\delta^+} (W^2 \times W^3)\) and \(K_0\) is extended by 0 on \(\delta^3\). Explicitly we have the decomposition:
\[
\forall (f_2, f_3) \in W^2 \times W^3,
\]
\[
(f_2, f_3) = (dd^* (K_0)_2(f_2, f_3) + d^* (K_0)_3(f_2, f_3), -d(K_0)_2(f_2, f_3)) + (P_{\delta^+} f_2, P_{\delta^+} f_3).
\]

\[
(4.13)
\]
and a similar expression for their discrete counterparts. Therefore \( \forall (z_2, z_3) \in D_0, (P_{\delta z_2} z_2, P_{\delta z_3} z_3) = L_0'K_0(z_2, z_3) = K_0L_0'(z_2, z_3). \)

As mentioned before this problem is closely related to [11]. Since the mixed variable part is almost unchanged we shall use the generalized canonical projection \( \Pi_h \) from [11] and we state its properties below.

**Lemma 4.6.** Under the condition of the Theorem 5.1 in [11]:

- \( \Pi_h \) is a projection uniformly bounded in the \( V \)-norm.
- \( d\Pi_h = P_{\partial_h} d. \)
- \( \forall w \in V^h, \| (I - \Pi_h) w \| \lesssim \| (I - \pi_h) w \| + \eta_0\| dw \|. \)
- \( \forall v, w \in V^h, \| (I - \Pi_h) w, v \| \lesssim (\| (I - \pi_h) w \| + \eta_0\| dw \|)(\| (I - \pi_h) v \| + \eta_0\| dv \|). \)

where \( \eta_0, \alpha_0 \to 0 \) as \( h \) does, they are given, along the proof in [11].

**Definition 4.7.** We shall use the following notations in this section:

- \( \delta_0 = \| (I - \pi_h)K_0 \|, \mu_0 = \| (I - \pi_h)P_0 \|, \)
- \( \eta_0 = \max\{\| (I - \pi_h)dK_0 \|, \| (I - \pi_h)d'K_0 \| \}, \)
- \( \alpha_0 = \eta_0(1 + \eta_0) + \mu_0 + \delta_0 + \mu_0\delta_0 + \eta_0, \)
- \( \eta = \max\{\delta_0, \mu_0, \eta_0, \| (I - \pi_h)K_0' \|, \| (I - \pi_h)d'K_0 \| \}. \)

**Lemma 4.8.** We have:

\[
\| K_0 - K_0hP_h \| \lesssim \alpha_0,
\]

\[
\| dK_0 - dK_0hP_h \| + \| d'K_0hP_h \| \lesssim \eta_0.
\]

**Proof.** The idea is for \( (f_2, f_3) \in (W^2 \times W^3) \) to apply the error estimate 3.4 for \( (u_2, u_3) = K_0(f_2, f_3), (\phi_2, \phi_3) = P_0(f_2, f_3), u_1 = d' u_2, (u_2 h, u_3 h) = K_0 h, P_0(f_2, f_3), (\phi_2 h, \phi_3 h) = P_0 h, P_0(f_2, f_3), u_{1 h} = d' u_{2 h}. \) Unfortunately the crude estimate 3.4 does not allow to conclude because of the term \( E(du_1). \) We need improved estimates that gives

\[
\| u_2 - u_{2 h} \| + \| u_1 - u_{1 h} \| \lesssim (1 + \mu_0)E(u_2) + E(u_3) + \eta_0E(u_1)
\]

\[
(\eta_0^2 + \delta_0 + \eta_0')E(du_1) + \eta_0' E(\phi_2) + E(du_2),
\]

and may conclude since \( E(u_2) + E(u_3) \leq \delta_0\| (f_2, f_3) \|, E(u_1) + E(du_2) \leq \eta_0\| (f_2, f_3) \| \) and \( E(du_1) + E(\phi_2) \leq \| (f_2, f_3) \|, \) the last coming from \( du_1 = P_0 f_2. \) Theses proofs are lengthy, technical and mostly follow those in theorem 3.11 of [5] with some adaptations such as \( P_0^2 = (d')^2 K_0 \) instead of \( P_0^2 = d' Kd, \) therefore we shall not duplicate them here.

**Lemma 4.9.** For \( f \in S^1 \) we have \( \| P_{\partial_h} f \| \lesssim \mu_0\| f \| \)
Proof. We recall the mixed formulation for the Hodge-Laplacian problem: the bilinear form is given by:

\[ B((\sigma, u, p), (\tau, v, q)) = \langle \sigma, \tau \rangle - \langle u, dr \rangle + \langle d\sigma, v \rangle + \langle du, dv \rangle + \langle p, v \rangle + \langle u, q \rangle. \]

In the continuous case the bilinear form acts on \((V^1 \times V^2) \times \delta^2\) and on \((V^1_h \times V^2_h) \times \delta^2_h\) in the discrete case. Let \((\sigma, u, p) \in V^1 \times V^2 \times \delta^2\) be such that \(\forall (\tau, v, q) \in V^1 \times V^2 \times \delta^2, B((\sigma, u, p), (\tau, v, q)) = (f, v)\), and \((\sigma_h, u_h, p_h) \in V^1_h \times V^2_h \times \delta^2_h\) be such that \(\forall (\tau, v, q) \in V^1_h \times V^2_h \times \delta^2_h, B((\sigma_h, u_h, p_h), (\tau, v, q)) = (f, v)\). Then [15] gives the error estimate \(||p - p_h|| \lesssim E(p) + \mu_0 E(d\sigma)\). We have \(P_\delta f = p = 0\) and \(P_{\delta_h} f = p_h\) thus

\[ ||P_{\delta_h} f|| = ||p - p_h|| \lesssim 0 + \mu_0 E(d\sigma) \lesssim \mu_0 ||f|| \]

since \(E(p) = 0\) and by the well-posedness of the Hodge-Laplacian problem for the last inequality.

Theorem 4.10. For \(z = (z_2, z_3) \in D_0\), let \(z_h = (z_{2h}, z_{3h}) = K_{0h} P_h L_0^2 z + P_{\delta_h} P_{\delta} z_h\), we have:

\[
\begin{align*}
||z - z_h|| &\leq \alpha_0 ||L_0^2 z||, ||d(z - z_h)|| + ||d^* z_2 - d_h^* z_{2h}|| \leq \eta_0 ||L_0^2 z||, \\
||P_h (dd^* z_2 + d^* z_3) - (dd_h^* z_{2h} + d_h^* z_{3h})|| &\leq \mu_0 ||L_0^2 z||.
\end{align*}
\]

Proof. The same proof as in theorem 5.2 of [11] works, it is duplicated here since the proof is short and demonstrates that our change in the definition of \(L_0^2\) does not interfere.

\[
z - z_h = (P_\delta z - P_{\delta_h}^* z_h) + (P_\delta z - P_{\delta_h} z_h)
\]

As \(P_{\delta_h} P_\delta = P_{\delta_h} P_\delta\) and \(\pi_{h,3} \subset \delta_h\) we have:

\[ ||(I - P_{\delta_h}) P_{\delta} z|| \leq ||(I - \pi_{h}) P_{\delta} z|| \leq \mu_0 ||z||. \]

We then get the expected result by [4.8]. The second part follows directly from [4.8]. Finally for the last estimate, [4.13] gives

\[
\begin{align*}
&dd_h^* z_{2h} + d_h^* z_{3h} = (L_0^2 z_{2h}) = (L_0^2 K_{0h} P_h z_2 L_0^2 z = (P_{\delta h} + P_{\delta h}^*)) P_h (L_0^2 z_2)
\end{align*}
\]

so:

\[
||P_h (dd^* z_2 + d^* z_3) - (dd_h^* z_{2h} + d_h^* z_{3h})|| = ||(I - (P_{\delta h} + P_{\delta h}^*)) P_h (L_0^2 z_2)||
\]

\[ = ||P_{\delta h} (L_0^2 z_2)||. \]

And we conclude with lemma [4.9].

Given \(u \in V_h\), define \(g = (u_2, P_{\delta_h}^* u_3)\), \(z = K g\), \(\xi = -(d^* + l_3^*) z_2\) and \(z = (\xi, z, P_{\delta h} u_3)\).

Theorem 4.11. There is \(z_h \in V_h\) such that \(\forall \omega \in V_h, ||z_h||_V \lesssim ||z||_V\) uniformly in \(h\) and \(|B(\omega, z - z_h)| \lesssim \epsilon_h ||\omega||_V ||u||\), where \(\epsilon_h \to 0\) as \(h \to 0\).
Proof. Take $z_h = K_{0h}P_hL_0 z + P_{0h}P_0z$, $\xi_h = -d_h^*z_{h2} - \Pi_hl_h^*z_2$. By 4.10 we have:

$$\|z - z_h\| \lesssim \alpha_0\|g\|, \quad \|d(z - z_h)\| \lesssim \eta_0\|g\|$$

and also:

$$\|\xi - \xi_h\| \leq \|d^*z_2 - d_h^*z_{h2}\| + \|(I - \Pi_h)l_h^*z_2\|$$

and $\|d^*z_2 - d_h^*z_{h2}\| \lesssim \eta_0\|g\|$ by 4.10. Using 4.6 and the boundedness of $dl_h^*K$ we get

$$\|(I - \Pi_h)l_h^*z_2\| \lesssim \|(I - \pi_h)l_h^*z_2\| + \eta_0\|dl_h^*z_2\| \lesssim (\eta + \eta_0)\|g\|.$$  

Finally, since $\forall \omega_2 \in V_h^\perp \subset V^2$

$$\langle dw_2, z_3 \rangle = \langle \omega_2, d^*z_3 \rangle, \langle dw_2, z_{3h} \rangle = \langle \omega_2, d_h^*z_{3h} \rangle, \text{ we have we get}$$

we have $\forall \omega \in V_h$

$$|B(\omega, (\xi - \xi_h, z_2 - z_{h2}, z_3 - z_{h3}, P_0u_3 - P_{0h}P_0u_3))| = |\langle \omega_1, \xi - \xi_h \rangle$$

$$- \langle \omega_2, d(\xi - \xi_h) \rangle + \langle (\nu d + l_k)\omega_1, z_2 - z_{h2} \rangle - \langle \omega_3, d(z_2 - z_{h2}) \rangle$$

$$+ \langle l_k\omega_2, z_2 - z_{h2} \rangle + \langle dw_2, z_3 - z_{h3} \rangle$$

$$+ \langle \omega_4, z_3 - z_{h3} \rangle + \langle d_3^*w_2, z_3 - z_{h3} \rangle$$

$$\lesssim \|\omega\|\|V\| (\|\xi - \xi_h\| + 2\|z_2 - z_{h2}\| + \|d(z_2 - z_{h2})\|$$

$$+ \|z_3 - z_{h3}\| + \|(I - P_{0h})P_0u_3\|) + |\langle \omega_2, d^*z_3 - d_h^*z_{3h} - d(\xi - \xi_h) \rangle|$$

$$\lesssim \|\omega\|\|V\| [(\eta + 2\eta_0 + 2\eta_0 + \eta_0 + \mu_0)\|u\| + \|d^*z_3 - d_h^*z_{3h} - d(\xi - \xi_h)\|].$$

Since $\eta, \eta_0, \eta'_0, \mu_0$ and $\alpha_0$ all converge toward 0 when $h \to 0$, the only thing left to prove is that $\|d^*z_3 - d_h^*z_{3h} - d(\xi - \xi_h)\| \lesssim \epsilon\|u\|$ where $\epsilon \to 0$ when $h \to 0$ with

$$\|d^*z_3 - d_h^*z_{3h} - d(\xi - \xi_h)\| \leq \|d^*z_3 - d_h^*z_{3h} + d(d^*z_2 - d_h^*z_{h2})\| + \|d(I - \Pi_h)l_h^*z_2\|.$$  

Lemma 4.10 gives:

$$\|d_h^*z_{h2} + d_h^*z_{3h} - d(d^*z_2 + d^*z_h)\| \lesssim \mu_0\|g\|.$$  

And we conclude with lemma 4.6 since we may find a bounded cochain projection $\pi_3$ such that $\pi_3 d = P_{0h}d$ (see 5. Theorem 3.7) so

$$\|d(I - \Pi_h)l_h^*z_2\| = \|(I - P_{0h})dl_h^*z_2\| \lesssim \|(I - \pi_3h)dl_h^*z_2\| \leq \eta\|g\|.$$  

\[\square\]

**Lemma 4.12.** For all $u \in V_h$ and $z \in V$ defined in theorem 4.11 there exists a constant $c$ independent of $h$ and $\sigma \in V_h$ such that $\|\sigma\|_V \lesssim \|u\|_V$ and $B(u, z + u) \geq c\|u\|^2_V$.

**Proof.** Starting from lemma 4.3, we construct $\sigma$ in the same way as we did in lemma 4.4 in the continuous case, we must simply add

$$B(\omega, (0, 0, -P_{0h}z_3, 0)) = -\langle \omega, z_3 \rangle$$

to correct the harmonic part.  

\[\square\]
Theorem 4.13. There are two positive constants $h_0$ and $C_0$ such that for all $h \in (0, h_0]$, there exists a unique $u \in V_h$ such that $\forall v \in V_h$, $B(u, v) = (f, v)$. Moreover we have $\|u\|_V \leq C_0\|f\|$.

Proof. For $u \in V_h$ and $z, z_h$ defined in theorem 4.11, lemma 4.12 gives $\sigma \in V_h$ with $\|\sigma\|_V \lesssim \|u\|_V$ and a constant $c$ independent of $h$ such that:

$$|B(u, z + \sigma)| \geq c\|u\|_V^2.$$

By 4.11 we have for a constant $b$ independent of $h$.

$$B(u, z_h - z) \leq \epsilon h b \|u\|_V^2.$$

Therefore:

$$|B(u, z_h) - |B(u, z + \sigma)| - B(u, z_h - z)| \geq c\|u\|_V^2 - \epsilon h b \|u\|_V^2 \geq (c - \epsilon h b)\|u\|_V^2.$$

Since $\epsilon h \to 0$ as $h \to 0$ we might find $h_0$ such that $\forall h \in (0, h_0]$, $c - \epsilon h b > c - \epsilon h_0 b > 0$.

By 4.11 and by the expression of $\sigma$ we find:

$$\|\sigma + z_h\|_V \lesssim \|u\|_V + \|z\|_V \lesssim \|u\|_V.$$

This ends the proof since $V_h$ has finite dimension.

Corollary 4.13.1. Under the same assumptions, if $h \leq h_0$, the discrete solution satisfies:

$$\|u - u_h\|_V \lesssim E(u_1) + E(du_1) + E(u_2) + E(du_2) + E(u_3) + E(u_p) + \mu_0 E(P_B u_3).$$

Proof. The proof is the same as in section 3.4.

5 Conserved quantities.

Lastly we prove that our scheme does indeed verify properties mentioned in the introduction as well as the regularity assumption (4.5). Before that we state the explicit construction of the scheme (2.9): we take $l_5 u^n = \frac{1}{\tau}u^n + \frac{1}{2}\omega^{n-1} \times u^n$ and $l_3 \omega^n = \frac{1}{2}\omega^n \times u^{n-1}$ where $\omega^{n-1}$ and $u^{n-1}$ are given by the previous step. In the following we keep the notations of (2.9).
5.1 Regularity assumptions.

We prove here that in our case assumptions (4.5) are valid if \( u^{n-1} \in H^2(\Omega) \) and if the domain is smooth enough to have \( H_0(\text{curl}, \Omega) \cap H(\text{div}, \Omega) \subset H^1(\Omega) \), as discussed in part 3.2 of [1]. First we need the following lemma:

**Lemma 5.1.** If \( B \in H^1(\Omega) \) and \( A \in H^2(\Omega) \) then \( A \times B \in H^1(\Omega) \) for a smooth enough domain \( \Omega \) of \( \mathbb{R}^3 \) (or \( \mathbb{R}^2 \)).

**Proof.** We have \( H^1(\Omega) \subset L^6(\Omega) \) and \( H^2(\Omega) \subset C_0^{0, \frac{3}{2}}(\Omega) \) by Sobolev Embedding theorems thus \( \forall i, j, k \in \{x, y, z\} \), \( \partial_i A_j \in L^6 \), \( \partial_i B_j \in L^2 \) and terms of the form \( A_i \partial_j B_k \) are the product of a bounded function with a function in \( L^2 \) and those of the form \( B_i \partial_j A_k \) are the product of two functions in \( L^6 \).

Going back to our problem, we place ourself in the continuous setting with \( V^1 = H(\text{curl}) \), \( V^2 = H(\text{div}) \), \( V^3 = L^2 \) and \( S^3 = 0 \), thus \( K \) is a bounded isomorphism from \( L^2 \times L^2 \) to \( (H(\text{div}) \cap H_0(\text{curl}))(\Omega) \times H^1_0(\Omega) \subset H^1 \times H^1 \).

If we assume \( u \in H^2(\Omega) \) and \( v \in H^1 \subset L^2 \) then using the scalar triple product we have \( \forall \sigma \in H(\text{curl}) \):

\[
2(l_3 \sigma, v) = \int (\sigma \times u^{n-1}) \cdot v = \int (u^{n-1} \times v) \cdot \sigma = 2(\sigma, l_3^* v)
\]

thus \( l_3^* v = \frac{1}{2} u^{n-1} \times v \) on \( H^1 \), \( l_3^* \) maps \( H^1 \) in \( H^1 \) by lemma 5.1 and

\[
l_3^2(K)_{2}(W) \subset H^1 \subset H(\text{curl}) = V^1.
\]

Thus we have \( \| (\nabla \times) l_3^2(K)_{2} \|_{W \rightarrow L^2} \lesssim \| (K)_{2} \|_{W \rightarrow H^1} \) and by the boundedness of \( \| K \|_{L^2 \times L^2 \rightarrow H^1 \times H^1} \) we get the boundedness of \( \| dl_3^2(K)_{2} \|_{W \rightarrow L^2} \). Finally we have \( v d^*(K)_{2} = I - dl_3^2(K)_{2} + l_3^2(K)_{2} + d^*(K)_{3} \) as distributions and from the \( L^2 \rightarrow L^2 \) boundedness of the right-hand side we get both \( v d^*(K)_{2} \subset H(\text{curl}) = V^1 \) and the boundedness of \( \| dd^*(K)_{2} \|_{W \rightarrow L^2} \).

The same argument applied to \( \mathcal{L}^{-1} \) shows that \( d^*(\mathcal{L}^{-1})_{2}(W) \subset V^1 \). Hence [4.5] is fulfilled.

**Remark 5.1.1.** Assuming \( u^{n-1} \in H^2(\Omega) \) is very mild as any solution \( u \) of [4.2] must have \( \nabla \times u \in H(\text{curl}, \Omega), \nabla \cdot u = 0 \) thus \( \Delta u \in L^2(\Omega) \). Hence by elliptic regularity for \( \Omega \) smooth enough and if \( u \) satisfies appropriate boundary conditions then \( u \in H^2 \).

5.2 Pointwise divergence free.

This a simple fact that follows from the use of a discrete subcomplex, we have

\[
d_h : V^1_h \rightarrow V^3_h = d_{|V^2_h}.
\]

Hence the operator \( d_h = \text{div} \) used in the formulation is the restriction of the continuous operator to the discrete space and its image is contained in the discrete space \( V^3_h \).
From (2.8) we have $\forall q \in V^3, \langle \nabla \cdot u^n + \phi^n, q \rangle = 0$ with $\nabla \cdot u^n \perp \phi^n$ and $\nabla \cdot u^n \in V^3$ by construction, therefore taking $q = \nabla \cdot u^n$ we have $\langle \nabla \cdot u^n + \phi^n, \nabla \cdot u^n \rangle = \| \nabla \cdot u^n \|^2 = 0.$

We will check this property in the numerical simulation in section 6.

5.3 Pressure-robustness.

A scheme is called pressure-robust ([13], [18], [17]) if only the pressure (and not the velocity) changes when the external forces acting on the system are modified by a gradient.

Every function $f \in L^2$ may be written as $\nabla \times g + \nabla p$ for some functions $g$ and $p$ (if there are no harmonic form, for example if the domain is simply connected). In a bounded domain we only have uniqueness with correct boundary conditions on $g$ and $p$. As long as the same conditions are given in the complex, we have by viewing $f$ as a 2-form, $\nabla \times g = P_{\Omega} f$ and $\nabla p = P_{\Omega} f$.

If $f$ and $\bar{f}$ differ only by a gradient we must have $P_{\Omega} (f - \bar{f}) = 0$ so $\forall g \in V^1, \langle f - \bar{f}, \nabla \times g \rangle = 0$ and in particular

$$\forall g_h \in V^1_h \subset V^1, \langle f - \bar{f}, \nabla \times g_h \rangle = 0.$$ 

Therefore $P_{\Omega_h} (f - \bar{f}) = 0$ and since we assumed that there were no harmonic 2-forms, $P_{\Omega} (f - \bar{f}) = P_{\Omega_h} (f - \bar{f})$ and we can find $\xi \in V^3_h$ such that $\xi \perp \Omega_h$ and $d_h^\ast \xi = -P_h (f - \bar{f}).$

We write $(\omega^n, u^n, p^n, \phi^n)$ the solution at step $n$ for the external force $f$ and $(\bar{\omega}^n, \bar{u}^n, \bar{p}^n, \phi^n)$ the solution at the same step for the external force $\bar{f}$ both with the same initial condition and boundaries conditions. We wish to prove that $\forall n, \omega^n = \bar{\omega}^n$ and $u^n = \bar{u}^n$, by a simple induction on $n$. This is true for $n = 0$ since we used the same initial condition for both problem, and if $\omega^{n-1} = \bar{\omega}^{n-1}$ and $u^{n-1} = \bar{u}^{n-1}$ then $(0, 0, \xi, 0)$ for $\xi$ defined above (for $f, \bar{f}$ taken at the correct time if they are time-dependent) verifies: $\forall (\tau, v, q, \chi) \in V^3_h \times V^3_h \times V^3_h \times \Omega_h$:

$$\langle 0, \tau \rangle = \langle 0, \nabla \times \tau \rangle = 0,$$

$$\langle 0, v \rangle + \delta t (\mu \langle \nabla \times 0, v \rangle + \frac{1}{2} (0 \times u^{n-1} + \omega^{n-1} \times 0), v)$$

$$- \langle \xi, \nabla \cdot v \rangle = \langle u^{n-1} - u^{n-1}, v \rangle + \delta t (f - \bar{f}, v),$$

$$\langle \nabla \cdot 0, q \rangle = 0,$$

$$\langle 0, q \rangle + \langle \xi, \chi \rangle = 0.$$

Therefore by linearity and uniqueness of the solution we have $(\omega^n, u^n, p^n, \phi^n) = (\bar{\omega}^n, \bar{u}^n, \bar{p}^n, \phi^n) + (0, 0, \xi, 0)$ and $\omega^n = \bar{\omega}^n, u^n = \bar{u}^n$.

Remark 5.1.2. We used the fact that no step depends on the pressure of any previous step and that there are no harmonic 2-forms. If it were not the case then the harmonic part of $f - \bar{f}$ would have to be reached by $l_3 u$ or $l_3 \omega$ which would influence the field $u$ (in a non trivial way since neither $l_3$ nor $l_3$ respect the discrete Hodge-decomposition).
6 Numerical simulations.

We finally give the results of three numerical simulations done to demonstrate the validity of our scheme. The norm of the divergence of the fluid velocity is checked everytime and we found a value in the order of the machine accuracy. The first simulation aims to verify the pressure-robustness property, the second is based on an exact and fully 3D solution of the Navier-Stokes equation constructed in [3]. We use it to check the convergence rate in space, first on a steady problem then on an unsteady problem. The last simulation focusses on a system of two rotating cylinders and shows the good agreement with the theory on the value of the critical speed of the inner cylinder at which Taylor vortices appear and is based on [9], [2] and [4]. In any case, we took a unit kinematic viscosity and polynomials of degree 2.

6.1 Pressure Robustness.

We wish to verify that if the external forces acting on two flows differ only by a gradient, then only the pressure differs between the flows. We took the Stokes no-flow problem in a (3-dimensional) glass from [16]. The setup is rather simple, the mesh is a cylinder along the $z$ axis of height 2.0, base radius 1.0 and top radius 1.5 and the force $f$ derives from a potential:

$$f = \frac{\nabla \Phi}{\int_{\Omega} \Phi}, \Phi = z^\gamma$$

for $\gamma = 1, 2, 4, 7$. In any case we found a velocity equal to zero at the order of the machine accuracy. This is not trivial as the same test conducted with Taylor-Hood elements ($P_2/P_1$) gave a velocity of norm up to $3.3 \times 10^{-4}$ for $\gamma = 7$.

6.2 Convergence rate to an exact solution.

We have conducted a convergence analysis with an exact solution. The expression for the solution is taken from [3] and depends on two real parameters $a$ and $b$. It is given by:

$$u = \begin{bmatrix}
-a(\exp(ax) \sin(ay + dz) + \exp(az) \cos(ax + dy)) \exp(-d^2t) \\
-a(\exp(ay) \sin(az + dx) + \exp(ax) \cos(ay + dz)) \exp(-d^2t) \\
-a(\exp(az) \sin(ax + dy) + \exp(ay) \cos(az + dx)) \exp(-d^2t)
\end{bmatrix}.$$ 

We have performed two sets of experiments: the first with $a = 2$ and $d = 0$ and the second with $a = 2$ and $d = 1$, the velocity field of the first is shown in figure 2. The mesh consists of a cylinder with maximum edge size ranging from 0.37 to 0.13. In the latter case, computations were done for $t$ between 0 and 1 with a timestep of $1.0 \times 10^{-3}$ and we found a rate of convergence in space of order 2.0 in both cases which is in agreement with the theory. Figure 3 shows the convergence with a log-log scale.
Remark 6.0.1. Despite the fact that the time discretization is Euler implicit and only first order by taking the time step small enough we can observe the second order convergence rate in space.

6.3 Taylor-Couette flow.

This test focuses on Taylor-Couette flow, we follow the work of [9], [2] and [4]. The geometry consists in two concentric cylinders of constant radius $R_i$ for the inner and $R_o$ for the outer, rotating at angular velocities of $\Omega_i$ and $\Omega_o$ respectively and both of height $h$. The system is closed by two nonmoving lids at the bottom and top ends. We characterized the system by two geometric parameters: $\eta = R_i/R_o$ and $\Lambda = h/d$ with the gap $d = R_o - R_i$. We also need to define two quantities: the inner Reynolds number $Re_i = \Omega_i R_i d/\nu$ and the outer Reynolds number $Re_o = \Omega_o R_o d/\nu$ where $\nu$ is the kinematic viscosity. It is a well known fact that (for an infinite height $h$) at low speed the flow is steady and fully azimuthal and that vortices start to form at a critical speed. Since $h$ is finite we expect to see vortices near the lids for speeds way under the critical value (they are however fundamentally different from the Taylor vortices, see [4]).

The whole purpose is to compare results obtained from our code with those derived in [2] and [4]. We check the value of $Re_i$ at which the transition occurs for various values of $Re_o$ and $\eta$. We see very good
Figure 3: Convergence rate on a log log scale.

Figure 4: Isolines for azimuthal velocity and the pressure at $Re_i = 50$ and $Re_i = 72$. 
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Figure 5: Stream function on the plane for $\eta = 0.5$ at $Re_i = 50$ and $Re_i = 72$.

Figure 6: Stream function on the plane for $\eta = 0.8$ at $Re_i = 90$, $Re_i = 95$ and $Re_i = 100$.

Figure 7: Comparison of the critical value of $Re_i$ at $Re_o = 0$ for various $\eta$. 
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agreement, though we used a much coarser mesh and a smaller aspect ratio $\Lambda$ of 10 instead of 20, for computational cost reasons.

We display some values taken on the half plane $y = 0, x > 0$. Figure 4 shows a comparison between the azimuthal velocity and the pressure for two values of $Re_i$ at $\eta = 0.5$. In figure 5 we see the stream function (the azimuthal component of the vector potential) on the same system. Stream functions for three values of $Re_i$ at $\eta = 0.8$ are shown in figure 6. Lastly figure 7 and 8 give the aforementioned comparison, our results being shown in red and the reference curve in black.
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