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A Collaborative Observer for Switched Linear Systems with Unknown

Inputs

Jorge Dávila, Senior Member, IEEE, Tarek Raïssi, Senior Member, IEEE, Xubin Ping

Abstract— In this article, a collaborative observer is proposed
for a class of Linear Switched Systems affected by unknown
inputs. The class of switched systems under study accepts a
dwell-time and has a completely known exogenous switching
signal. Two main elements compose the proposed observer:
a point observer designed using High-Order Sliding-Modes,
which provides finite-time exact convergence in the presence
of disturbances with a time-varying known upper bound, and
a collaborative observer that gives an interval estimation of the
state in the presence of the unknown inputs.

I. INTRODUCTION

Switched systems consist of a finite number of operation

modes and a “switching logic” that sets the current mode of

operation through instantaneous transitions from one mode

to another. Thus, in these systems, a discrete and continuous

state can be distinguished. The first one, which corresponds

to the active operation mode, is an integer number. The

second corresponds to the set of continuous variables that

evolve in time, according to the active mode’s correspondent

dynamic. The stability of this class of systems has been

studied using common Lyapunov functions [1], as well as

introducing the concept of dwell-time to prove the conver-

gence of the systems using the time between switchings

[2]. The reconstruction of the continuous and/or discrete

states by means of output measurements is actively studied

[3]. However, state estimation in the presence of multiple

unknown inputs appears to be of particular challenge.

Related to the observation problem for switched systems,

i.e., the continuous and discrete state estimation, the observer

design is of great interest for many control areas. In [4]

and [5], a Luenberger observer approach is combined with

a high-order sliding-mode observer for linear systems are

proposed for the known operating mode case. In [6], a hybrid

system subject to input disturbances is considered, and an

algorithm based on the moving horizon estimation method

is applied for simultaneous state and input estimation. Con-

sidering that the continuous state is known, an algorithm

for reconstructing the discrete state in nonlinear uncertain

switched systems is presented in [7] based on sliding-mode

control theory. On the other hand, for the unknown operating

mode case, in [8], based on a property of strong detectability
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and using an LMI approach, are designed two-state observers

for some classes of switched linear systems with unknown

inputs. In [9], considering that the output and an initial

state are available, a necessary and sufficient condition for

a switched system’s invertibility is proposed. In the same

context, a nonlinear finite time observer to estimate the

capacitor voltage for multicellular converters, which have a

switched behavior, is proposed by [10]. In [11], based on

the nonhomogeneous high-order sliding mode approach, a

robust observer for the unknown and exogenous switching

signal is proposed to solve the problem of continuous and

discrete state estimation for a class of nonlinear switched

systems. In [12], a robust observer designed using high-order

sliding-modes is proposed to reconstruct in finite-time the

state of Switched Linear Systems that satisfies the strong

observability conditions.

Several works have investigated estimation problems, us-

ing the interval observers for different classes of time-

invariant and parameter-varying systems ([13], [14], [15],

[16], [17]). Furthermore, interval unknown input observers

have received great attention. See, for instance [18], [19]. Us-

ing the “relative degree” property, unknown input observers

decouples the unknown input from the state vector.

This work extends the class of disturbances supported

for high-order sliding-mode based observers for switched

linear systems, like the one presented in [12], allowing the

estimation of systems subject to disturbances with time-

varying upper bounds. Besides this, the proposed observer

also provides an interval estimation of the state in the

presence of a broader class of perturbations than the allowed

by [20], and guarantees an interval estimation of the state

even in the presence of unknown inputs with an unknown

relative degree concerning the system’s output.

II. PROBLEM STATEMENT

Consider the following switched linear system with un-
known inputs:

ẋ(t) = Aλ(t)x(t) +Bλ(t)u(t) +Dλ(t)d(t) + Eλ(t)w(t)(1)

y(t) = Cλ(t)x(t) (2)

where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp, d(t) ∈
Rq1 , w(t) ∈ Rq2 are the continuous state, the input, the

output, the disturbances and the unknown input vectors,

respectively. The discrete state is defined by λ(t), which

is a piecewise constant function that takes its values from

an index set I = 1, N , i.e. λ(t) : R+ → I. We say that

the system is operating in the mode i at time t if λ(t) = i,



to which it corresponds to the system a set of constant ma-

trices {Ai, Bi, Ci, Di, Ei}. Each set of constant matrices

Ai, Bi, Ci, Di, i = 1, N is conformable and known. The

distribution matrix Ei is considered unknown but bounded

by a constant value, i.e., ||Ei|| ≤ Ei, i = 1, N .

Let the disturbance and the unknown inputs be bounded

by a known positive constant values w̄ and a known time-

dependent function d(t), i.e. ||w(t)|| ≤ w̄, ||d(t)|| ≤ d(t),
respectively. For constant values x, x̄ the state satisfies

x 4 x(t) 4 x (3)

The goal of this article is to design an interval observer

for the switched system (1), (2) that provides a collaborative

estimation of the continuous state x(t) even in the presence

of the disturbances d(t) and the unknown inputs w(t), which

have an unknown relative degree with respect to the outputs.

Let ⌈x⌋
α
= |x|α sign x for the generic scalar argument

x, in particular ⌈x⌋
0
= sign x. The sequence of integers

{1, 2, 3, ..., N} is denoted by 1, N . Let the precedence

operator 4 / ≺ be used to denote that all the elements

of a vector or a matrix satisfy a specific inequality, i.e.

for a matrix M ∈ Rm×n, the operation (0 4 M / 0 ≺ M)
denotes that ((0 ≤ Mij) / (0 < Mij)) ∀i = 1, m, j = 1, n.

For a matrix N ∈ Rm×n, let us define N+ = max{0, N},

N− = N+ −N and |N | = N+ +N−.

III. PRELIMINARY CONCEPTS

Let consider that the linear system evolves in the operation

mode λ(t) = λ, λ ∈ I, i.e., the system is represented by the

specific set of matrices {Aλ, Bλ, Cλ, Dλ, Eλ}.

The Rosenbrock matrix of system (1), (2) in the mode

λ(t) = λ is defined as

Rλ(s) =

[

sI −Aλ −Dλ

Cλ 0

]

(4)

The invariant zeros of the system (1), (2) in the mode

λ are all the values si ∈ C for which rank (Rλ(si)) <
n + rank (Dλ). Let’s define ω(si) = {x |x ∈ ker(Cλ) ∩
(siI − Aλ)x ∈ R(Dλ)}, where R(Dλ) denotes the range

space of Dλ, then the dimension of the null space of (4) is

given by rank (∪∀iω(si)) = nV .

The system is called strongly detectable [21] in the oper-

ation mode λ if the invariant zeros of (1), (2) have strictly

negative real parts, i.e. ℜ (s0) < 0 ∀s0 ∈ C | rank Rλ(s0) <
n+ rank (Dλ).

Definition 1: The output vector y = Cλx is said to have a

full vector relative degree rλ = (r1,λ, ..., rp,λ) with respect

to the disturbance d(t), if the matrix Cλ is such that it

satisfies the following equalities

ci, λA
j
λDλ = 0, i = 1, ..., p; j = 0, ..., ri − 2,(5)

ci, λA
ri−1
λ Dλ 6= 0 (6)

and

Qλ =







c1, λA
r1−1
λ Dλ

...

cp, λA
rp−1

λ Dλ






, rankQλ = q1 (7)

where Qλ ∈ Rp×q.

Lemma 1: [22] Let δ > 0 be a scalar and P ∈ Rn×n be a

symmetric positive definite matrix, then 2xT y ≤ 1
δ
xTPx+

δyTP−1y for every x, y ∈ R
n.

Lemma 2: [18] Let x ∈ Rn be a vector satisfying x ≤
x ≤ x, and a constant matrix M ∈ Rm×n, then M+x −
M−x 4 Mx 4 M+x−M−x.

Definition 2: [23] A matrix A = (ai,j) ∈ Rn×n is said to

be Metzler if all its off-diagonal elements are nonnegative

i.e. ai,j ≥ 0, ∀ (i, j), i 6= j. It is said to be nonnegative if

all the entries are nonnegative: A ≥ 0.

Lemma 3: [24] The system described by

ẋ (t) = Ax (t) + u (t) , x (0) = x0 (8)

is said to be nonnegative (or positive) if A is a Metzler matrix

and u (t) ≥ 0. For any initial condition x0 ≥ 0 the solution

of (8) satisfies x (t) ≥ 0, ∀ t ≥ 0.

IV. OBSERVER DESIGN

A. System transformation

Assumption 1: For each operation mode λ, λ = 1, N , the

system (1), (2) is observable.

Assumption 2: For each operation mode λ, λ = 1, N , the

system (1), (2) has full vector relative degree with respect to

the disturbance d(t).
If Assumption 2 holds, there exists at least one combina-

tion of q1 linearly independent rows of the matrix Qλ such

that we can form a new matrix Q∗

λ ∈ Rq1×q1 satisfying:

rank Q∗

λ = q1, Q∗

λ =







c1, λ∗A
r1−1
λ Dλ

...

c1, λ∗A
rq1−1

λ Dλ






(9)

Then, it is possible to define the matrix

Oλ =
[

(c1, λ∗)
T ...(c1, λ∗A

r1−2
λ )T ...(cq1, λ∗A

rq1−2

λ )T
]T

,

built with the same rows of the matrix Cλ that were used

to form Q∗
λ, such that rank Oλ = nVλ

.

Lemma 4: [25] Let the system (1), (2) be in the op-

eration mode λ, and the output y of (2) has the vec-

tor relative degree rλ∗ = (r1,λ∗, ..., rq1,λ∗) with re-

spect to the unknown input d(t). Then the vectors

c1,λ∗, ..., c1,λ∗A
r1∗−1, ..., cq,λ∗, ..., cq,λ∗A

rq∗−1 are lin-

early independent.

Assumption 3: For each operation mode λ, λ = 1, N ,

the unknown inputs distribution matrices Eλ satisfy the

following equality OλEλ = 0, λ = 1, N .

Assumption 3 allows that the unknown inputs can be

matched with the disturbances.

Define the matrix Vλ as the orthogonal complement to the

matrix
[

OT
λ

]

(a matrix with n − nVλ
linearly independent

rows), and let Vλ be selected such that VλDλ = 0. As a

consequence of the selection of the matrices Oλ and Vλ, the

next n× n transformation matrix has full row rank:

Mλ =

[

Oλ

Vλ

]

(10)



There exist two sets, one corresponding to the state

transformations {M1, M2, ..., MN} and another of output

transformations {S1, S2, ..., SN}, each one suitable for its

corresponding operation mode, such that the transformed

state and the transformed output:

χ = Mλx,
yz = Sλy = SλCλM

−1
λ χ

(11)

for all λ = 1, N , takes the following form:
[

χ̇1

χ̇2

]

=

[

A11λ 0
A21λ A22λ

] [

χ1

χ2

]

+

[

B1λ

B2λ

]

u(t)

+

[

D1λ

0

]

d(t) +

[

E1λ

E2λ

]

w(t) (12)

[

y1
y2

]

=

[

C11λ 0
0 C22λ

] [

χ1

χ2

]

(13)

with χ1 ∈ R
nVλ , χ2 ∈ R

(n−nVλ
−nNλ

). Assumption 3

allows to characterize the form of matrix E1λ . The matrices

A11λ , D1λ of system (12), (13) have the following forms:

A11λ =











A∗
11λ

0 0
A∗

21λ A∗
22λ 0

...
. . .

A∗
n∗1λ A∗

n∗1λ · · · A∗
p∗p∗

λ











,

A∗

iiλ
=















0 1 0 · · · 0
0 0 1 0
...

. . .
...

0 0 0 1
∗ ∗ · · · ∗















,

A∗

ijλ
=











0 · · · 0
.
.
.
0 · · · 0
∗ · · · ∗











, D1λ =









D∗

1λ
.
.
.

Dn∗
λ









, E1λ =









E∗

1λ
.
.
.

En∗
λ









,

D∗

jλ
=











0 · · · 0
...

0 . . . 0
∗ · · · ∗











, E∗

iλ
=











0 · · · 0
...

0 · · · 0
∗ · · · ∗











,

C11λ =











1 0 · · · 0 0
1 0 · · · 0

. . .

1 · · · 0





























q1

where ∗ denotes a matrix block of no interest in the present

discussion.

B. Observer design

System (12), (13) has a block structure form that allows

us to design an observer according to the characteristics of

each state.

State χ1 corresponds to the set of states that are re-

constructible (in finite-time) despite the disturbances. The

dynamics of χ1 can be written as follows

iχ̇1 =
i−1
∑

j=1

A∗

1jλ

(

jχ1

)

+A∗

iiλ

(

iχ1

)

+B1iλu+

D∗

1iλ
d(t) + E∗

1iλ
w(t) (14)

y1i = iχ11

each one of the q1 blocks (14) could be written as:

iχ̇1j
= iχ1(j+1)

+ B∗

1i(j)λ
u, j = 1, ri − 1 (15)

iχ̇1(ri)
= ciλA

ri
λ x+ B∗

1i(ri)λ
u+D∗

1i(ri)λ
d(t) +E∗

1i(ri)λ
w(t)

where iχ1j , j = 1, ri − 1 denotes the j-th element of

the partitioned state vector χ1 corresponding to the block

i, i = 1, q1.

An estimated of the variable χ1 can be obtained from the

auxiliary variable ẑ1 and the following nonlinear equation:

i ˙̂z1j = B∗

1i(j)λ
u− kj (L(t))

j

ri

⌈

iẑ11 −
i χ11

⌋

ri−j

ri +

iẑ1(j+1)
, j = 1, ri − 1 (16)

i ˙̂z1(ri) = B∗

1i(ri)λ
u− kriL(t)

⌈

iẑ11 −
i χ11

⌋0
(17)

where L(t) is a time-varying gain that satisfies for a chosen
ε ∈ R+ the equality L(t) = ||C||||A||x̄+ d̄(t) +Ew+ ε. To
estimate the remaining state variable, which is affected by
the unknown inputs, let introduce the auxiliary variable ẑ2.
Then, a collaborative estimation is obtained as follows:

˙̂z+2 = G2λA21λ ẑ1 +
(

G2λA22λG
−1
2λ

)

ẑ
+
2 +G2λB2λu(t)

+G2λL2λ (y2 −C22λG
−1
2λ

ẑ
+
2 )

+
([

(G2λ )
+

+ (G2λ )
−

]

1Ew
)

, (18)

and

˙̂z−2 = G2λA21λ ẑ1 +
(

G2λA22λG
−1
2λ

)

ẑ
−

2 +G2λB2λu(t)

+G2λL2λ (y2 − C22λG
−1
2λ

ẑ
−

2 )

−

([

(G2λ)
+

+ (G2λ)
−

]

1Ew
)

. (19)

where 1 ∈ R
(n−nVλ

−nNλ
)×1 is a vector of ones, and

L2λ is chosen such that, under Assumption 2, there exists a

matrix G2λ for which Ãλ = G2λ (A22λ − L2λC22λ)G
−1
2λ

is

a Metzler matrix that satisfies the following inequality

PλÃλ + ÃT
λPλ +

1

δ
Pλ < −Jλ (20)

for symmetric positive definite matrices Pλ, Jλ ∈
R

(n−nVλ
)×(n−nVλ

) and a positive scalar δ > 0. For a

procedure to compute the matrix G2λ please refer to [26].

Let define the following vectors:

ẑ+ =

[

ẑ1
ẑ+2

]

, ẑ− =

[

ẑ1
ẑ−2

]

,

and the transformation matrix:

Tλ =

[

Oλ

G2λVλ

]

,

The following reset equations are proposed for each

switching time ti



ẑ+(t+i ) =

[

Oi+1

G2i+1Vi+1

] [

Oi

G2iVi

]−1

ẑ+(t−i )

ẑ−(t+i ) =

[

Oi+1

G2i+1Vi+1

] [

Oi

G2iVi

]−1

ẑ−(t−i )

where t−i is the time instant just before the switching time

ti, and t+i is the time instant just after the switching time ti.
Define the estimation error e1 = z1− ẑ1. By following the

procedure described in [27], a Lyapunov function for each

block of the system (12), (16) is given by:

iVλ =

ri−1
∑

j=1

βj
iγj(

ie1j ,
ie1j+1) + βn

1

pi

∣

∣

ie1ri

∣

∣

p, (21)

where

iγj(
ie1j ,

ie1j+1) =
ri + 1− j

pi

∣

∣

ie1j
∣

∣

pi
ri+1−j +

−ie1j
⌈

ie1j+1

⌋

pi−ri−1+j

ri−j +
(

pi − ri − 1 + j

pi

)

∣

∣

ie1j+1

∣

∣

pi
ri−j

and βk > 0, k = 1, ri, pi = 2ri − 1 and βi > 0. The setup

time for each block is computed as

tsetup,iλ (max(|x̄|, |x|)) =

(

pi
κ1

(

iVλ
i
((

ie1(ti)
)))

1
pi

)

where λe1 = max(|x̄|, |x|), max(|x̄|, |x|) is the maximal
value between upper and lower bounds (3). ie1(ti) =i

z1 − iẑ1 are the components of the ith block of z1 − ẑ1,
respectively. Therefore, there exists a maximal setup time:

tsetup,maxλ
(max(|x̄|, |x|)) = max

i=1,N

{

tsetup,iλ(max(|x̄|, |x|))
}

(22)

Assumption 4: There exists a positive constant Υδ > 0
called the dwell-time, such that the time between two consec-

utive switchings of the system (1), (2) satisfy
(

t(i+1) − ti
)

≤
Υδ, i ∈ N,

Υδ = max
λ=1,N

{

tsetup,maxλ
(Tλ(x̄− x))

−2
λmax(Pλ)

λmin(Jλ)
ln

(

λmin(Pλ)

λmax(Pλ)

)}

(23)

Theorem 1: Let the system (1), (2) satisfy Assumptions

1, 2, 3 and 4, then the collaborative estimated

x̂ =
(

T−1
λ

)+
ẑ− −

(

T−1
λ

)−
ẑ+ (24)

x̂ =
(

T−1
λ

)+
ẑ+ −

(

T−1
λ

)−
ẑ− (25)

with the auxiliary variables (16), (17), (18), (19) provides,

after a dwell-time Υδ, an interval estimation of the state in

spite of the presence of d(t) and w(t) .

Proof: Let represent the transformation matrix Tλ as

the product of two matrices:

Tλ = GλMλ, Gλ =

[

I 0
0 G2λ

]

Thus, the similarity transformation z = Tλx could be seen

as the result of the successive transformations z = Gλχ and

χ = Mλx. The first transformation, which is a decoupling

transformation, brings the state of the system to the form

(12). Transformation yz = Sλy is introduced to decouple

and reorder the outputs to obtain the normal form (13).

The dynamics of the state in the new coordinates z is:
[

ż1
ż2

]

=

[

A11λ 0
G2λA21λ

(

G2λA22λG
−1
2λ

)

] [

z1
z2

]

+

[

B1λ

G2λB2λ

]

u(t) +

[

D1λ

0

]

d(t)

+

[

E1λ

G2λE2λ

]

w(t)

[

yz1
yz2

]

=

[

C11λ 0
0

(

C22λG
−1
2λ

)

] [

z1
z2

]

Recall that z1 = χ1, the observer (16) is a point observer
which takes advantage of the full relative degree feature to
guarantee the finite time convergence of the estimation error
e1 = ẑ1 − z1. The estimation error can be studied in the
block form (14), (15) as:

iė1j = ie1j+1 − kj(L(t))
j/ri

⌈

ie11
⌋(ri−j/ri)

iė1ri = −
(

ciλA
ri
λ x+D∗

iri
d(t) +E∗

iri
w(t)

)

− kriL(t)
⌈

ie11
⌋0

It is important to remark that each operation mode λ may

have a different block structure. In that case, it may require a

proper design of the transformations and observer matrices,

as well as a careful selection of the initial conditions.

Introducing the change of variablesiξ11 =
ie11
L(t) ,

iξ12 =
ie12

k1L(t) , ...,
iξ1j =

ie1j
k(j−1)L(t) , j = 1, ri.

Then, the error dynamics in the new variables is given by

iξ̇11 = k1

(

iξ12 −
⌈

iξ11
⌋

ri−1

ri

)

−
L̇(t)

L(t)
iξ11

iξ̇1j =
kj

kj−1

(

iξ1j+1
−
⌈

iξ11
⌋

ri−j

ri

)

−
L̇(t)

L(t)
iξ1j

iξ1ri = −
kri

kri−1

(

1

kri

(

ciA
rix+D∗

iri
d(t) + E∗

iri
w(t)

)

+
⌈

iξ11
⌋0
)

−
L̇(t)

L(t)
iξ1ri

for j = 2, (ri − 1). Let now follow the procedure presented

in [27] to prove that all iξ1, i = 1, q1 converge to zero in

finite time. Consider again the Lyapunov candidate functions

(21), and let us rewrite the function as:

iVλ =

ri−1
∑

j=1

βj
iγj(

iξ1j ,
iξ1j+1

) + βn

1

p

∣

∣

∣

iξ1ri

∣

∣

∣

p, βk > 0,

(26)

with k = 1, ri and

iγj(
iξ1j ,

iξ1j+1
) =

ri + 1− j

p

∣

∣

∣

iξ1j

∣

∣

∣

p
ri+1−j

−iξ1j

⌈

iξ1j+1

⌋

p−ri−1+j

ri−j

+

(

p− ri − 1 + j

p

)

∣

∣

∣

iξ1j+1

∣

∣

∣

p
ri−j



where p = 2max∀i(ri) − 1 and βi > 0. Therefore, it was

proven in [27], that there exist constants κ1 and κ2 such that

the derivative of the Lyapunov candidate (26) satisfies:

iV̇λ ≤ −κ1

(

iVλ

)

p−1
p −

L̇(t)

L(t)
κ2

iVλ

in particular, κ2 is a function , κ2(L̇(t)).
The above given inequality allows to guarantee the finite

time convergence to zero of iξ1, with a setup time given by

the following expression:

Υ(iξ1(t
+
i )) ≤

p

κ1

(

iVλ(
iξ1(t

+
i ))

)
1
p (27)

where t+i is the ith switching time.

Therefore, there exists a maximal setup time that can be

represented as

Υmax(ξ1(t
+
i )) ≤ max

i=1,q1

(

p

κ1

(

iVλ(
iξ1(t

+
i ))

)
1
p

)

(28)

Notice that, in terms of the upper bounds of the states

given in (3), a maximal setup time can be computed as (22).

The interval estimation error for the state z2 is defined by

the couple of variables e+2 = ẑ+2 −z2, e−2 = z2− ẑ−2 . Thus,

their dynamics are presented in the following equations:

ė+2 = H1e1 + Ãλe
+
2 + γ+

w (29)

ė−2 = H1e1 + Ãλe
−

2 + γ−

w (30)

where Ãλ = G2λ (A22λ − L2λC22λ)G
−1
2λ

, H1 =

G2λA21λ , γ+
w =

[

(G2λ)
+
+ (G2λ)

−
]

1Ew, and γ−
w =

−
[

(G2λ)
+
+ (G2λ)

−
]

1Ew.

Thus, three elements compose the estimation error (29)

and (30). A non-collaborative component that depends on e1
which vanishes after a finite-time transient given by (27);

and a second term that is integrated by the error variables

e+2 and e−2 , that under the satisfaction of the inequality (20)

is ruled by a Metzler matrix, which provides for a positive

dynamics; finally, a third term composed of the unknown

input information γ+
w , γ

−
w , which is, by design, a strictly

positive term, the rest of the proof is a consequence of the

work by [28].

A Lyapunov candidate function to prove the stability of

the estimation error is given by

V +
λ =

q1
∑

i=1

iVλ + ẽ+TPλẽ
+ (31)

Computing the time derivative of (31):

V̇ +
λ =

q1
∑

i=1

iV̇λ + ẽ+TPλ
˙̃e+ + ˙̃e+TPλẽ

+ (32)

Substituting (29) into (32), the following equality is ob-

tained

V̇ +
λ =

q1
∑

i=1

iV̇λ + ẽ+TPλ

(

H1e1 + Ãλẽ
+ + γ+

w

)

+
(

H1e1 + Ãλẽ
+ + γ+

w

)T

Pλẽ
+

Recall that after a finite time transient Υmax(ξ1(t
+
i )),

the estimation error e1 vanishes and its contribution to the

Lyapunov function is null, therefore for all t ≥ Υmax(ξ1(t
+
i ))

the following equality holds

V̇ +
λ = ẽ+T

(

PλÃλ + ÃT
λPλ

)

ẽ+ + 2ẽ+TPλγ
+
w

Applying Lemma 1 to the last term of the equality:

V̇ +
λ ≤ ẽ+T

(

PλÃλ + ÃT
λPλ +

1

δ
Pλ

)

ẽ+ + δγ+T
w Pλγ

+
w

V̇ +
λ ≤ −ẽ+TJλẽ

+ + δγ+T
w Pλγ

+
w (33)

Notice that the last term in the right-hand side of

(33) satisfies the following inequality ||γ+T
w Pλγ

+
w || ≤

||Pλ|| ‖G2λE2λ‖
2
w2. It is clear that all the terms in the right-

hand side of the inequality are bounded, therefore under a

proper selection of the gains L2λ and L3λ , and given the

existence of a matrix G2λ such that the inequality (20) is

satisfied, the equation (29) is Input to State Stable, and the

estimation error ẽ+ is bounded.

In a similar way, using the following Lyapunov candidate:

V −

λ =

q1
∑

i=1

iVλ + ẽ−TPλẽ
−

whose derivative satisfies

V̇ −

λ ≤ ẽ−T

(

PλÃλ + ÃT
λPλ +

1

δ
Pλ

)

ẽ− + δγ−T
w Pλγ

−

w

The uncertain term in the right-hand side satisfies the

norm inequality ||γ−T
w Pλγ

−
w || ≤ ||Pλ|| ‖G2λE2λ‖

2 w2. No-

tice that, after the dwell-time given in equation (28), the

estimation error ẽ− is bounded.

After a time transient of duration Υmax, the estimated

values ẑ+ and ẑ− provide an upper and lower estimation of

the state z. Therefore, the collaborativeness of the estimated

states (24), (25) is a direct consequence of the application of

Lemma 1.

After the setup time (28), the following Lyapunov candi-

date can be used to prove the convergence

V +
λ,Υmax

= ẽ+TPλẽ
+ (34)

Due that (34) has a quadratic form, then it satisfy

λmin(Pλ)
∥

∥ẽ+(t)
∥

∥

2
≤ Vλ,Υmax

(t) ≤ λmax(Pλ)ẽ
+T ẽ+ (35)

Provided the setup-time Υmax, the linear part of the ob-

server governs the convergence of the states. Then, for all

t ≥ Υmax the derivative of (31) satisfies:

V̇ +
λ,Υmax

≤ −ẽ+TJλẽ
+ + δγ+T

w Pλγ
+
w

≤ −λmin(Jλ)ẽ
+T ẽ+ + ||δγ+T

w Pλγ
+
w ||

≤ −
λmin(Jλ)

λmax(Pλ)
V +
λ,Υmax

+ ||δγ+T
w Pλγ

+
w ||

The Lyapunov function (31) verifies V +
λ,Υmax

(t) ≤

e−αtVλ,Υmax
(t+i ), where t+i is the switching time and α =



λmin(Jλ)
λmax(Pλ)

. Due that the inequality (35) is satisfied, the

following chain of inequalities are also satisfied

λmin(Pλ)
∥

∥ẽ+(t)
∥

∥

2
≤ V +

λ,Υmax
(t) ≤ λmax(Pλ)e

−αt
∥

∥

∥
e+(t+i )

∥

∥

∥

2

Therefore the following inequality is also satisfied:

∥

∥ẽ+(t)
∥

∥ ≤

√

λmax(Pλ)

λmin(Pλ)
e−

αt
2

∥

∥e+(t+i )
∥

∥

In order to guarantee the convergence of the estimation

error, the next inequality must be satisfied
√

λmax(Pλ)

λmin(Pλ)
e−

αt
2 < 1

Then, the following dwell-time is obtained for the collab-

orative part of the observer:

Υδ > Υmax(ξ1(0))−
2

α
ln

(

λmin(Pλ)

λmax(Pλ)

)

Therefore, the algorithm guarantees the exponential con-

vergence of the collaborative estimates as long as the switch-

ing times satisfy dwell-time (23), as given in Assumption 4.

Finally, applying Lemma 2 it is possible to design a col-

laborative estimation of the original state as it was presented

in (24) and (25); then, the theorem has been proven.

V. CONCLUSIONS

In this article, a collaborative estimation technique is pro-

posed for a class of Linear Switched Systems affected by two

classes of disturbances. To solve the problem, two estimation

algorithms are used. A point observer that reconstruct the

states affected by disturbances with a time-varying upper

bound, and a collaborative observer that estimates a part of

the state, which relative degree is not well known, and is

affected by bounded unknown inputs.
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