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Abstract

Non-destructive thermal techniques have been developed and extensively used during the last decades for space charge measurements in solid dielectrics. These methods are based on measuring and analyzing a transient capacitive current or voltage due to the redistribution of influence charges when a heat flow induced by an external thermal stimulus diffuses through the sample. If this principle is à priori usable on liquids, its application to such materials and appropriate interpretation of the measured signals require assessing and identifying the effects of thermal convection, which is likely to appear when heat diffuses in a liquid medium. This issue is addressed in the present work. Transient current responses of dielectric liquids with two different viscosities containing interface charges are computed numerically in the absence and in the presence of thermal convection when thermal stimuli of amplitudes up to 20 K are applied. The effects of the thermal convection are analyzed and guidelines for reducing them are proposed.
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1. Introduction

Electric charge in liquids is presently measured mostly through global, non-resolutive approaches like impedance spectroscopy, cyclic voltammetry or flow electrification [1–4]. The resolutive Kerr effect technique [5,6] is limited in sensitivity when applied to a dielectric liquid by low values of the Kerr constant and by the sensitivity of the camera used for the experiment, and can only be used in transparent liquids. Thus, sensitivity and spatial resolution available through existing methods for quantifying and localizing electric charges in liquids are significantly restricted. It is to note that the theoretical distribution of the electrical double layer, suggested by Stern in 1924 [7] and fully admitted since, has never been yet confirmed experimentally, mainly due to the lack of sensitivity and resolution of the available methods. Thus, thorough study of the formation and the evolution of charged areas in liquids and at liquid/solid interfaces are still requiring new measurement techniques. In this context, the application of stimuli methods [8,9] to dielectric liquids [10–20], particularly thermal methods like the thermal step method (TSM) [21–25], is receiving increasing attention.

Indeed, extensive studies of electric charge effects in solid dielectrics have been made possible by the development of non-destructive methods for in such materials [8,9]. Amongst them, thermal methods are the most sensitive [26] and lie on the diffusion of heat, which generates a slight local disequilibrium of the volume space charge $\rho(V)$ and a slight local variation of the permittivity $\varepsilon$, leading to a variation of the induced charges at electrodes $Q_1$ and $Q_2$ ($Q_1 + Q_2 + Q_i = 0$ due to the charge conservation law, with $Q_i = \iiint_V \rho(V) \, dV$). The result is an electrical response, which, for a short-circuited sample submitted to inhomogeneous variation of temperature across its thickness with time $t$, is a transient current:

$$I(t) = - \frac{\partial Q_1}{\partial t} = \frac{\partial Q_2}{\partial t}$$

(1)
In the case of a flat homogeneous solid sample submitted to a heat pulse or temperature step (Figure 1), this signal reads [21–24]:

\[ I(t) = -\alpha C \int_0^d E(x) \frac{\partial \Delta T(x,t)}{\partial t} dx \]  \hspace{1cm} (2)

where \( C \) is the capacitance of the sample, \( \alpha = \alpha_x - \alpha_\varepsilon = (1/\varepsilon) \times d\varepsilon/dT - (1/\varepsilon) \times dx/dT \) is a coefficient of relative variation with temperature \( T \) of the abscissae \( x \) and of the permittivity \( \varepsilon \), \( d \) is the thickness of the sample, \( E(x) \) is the electric field distribution across the sample in the thickness direction (which is a depth coordinate: \( x \in [0, d] \)) and \( \partial \Delta T(x,t)/\partial t \) is the law of variation of the temperature with time at the abscissa \( x \).

![Figure 1: Principle of a thermal stimulus method (example for a sample in short-circuit). The presence of a space charge \( Q_i \) induces influence charges \( Q_1 \) and \( Q_2 \) at electrodes (a). When the sample equilibrium is perturbed by a thermal stimulus applied to the left electrode, charge variation at electrodes (\( Q_2 - dQ \) and \( Q_1 + dQ \), respectively) occurs to restore it. Thus, the transport of charge \( dQ \) from an electrode toward the other through the external circuit results in a transient current response \( I(t) = -dQ/dt \).](image)

In coaxial geometry (Figure 2), by neglecting the axial dimension, the transient current signal reads:

\[ I(t) = -\alpha C \int_{R_{int}}^{R_{ext}} E(r) \frac{\partial \Delta T(r,t)}{\partial t} dr \]  \hspace{1cm} (3)

where \( R_{int} \) and \( R_{ext} \) are the inner and the outer radii of the coaxial insulation, \( E(r) \) is the radial electric field distribution across the coaxial sample (\( r \in [R_{int}, R_{ext}] \)) and \( \partial \Delta T(r,t)/\partial t \) is the law of variation of the temperature with time at the radius \( r \).
The electric field and charge distributions across $x$ or $r$ can be determined by solving the above equations as described in [21,25,27], provided that these distributions vary much slowly than the measurement time, which is usually the case for solids.

If this principle is à priori applicable to a sample of dielectric liquid, one must take into account that, in addition to thermal conduction, thermal convection, which does not exist in a solid sample, may occur in a liquid one. Charge transport through thermal convection may then affect the charge and field distributions in the liquid during the measurement. This may lead to errors in processing the measured signals, as the condition of slow variation of the field distribution with respect to the measurement time, required for solving equations (1) and (2), could be no longer fulfilled.
In this paper, we approach, through numerical analysis, the effects of thermal convection on the electrical responses of liquid insulating samples submitted to a thermal stimulus, and derive criteria to assess and limit them.

2. Calculation model

2.1 Calculation domain

The studied configuration is that of a coaxial liquid sample from Figure 3. The electrical double layer [7], which appears when any liquid is set into contact with a solid wall, is used in this work as a study support. Thus, a charge distribution comprising the two diffuse charge layers set up near each electrode [7,28] is considered across the sample (Figure 3). As in pure dielectric liquids like hydrocarbons the Debye length $\delta_0$ is of the order of 100-150 $\mu$m at the most [29,30], which gives a maximum total length of the charged area $2 \times 5 \times \delta_0 = 1.5$ mm, a thickness of 3 mm was chosen for the liquid sample (3) to exclude interpenetration of the two charge zones. The other dimensions and the sample geometry were set to obtain a capacitance higher than 100 pF (of the order of those used with the TSM in solid samples of similar thicknesses) and to be as close as possible to a practically feasible and reliable measurement cell and experimental setup.

The 1 mm-thick electrodes (domains (2) and (4)) are considered as of stainless steel, with density $\rho_m = 7780$ kg/m$^3$, specific heat $C_p = 540$ J·kg$^{-1}$·K$^{-1}$ and thermal conductivity $\lambda = 19.83$ W·m$^{-1}$·K$^{-1}$. The measurement cell is assumed as initially at $T_0 = 20^\circ$C. The thermal excitation is considered as applied by a flow of ethanol at a temperature $T_0 + \Delta T_0$ ($\Delta T_0 \in [-20^\circ$C, $+20^\circ$C]) circulating through the inner chamber (domain (1)) at a speed of 5 m/s. The considered properties of ethanol are, at room temperature: density $\rho_m = 808$ kg/m$^3$, specific heat $C_p = 2400$ J·kg$^{-1}$·K$^{-1}$, dynamic viscosity $\mu_{dyn} = 1.2 \times 10^{-3}$ Pa·s and thermal conductivity $\lambda = 0.168$ W·m$^{-1}$·K$^{-1}$. Their variations with temperature are:
\[
\rho_m(T) = 475.01 + 4.71 \times T - 0.0175 \times T^2 + 1.83 \times 10^{-5} \times T^3
\]  
(4)

\[
C_p(T) = 4012.27 - 18.71 \times T + 0.0451 \times T^2
\]  
(5)

\[
\mu_{dyn}(T) = 0.07414 - 6.170 \times 10^{-4} \times T + 1.74 \times 10^{-6} \times T^2 - 1.66 \times 10^{-9} \times T^3
\]  
(6)

\[
\lambda(T) = 0.2190 - 1.221 \times 10^{-4} \times T - 1.79 \times 10^{-7} \times T^2
\]  
(7)

The external chamber (domain (5)) is considered as air-filled to act as a thermal insulator.

Figure 3: Axial (a) and top (b) views of the cell and computation domains considered for numerical calculations of transient currents corresponding to the application of a thermal stimulus to a dielectric liquid. (1): Chamber used for applying the thermal stimulus through a flowing cold or warm liquid, (2) and (4): Stainless steel walls (electrodes), (3): Studied dielectric liquid (sample), (5): Air-filled (thermally insulating) chamber. \( \vec{g} \) stands for the gravity acceleration.
Because thermal convection is related to dynamic viscosity, two generic liquids with different viscosities were considered (domain (3)). The first is a low-viscosity one, with the properties of cyclohexane, i.e.: dynamic viscosity $\mu_{\text{dyn}} = 0.980 \times 10^{-3}$ Pa·s, thermal diffusivity $D_T = 1.38 \times 10^{-7}$ m²/s and density:

$$\rho_m(T) = 84.1595 \times \frac{0.8908}{0.27396^{1+\frac{T}{555.58}}}^{0.2865}$$

The second one is a higher viscosity liquid, representative of transformer mineral oils, with $\mu_{\text{dyn}} = 17 \times 10^{-3}$ Pa·s, $\rho_m = 850$ kg/m³ at 20°C, $D_T = 0.93$ m²/s and a volumetric coefficient of thermal expansion $\beta = 7 \times 10^{-4}$ K⁻¹.

2.2 Solved equations

The space charge and electric field distributions from Figure 4, representing typical profiles in insulating liquids at the liquid/wall interface in the hypothesis of weak charge densities [28], were considered for both liquids. The sample geometry ($R_{\text{int}}$ and $R_{\text{ext}} >> (R_{\text{ext}}-R_{\text{int}})$) allows considering charge profiles decreasing exponentially from the walls toward the bulk [31]:

![Figure 4: Diffuse-layer-like assumed space charge density and electric field distributions across the insulating liquid.](image-url)
\[
\rho(r) = \rho_{wd} \times \exp \left( -\frac{r-R_{int}}{\delta_0} \right) \text{ for } r \in [R_{int}; (R_{ext}+R_{int})/2) \\
\rho(r) = \rho_{wd} \times \exp \left( \frac{r-R_{ext}}{\delta_0} \right) \text{ for } r \in [(R_{ext}+R_{int})/2; R_{ext}] \\
\] (9)

where \( \rho_{wd} = 10^{-4} \text{ C/m}^3 \) is the space charge density at the wall. This profile has been set as initial distribution for the computation.

The electric field \( E \) and the electric potential \( U \) across the sample are calculated by using the Poisson and the electrostatic potential equations:

\[
\nabla \cdot (\varepsilon_0 \varepsilon_r \vec{E}) = \rho \\
\vec{E} = -\nabla U \\
\] (10) (11)

The thermal stimulus is assumed as applied through the cold or warm fluid circulating in the inner cavity (1) from top to bottom. The temperature variation due to heat diffusion through the stainless steel walls (2) and (4) are computed with the heat equation, \textit{i.e.} equation (12) where \( v = 0 \). Heat diffusion and convection within the sample (domain (3)) are computed by linking the heat equation and the Navier-Stokes equations in incompressible flow with the Boussinesq approximation [32]:

\[
\rho_m C_p \frac{\partial T}{\partial t} + \rho_m C_p \bar{v} \cdot \vec{v} T - \lambda \nabla^2 T = q_v \\
\rho_m(T_0) \left[ \frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla) \vec{v} \right] \\
- \nabla p + \nabla \cdot \left( \mu_{dyn} \left[ \bar{v} \bar{v} + (\bar{v} \cdot \bar{v}) \right] - \frac{2}{3} (\nabla \cdot \vec{v}) I \right) + \rho_m(T_0) \beta (T - T_0) \hat{g} \\
\vec{v} \cdot (\vec{v}) = 0 \\
\] (12) (13) (14)
with $C_p$ specific heat, $\vec{v}$ velocity, $\lambda$ thermal conductivity, $\dot{q}_v$ heat source, $T_0$ initial temperature and $p$ pressure. The electro-hydrodynamic forces were neglected due to the low values of the electric field from Figure 4 (this hypothesis was also verified by preliminary simulations).

The charge $\rho$ is assumed as transported by the thermal convection flow through a transport equation where diffusion is neglected with respect to convection, and also the charge creation, which is far slower than the considered measurement time:

$$\frac{\partial \rho}{\partial t} + \vec{v}(\dot{\vec{v}}\rho) = 0 \tag{15}$$

To considerably reduce simulation times by excluding the mechanic physics, $\alpha = -\alpha_e = 10^{-4}$ K$^{-1}$ (of the order of values measured experimentally on cyclohexane and on a widely used transformer oil) is considered for both liquids, i.e. in the domain (3) the following law of variation of the relative permittivity with temperature is imposed:

$$\varepsilon_r(x, t) = \varepsilon_r(T_0) \times [1 + \alpha \varepsilon(T(x, t) - T_0)] \tag{16}$$

Two situations were analyzed: without and with considering thermal convection within the liquid sample. The first case, identical to what occurs in a solid dielectric in terms of thermal transfer, is used as reference for the sole effect of thermal conduction on the electric response. The second one is the result of both thermal transfer mechanisms (conduction and convection) and allows assessing the impact of thermal convection on the signal. In both cases, the signals are computed by integrating numerically the displacement current density $\vec{j}_D = \partial \vec{D}/\partial t = \partial(\varepsilon \vec{E})/\partial t$ on the surface $S$ of one of the electrodes:

$$I(t) = \int_S \vec{j}_D d\vec{S} \tag{17}$$
In the domain (1) (corresponding to the flow of ethanol), the turbulent flow, thermal conduction and thermal convection coupled to turbulent flow physics are considered. The ethanol flow is considered as entering through the upper side of the domain and exiting through the lower end, through an inlet with a radius $r_{inlet} = 6$ mm. The mesh in domain (1) is optimized for fluid dynamics - it is highly refined near the interfaces, where the velocity gradients are significant (Figure 5). The fluid velocity input condition is set as a normal velocity of norm $v_n = 5$ m/s.

![Figure 5: Mesh in the domain (1) (flowing heating fluid). g stands for gravity acceleration and $v_n$ for the fluid velocity at the domain input.](Image)

It is considered that a flow of ethanol at $T_0$ circulates in the domain (1) before the simulated experiment (stationary flow regime at $T_0$ with the abovementioned velocity at the top of domain (1)). To simulate the application of a thermal stimulus of amplitude $\Delta T_0$ with the aid of the ethanol flow, it is assumed that at $t = 0$ the temperature of the ethanol entering the domain (1) switches to $T_0 + \Delta T_0$. Thus, to initialize the velocity profile, a stationary calculation of the turbulent flow at the initial temperature $T_0$ is carried out and then a temporal step, where the thermal step is applied, is launched.
The velocity profiles in the domain (1), calculated for ethanol temperatures of 0°C, 20°C and 40°C (by taking into account the variation of the ethanol properties with temperature), are represented in Figure 6. The differences in velocity values are less than 1 %. For this reason and with the goal of decreasing the calculation time, the fluid movement in the domain (1) determined in the stationary stage is not computed any more in the temporal step; the velocity profile calculated in the stationary stage is kept and set as an initial condition.

In the stainless steel walls (domains (2) and (4)), only the heat equation is solved. The mesh is here conditioned by the domains of the heating fluid (1) and of the sample (3), and require few meshing elements in the direction of the heat flux to make the calculations converge.

In the sample domain (3), the thermal conduction, electrostatics, laminar flow and coupled charge transport equations are considered. At the boundaries of domain (3), the mesh is highly refined (Figure 7), with a first mesh of 1 µm in width and then a growth rate of 1.2 for the first 350 µm close to the interfaces in the $r$-direction. For the rest of the bulk, the mesh elements are 50 µm-wide in the $r$-direction. In the $z$-direction (height), the meshes are 500 µm-
high, except near the fluid input and output, where the mesh is much more refined, with a first element of 5 µm in height and a growth rate of 1.2 for 15 mesh elements.

Figure 7: Mesh of the liquid sample (domain (3)) for a height z comprised between 121 mm and 125 mm

Domain (5) is considered as a chamber filled with air at the temperature $T_0$, to act as a thermal screen. In domains (2) and (4), only the heat equation is solved. The condition on the external boundary is the following: if the heat flux “enters” the domain, the external temperature is equal to $T_0$ ($T=T_0$), otherwise the outgoing heat flux $q_h$ is nil ($-\mathbf{n} \cdot \mathbf{q}_h =0$, with $\mathbf{n}$ the unit vector normal to the wall). A relaxed mesh is used here, as the heat flux has barely the time to reach this domain, which mainly serves as a limit condition for the rest of the geometry.

3. Results and discussion

Figure 8 shows transient currents (thermal step (TS) signals) computed with the low and high viscosity liquids without taking into account the thermal convection movements. For each liquid, the currents are strictly proportional to the amplitude of the temperature stimulus $\Delta T_0$. This is in accordance with the analytical expression of the current (2) when a thermal stimulus of the form $\Delta T(r, t) = \Delta T_0 \times f(t)$ is applied, as in the case of a solid sample, where only thermal conduction occurs. The small differences between the signals of the two liquids are due to their difference in thermal diffusivity.
Figure 8: Thermal step currents computed in the low viscosity (a) and viscous liquids (b) when stimuli of different amplitudes $\Delta T_0$ are applied, without considering thermal convection movements.

TS currents calculated when considering both thermal transfer by conduction and the thermal convection motions are shown in Figure 9. In contrast to Figure 8a), where the signs of the currents revert when the sign of the thermal stimulus is reverted, the currents corresponding to the low-viscosity liquid (Figure 9a) keep the same sign, whatever the thermal stimulus. This provides an interesting indication for detecting a major effect of charge displacement by convection in a measured signal.

Figure 9: Thermal step currents computed in the low viscosity (a) and viscous liquids (b) when stimuli of different amplitudes $\Delta T_0$ are applied, with the thermal convection movements taken into account.
Figure 10: Profiles of velocity along the z-axis due to convection movements in the low-viscosity liquid (domain (3)) when a thermal stimulus of +20 K (a) and -20 K (b) is applied, at $t = 8$ s after the application of the stimuli.

Figure 11: Electric charges in the liquid before applying the thermal stimulus (a) and displacement of these charges by the thermal convection flow during the application of a positive (b) or negative (b) stimulus. The sense of the liquid movement in the convection cell reverts when the thermal stimulus is reverted, but the charges from the liquid are always convected from left to right (clockwise for a positive thermal stimulus and counterclockwise for a negative one). Consequently, the redistribution of influence charges occurs in both cases in the same sense, and the TS currents appearing in the external circuit ($I_b(t)$ and $I_c(t)$) have the same sense.

To interpret the fact that, despite the reversal of the thermal stimulus sign, the thermal stimulus current does not revert when the charge convection by the liquid flow is taken into account, we plotted in Figure 10 the velocity lines of the convection movements along the z-axis in the cases of a positive and a negative thermal step with $|\Delta T_0| = 20$ K. The charges from the interface layers (i.e., placed near $r = 16$ mm and $r = 19$ mm) are displaced by the liquid movements following the convection lines, clockwise or counterclockwise, with respect to the sign of the stimulus. However, even if the sense of the convection movements of the fluid is
reverted when the sign of the thermal stimulus reverts, these convection movements always transport the charges from the charged layers of the fluid toward the opposite electrode. The fluid movements provoked by thermal convection are clockwise or counterclockwise, with respect to the sign of the stimulus, but the net displacement of the charge in the r-direction is always in the same sense, as illustrated in Figure 11. Consequently, the transport of influence charges from an electrode to the other via the outer circuit is always made in the same sense, so the thermal step current induced by the thermally convected charges is always of the same sign.

On the other hand, when comparing Figures 8a) and 9a), it comes out that the part of the signal due to the thermal conduction (which will be called so far “conductive component”) is so small with respect to the “thermo-convective” component that it becomes invisible when the thermal convection is included in the simulation. This clearly indicates that the signals from Figure 9a) are due in very large part to thermal convection effects.

When thermo-convection effects are considered, the rising dynamics of the signals is more important for a negative thermal stimulus. This is related to the velocity of the liquid near the interface, which depends on the variation of the specific density with temperature (equation (8)). Thus, gravity amplifies the descendant flow velocity at the interface when a negative stimulus is applied, as the specific density increases when temperature decreases. Once a convection cell is established (i.e., after 10 s), the currents issued from opposite temperature steps of same amplitude overlap, showing that once the convection flow is set, the effects of gravity on a low viscosity liquid are negligible.

The dynamics of the response of the more viscous liquid (Figure 9 b) is slower, as a result of a lower flow velocity due to its higher viscosity. It takes longer to set this liquid in motion, allowing to observe a supplementary current peak for \( t < 2 \) s. This peak, which appears at the same moment as the peaks from Fig. 8b), and which behaves in the same way as them (sign
inversion when the sign of the stimulus is reverted, proportionality between the amplitude of
the peak and that of the stimulus), is due to heat diffusion by conduction, as in a solid. A
classical “thermo-conductive” behavior (solid-like) is thus observed at least at the beginning
when viscosity increases.

After several seconds, the convection flow establishes and the contribution of thermal
convection becomes preponderant, as for the low viscosity liquid. However, the values of the
current are lower for the more viscous liquid, due to the velocity of the flow, which decreases
when viscosity increases. The rising slopes are almost identical for positive and negative steps
(the delay being mainly due to the contribution of the “conductive” component at the beginning
of the signal) and the sign of the “convective” component is also the same, whatever the sign
of the stimulus. To illustrate this, Figure 12 shows currents computed by considering:

i) the variation of permittivity with temperature, but without charge transport by the
convection flow (no convection and $\alpha = 10^{-4} \text{K}^{-1}$, curve i);

ii) charge transport by the thermal convection flow, but no permittivity variation
(only convection and $\alpha = 0$, curve ii);

iii) charge transport by thermal convection and permittivity variation with
temperature (convection and $\alpha = 10^{-4} \text{K}^{-1}$, curve iii).

The sum of the curves (i) and (ii) is also plotted, and it perfectly superposes to (iii).

Figure 12 underlines that below 4 s, the “convective” component is very small, and the
TS current is reduced to its “conductive” component. As the convection cell is establishing, the
“convective” component increases rapidly, up to become highly major. The “conductive”
component changes sign with the temperature step, but its contribution to the overall signal is
low because its value is highly supplanted by the “convective” component, except at the
beginning of the heat transfer process.
These results allow drawing several useful conclusions for interpreting experimental data and identifying the presence of convection effects. They show that measuring signals of the same sign and of close amplitudes when the sign of the stimulus reverts is characteristic of a major contribution of thermally convected charges. Likewise, a stall followed by a strong increase of the current (case of the viscous fluid) may witness a first stage where the entrainment
of the charges by the fluid is negligible, followed by a second stage where the signal is mainly due to charge movements by thermo-convection.

It comes out from the above results that, for avoiding errors in determining electric field distributions, the validity of equations (2) or (3) must be checked by verifying that the thermo-convective movements are absent, or at least that their contribution is much smaller than that given by the variation of permittivity and abscissae with temperature. If this is certainly the case for very viscous liquids, it could not be the case for a large variety of dielectric liquids with respect to used experimental set-ups.

Thermal convection can be substantially reduced with appropriate set-ups. For instance, a measurement cell with the same capacitance and sample thickness as that from Figure 3, but in a flat horizontal geometry, and where a positive thermal stimulus is applied downward, is shown in Figure 13a). The calculated liquid velocity in the sample due to thermal convection is here less than $2 \times 10^{-4}$ mm/s (which is the numerical noise threshold) with respect to 15 mm/s in the configuration from Figure 3 (as shown by the data from Figure 10). Consequently, in the flat cell the thermal convection is practically zero, and the currents computed with and without the “convective” term superpose perfectly (Figure 13b).

Setting up a flat cell with such dimensions, simulated here for comparison reasons, is apparently easy, but such a structure would be hardly reliable from a mechanical point a view, considered its large dimensions and length over thickness ratio. However, cells with smaller dimensions and thicknesses can be manufactured with present technologies, to fully allow measuring and studying charge distributions in dielectric liquids and at their interfaces without interference of thermal convection phenomena. To reach this aim, thermo-convective responses should be carefully assessed in any experimental set-up with respect to its geometry and
dimensions, by taking into account the form, the intensity and the duration of the used thermal stimulus.

4. Conclusions

A thermal stimulus can be used to assess the distribution of electrical charges within a liquid and in the electrical double layer. The idea is to provoke, by this excitation, a reversible electrostatic imbalance without generating a movement of the fluid by thermo-convective effect.

The numerical simulations showed that, for a cylindrical cell with a vertical axis and a thermal excitation produced parallel to the axis through a heating fluid pushed downward, thermo convective rollers are generated in the studied liquid, in spite of small temperature steps. This phenomenon is all the less marked as the viscosity of the liquid is important.

The electrical response then contains two pieces of information: one related to the response of the liquid charges in their immobile state, the other related to the transport of the liquid charges by the convection phenomenon. The analysis of the results shows that, in terms
of amplitude, the thermo-convective effects may prevail, but they develop at a slower dynamics than the “static” effects of the charge in the liquid. The measured signal would be mainly due in a first step (during the 2 to 3 seconds sufficient for the diffusion of the thermal wave throughout the liquid sample) to the “static” effect of the charge, then in a second step the thermo-convective effects would dominate.

On the other hand, the convective effects are independent of the sign of the temperature stimulus (positive or negative), contrary to the effects of a static liquid charge, which constitutes an important discriminating parameter in the analysis of the results. Finally, it is shown that the use of a cell of plane geometry, where a positive thermal stimulus is applied downwards, would make it possible to avoid the thermo-convective effects when measuring the electric charges in the liquid.
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