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TRANSPORT-BASED COUNTERFACTUAL MODELS

Lucas De Lara *, Alberto Gonzdlez-Sanz!, Nicholas Asher?, and Jean-Michel Loubes'

'Institut de Mathématiques de Toulouse, Université Paul Sabatier
Institut de Recherche en Informatique de Toulouse, Université Paul Sabatier

ABSTRACT

Counterfactual frameworks have grown popular in explainable and fair machine learning,
as they offer a natural notion of causation. However, state-of-the-art models to compute
counterfactuals are either unrealistic or unfeasible. In particular, while Pearl’s causal in-
ference provides appealing rules to calculate counterfactuals, it relies on a model that is
unknown and hard to discover in practice. We address the problem of designing realistic
and feasible counterfactuals in the absence of a causal model. We define transport-based
counterfactual models as collections of joint probability distributions between observable
distributions, and show their connection to causal counterfactuals. More specifically, we
argue that optimal transport theory defines relevant transport-based counterfactual models,
as they are numerically feasible, statistically-faithful, and can even coincide with causal
counterfactual models. We illustrate the practicality of these models by defining sharper
fairness criteria than typical group fairness conditions.

Keywords: Counterfactuals, Mass transportation, Optimal transport, Causality, Fairness

1 Introduction

A counterfactual states how the world should be modified so that a given outcome occurs. For instance, the
statement had you been a woman, you would have gotten half your salary is a counterfactual relating the
intervention “had you been a woman” to the outcome “you would have gotten half your salary”. Counter-
factuals have been used to define causation [Lewis, [1973] and hence have attracted attention in the fields
of explainability and robustness in machine learning, as such statements are tailored to explain black-box
decision rules. Applications abound, including algorithmic recourse [Joshi et all, 2019, [Poyiadzi et all, 2020,
Karimi et al., [2020], defense against adversarial attacks [Ribeiro et al., 2016, Moosavi-Dezfooli et all, 2016]
and fairness [Kusner et al., 2017, |Asher et al., 2020, Black et al., 2020, Plecko and Meinshausen, 2020].

State-of-the-art models for computing counterfactuals have mostly focused on the nearest counterfactual in-
stances principle [Wachter et al.,|2017], according to which one finds minimal translations, minimal changes
in the features of an instance that lead to a desired outcome. However, as noted by Black et al. [2020] and
Poyiadzi et al! [2020], this simple distance approach generally fails to describe realistic alternative worlds,
as it implicitly assumes the features to be independent. Changing just the sex of a person in such a transla-
tion might convert from a typical male into an untypical female rendering out-of-distribution counterfactuals
like the following: if I were a woman I would be 190cm tall and weigh 85 kg. According to intuition, such
counterfactuals are false and rightly so because they are not representative of the underlying statistical distri-
butions. As a practical consequence, such counterfactuals typically hide biases in machine learning decision
rules [Lipton et all, 2018, [Besse et al., 2020].

The link between counterfactual modality and causality motivated the use of Pearl’s causal modeling [Pearl,
2009] to address the aforementioned shortcoming [Kusner et all, 2017, Joshi et al., 2019, [Karimi et all, 2020,
Mahajan et al.,[2020]. Pearl’s do-calculus, by enforcing a change in a set of variables while keeping the rest
of the causal mechanism untouched, provides a rigorous basis for generating intuitively true counterfactuals.

*lucas.de_lara@math.univ-toulouse.fr
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The cost of this approach is fully specifying the causal model, namely specifying not only the Bayesian
network (or graph) capturing the causal links between variables, but also the structural equations relating
them, and the law of the latent, exogenous variables. The reliance on such a strong prior makes the causal
approach appealing in theory, but limited for systematic implementation.

To sum-up, research has mostly focused on two divergent frameworks to compute counterfactuals: one that
proposes an easy-to-implement model that leads, however, to intuitively untrue counterfactuals; another rig-
orously takes into account the dependencies between variables to produce realistic counterfactuals, but at the
cost of feasibility. Our contribution addresses a third way. Extending the work ofBlack et al. [2020], who first
suggested substituting causality-based counterfactual reasoning with optimal transport, we define transport-
based counterfactual models. Such models, by characterizing a counterfactual operation as a coupling, a
mass transportation plan between two observable distributions, ensures that the generated counterfactuals are
in-distribution, hence realistic. In addition, they remedy to the impracticability issues of causal modeling
as they can be computed through any mass transportation techniques, for instance optimal transport. As a
consequence, this renders many counterfactual frameworks for fairness feasible.

1.1 Outline of contributions

We propose a mass transportation framework for counterfactual reasoning, and point out its similarities to the
causal approach. Additionally, we use these framework to derive new transport-based counterfactual fairness
criteria.

1. In Section[2 we introduce a general causality-free framework for the computation of counterfactuals
through mass transportation techniques (not only optimal transport), leading to the definition of
transport-based counterfactual models.

2. In Section[3] we present the causal approach of counterfactual inference from a mass transportation
perspective. The interest of this viewpoint is two-fold. First, it offers an elegant representation of
counterfactual operations and common causal assumptions. In particular, we study the implications
of two general causal assumptions in this formalism. Under the single-world assumptions, we show
that the pairing between factual and counterfactual instances is given by a closed-form deterministic
map; when the intervened feature is relative exogenous, we show that the distribution of counterfac-
tual instances coincide with an observational distribution. Second, it provides a common formalism
with transport-based counterfactual models.

3. On the basis of the formalism and assumptions presented in Section[3] we demonstrate in Section ]
that optimal transport maps for the quadratic cost generates the same counterfactual instances as a
large class of causal models, including linear additive models. We argue that this makes transport-
based counterfactual models relevant surrogate models in the absence of a known causal model.

4. In Section[3] we apply the mass transportation viewpoint of structural counterfactuals by recasting
the counterfactual fairness criterion into a transport-like one. Then, we propose new causality-free
criteria by substituting the causal model by transport-based models in the original criterion.

1.2 Problem setup

Let (2, A, P) be a probability space, and set d > 1. Define the random vector V := (X, S) € RI*!, where
the variables X : Q@ — X C R4 represent some observed features, while the variable S : Q@ — S C R can be
subjected to interventions. For simplicity, we assume that S is finite such that for every s € S, P(S = s) > 0.
Forevery s € S, set s := L(X | S = s) the factual or observational probability distribution of s-instances,
and denote by X its support. We consider the problem of computing the potential outcomes of X when
intervening on S. Typically, S represents the treatment variable in treatment modeling, or the sensitive,
protected attribute in fairness settings. Suppose for instance that the event {X = x, S = s} is observed, and
set s’ # s. We aim at answering the counterfactual question: had S been equal to s’ instead of s, what would
have been the value of X ? As aforementioned, because of correlations between the variables, computing the
alternative state does not amount to change the value of .S while keeping the features X equal.

2 Transport-based counterfactuals

We firstly introduce the necessary background on mass (or measure) transportation. Then, we present the
notion of transport-based counterfactual model. Finally, we discuss the specific case of optimal transport.
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2.1 Background in mass transportation

In probability theory, the problem of mass transportation amounts to constructing a joint distribution namely
a coupling, between two marginal probability measures. Suppose that each marginal distribution is a sand
pile in the ambient space. A coupling is a mass transportation plan transforming one pile into the other, by
specifying how to move each elementary sand mass from the first distribution so as to recover the second
distribution. Alternatively, we can see a coupling as a random matching which pairs start points to end points
between the respective supports with a certain weight. Formally, let P, () be both probabilities on R%, whose
respective supports are denoted by supp(P) and supp(Q@). A coupling between P and () is a probability 7
on R? x RY admitting P as first marginal and ) as second marginal, precisely 7(A x R%) = P(A) and
7(R? x B) = Q(B) for all measurable sets A, B C R?. Throughout the paper, we denote by II(P, Q) C
P(R? x RY) the set of joint distributions whose marginals coincide with P and Q respectively.

A coupling 7 € II(P, Q) is said to be deterministic if each instance from the first marginal is paired with
probability one to an instance of the second marginal. Such a coupling can be identified with a measurable
map T : R? — R? that pushes forward P to Q, that is Q(B) := P(T~*(B)) for any measurable set B C R
This property, denoted by T3 P = @, means that if the law of a random variable Z is P, then the law of
T(Z) is Q. To make the relation with random couplings, we also introduce the action of couples of functions
on probability measures. For any pairs of functions 74,75 : R? — RY we define (Th x Ts) : R —
R? x RY 2z — (T1(z), Ta(z)). Assuch, (T1 x Ty)4P denotes the law of (T1(Z),T2(Z)) where Z ~ P.
Thus, a push-forward operator T satisfying T3P = ) characterizes the coupling 7 = (I x 1)y P where I
is the identity function on R?. This coupling matches every instance = € supp(P) to T'(z) € supp(Q) with
probability 1.

2.2 Definition

In [Black et al., [2020], the authors mimicked the structural account of counterfactuals by computing alterna-
tive instances using a deterministic optimal transport map. Extending their idea, we propose a more general
framework where the counterfactual operation s — s’ can be see as a coupling, a mass transportation plan
between the two observable distributions ps and ps. We define counterfactual models as models that assign
a probability to all the cross-world statements on X w.r.t. interventions on S.

Definition 1. 1. A transport-based counterfactual model is a collection I1 := {7 (ss)}s,scs Of cou-
plings belonging to 11(jus, pisr ), such that mis sy = (I X I)yps. An element of 11 is called a counter-
factual coupling. We say that Il is a random counterfactual model if at least one coupling for s # s’
is not deterministic.

2. A deterministic transport-based counterfactual model is a collection T := {T\.\s}s.s7es of map-
pings from X to X satisfying for any s, s’ € S, T@mﬁus = ps and T\, ,, = I. An element of T is
called a counterfactual operator.

In this formalism, the quantity dr s (2, 2’) is the elementary probability of the counterfactual statement had
S been equal to s' instead of s then X would have been equal to ' instead of x. The conditions in Definition[T]
translate the intuition that a realistic counterfactual operation on .S should morph the non-intervened variables
X so that their values fit the targeted distribution. The adjective deterministic refers to the fact that the model
assigns to each factual instance a unique counterfactual counterpart. Formally, the counterfactual counterpart
of some observation = € supp(us) for a change s — s’ is given by 2’ = T\, (z) € supp(ps ). In contrast,
a random model allows possibly several counterparts with probability weights.

One challenge for the transport-based approach is to choose the model appropriately in order to define a
relevant notion of counterpart. There possibly exists an infinite number of admissible counterfactual models
in the sense of Definition [l many of them being inappropriate. As an illustration, consider the family of
trivial couplings, namely {us ® pg }s,s7es Where ® denotes the factorization of measures. Though it is a
well-defined transport-based counterfactual model, it is not intuitively justifiable as it completely decorrelates
factual and counterfactual instances. A transport-based counterfactual model must be both intuitively justi-
fiable and computationally feasible. We justify next that optimal-transport-based counterfactual models fit
these conditions.
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2.3 The case of optimal transport

We recall here some basic knowledge on optimal transport theory, and refer to [[Villani,[2003,2008] for further
details. Optimal transport restricts the set of feasible couplings between two marginals by isolating ones that
are optimal in some sense.

The Monge formulation of the optimal transport problem with general cost ¢ : R? x R? — R is the optimiza-
tion problem

. rTI;gl:Q /Rd c(z, T(x))dP(x). 1
We refer to solutions to (@) as optimal transport maps between P and @ with respect to c. One difficulty is
that the push-forward constraint renders the problem unfeasible in many general settings, in particular when
P and @ are not absolutely continuous w.r.t. the Lebesgue measure or have unbalanced numbers of atoms.

This issue motivated the following Kantorovich relaxation of the optimal transport problem with cost c,

min / c(x, 2" )dn(x,2"). 2)
mell(P,Q) JRd xRd

Solutions to (2) are optimal transport plans between P and () with respect to c. In contrasts to optimal

transport maps, they exist under very mild assumptions, like the non-negativeness of the cost.

As argued by Black et al! [2020], generating a counterfactual operation by solving (1) leads to intuitively rel-
evant counterfactuals, as they are obtained by minimizing a metric between paired instances while preserving
the probability distributions. The framework we propose generalizes the one of Black et al! [2020], restricted
to optimal transport maps, by enabling random couplings. As mentioned before, using a random coupling
rather than a deterministic map has philosophical implications since it renders non necessarily unique the
counterfactual counterparts of a single instance. More practically, this relaxation is also crucial for dealing
with non-continuous variables and for efficient implementations. In concrete settings, as practitioners do not
completely know the frue measures p1s and ps but have access to empirical samples, they must estimate the
model from data. The computational complexity of solving @) between an n-sample and an m-sample is
in O((n + m)nmlog(n + m)), but one can substantially improve on this to reach O(nm) with entropy-
regularized versions [Cuturi, 2013, [Peyré et all,2019]. However, such regularization necessarily entails non-
deterministic couplings, making difficult the implementation of deterministic counterfactual models.

Interestingly, Black et al! [2020] observed that optimal transport maps generated nearly identical counterfac-
tuals to the ones based on causal models. In the following, we show that the transport-based approach can be
seen as an approximation of Pearl’s computation of counterfactuals. Specifically, we reframe the generation
of structural counterfactuals as a problem of mass transportation in Section3] and prove that it identifies (pos-
sibly deterministic) transport-based counterfactual models in several settings. In Section @] we demonstrate
that a relevant choice of the transportation cost ¢ makes optimal-transport counterfactuals coincide with a
large class of causal counterfactuals.

3 Structural counterfactuals, revisited

Pearl’s causal reasoning provides a natural framework to address the counterfactual problem introduced in
Section We consider a causal framework where V' = (X,S) € R?*! is the unique solution to an
acyclic structural causal model (SCM). More precisely, each endogenous variable V; is defined (up to sets of
probability zero) by the structural equation

P—a.s.

Vi =G (VEndo(i) ) UExo(i) ) ) (3)
where G is a real-valued measurable function, U is a set of exogenous variables, while Vgygo(;) and Uggo(s)
denote respectively the endogenous and exogenous parents of V;. Throughout the paper, we denote by Ux
and Ug the exogenous parents of respectively X and S. The word “parent” refers to the fact that causal
dependencies are generally represented by a directed acyclic graph (DAG).

We write Xg—s the random vector defined as the solution to (3) under the do-intervention do(S = s), that
is after replacing the structural equation on S by S = s while keeping the rest of the causal mechanism
equal. This framework enables to define counterfactual statements as had S been equal to s, then X would
have been equal to X s—. Following|Karimi et al. [2020], we will refer to these counterfactuals as structural
counterfactuals throughout the paper. In this section, we underline the mass transportation formalism of this
computation of counterfactuals.
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3.1 Definition

We introduce the following notations to formalize the contrast between interventional, counterfactual and
factual outcomes. For s, s’ € S we define three probability distributions. Firstly, we recall that us := L£(X |
S = s) is the distribution of the factual s-instances. This observable measure describes the possible values
of X such that S = s. Secondly, we denote by us—s := L(Xg—) the distribution of the inferventional
s-instances. It describes the alternative values of X in a world where S is forced to take the value s. On
the contrary to the factual distribution, the interventional distribution is in general not observational, in the
sense that we cannot draw empirical observations from it. Finally, we define by 1(y/|sy 1= L(Xs5=s | S = 5)
the distribution of the counterfactual s'-instances given s. It describes what would have been the factual
instances of s had S been equal to s instead of s. According to the consistency rule [Pearl et all,2016], the
factual and counterfactual distributions coincide when s = s/, that is u, = H(s|sy- However, when s # s/,
the counterfactual distribution p (5|, is generally not observable. This is a key difference compared to the
transport-based approach which relates observable distributions.

As for the transport-based approach, we need a counterfactual model on X w.r.t. interventions on S to
characterize the distribution of all the cross-world statements. We refer to the model derived from Pearl’s
causal reasoning as the structural counterfactual model.

Definition 2. For every s, s’ € S, the structural counterfactual coupling between jis and ju(y s is given by

7TZ<S/|S> = ﬁ((X, XS:S/) | S = S)

We call the collection of couplings IT* := {WZ‘S,M }s,s7es the structural counterfactual model.

This definition shares similarities with Definition [Il by characterizing a counterfactual model as a collection
of joint probability distributions. However, a structural couterfactual model is a priori not a transport-based
counterfactual model since a coupling WZ‘S,M belongs to IT(1s, f(sr|sy) and not I(ss, s ). By convention, we

use the superscript * to denote the structural counterfactual models defined a causal model, and no superscript
for the transport-based counterfactual models. Moreover, the structural counterfactuals couplings are not
necessarily deterministic. This is due to the fact that, in general, there are several values of X g—, consistent
with an evidence {X = z, S = s}.

In this section, we introduced Pearl’s counterfactuals from a joint probability distribution perspective, which
concurs with the work of Bongers et all [2020]. However, some readers may be more familiar with the defi-
nition based on the so-called three-step procedure [Pearl et all, 2016]. This is for instance how [Kusner et al.
[2017] and Barocas et al! [2019] presented them. Crucially, these two viewpoints characterize the exact same
counterfactual statements. We provide further insight on this topic in Appendix[Al

In what follows, we study two specific scenarios of this counterfactual framework: first, when the counterfac-
tuals are deterministic— then the computation can be written as an explicit push-forward operation; second,
when S can be considered exogenous—then the counterfactual distribution is observable.

3.2 The deterministic case

We show that when the SCM deterministically implies the counterfactual values of X, then the counterfactual
coupling is deterministic, and can be identified with a push-forward operator. To reformulate structural coun-
terfactuals in deterministic transport terms, we first highlight the functional relation between an individual
and its intervened counterparts.

From the acyclicity of the causal model, we can recursively substitute for the X; their functional form to
obtain a measurable function F such that P-almost surely X = F(S,Ux) and Xg—, = F(s,Ux) for any
s € S. Now, let us define for every s € S the function fs : u — F(s,u). Note that the s’-counterfactual
counterparts of an s-instance  belong to the set fy o f; 1({x}). This means that the counterfactual quantities
are uniquely determined when the following assumption holds.

Assumption (SW) The functions { fs}scs are injective.

While the unique solvability of acyclic models ensures that (X, S) is deterministically determined by U,
[[SW)]states that, conversely, Ux is deterministically determined by {X = z, S = s}. This single-world as-
sumption implies that all the couplings between the factual and counterfactual distributions are deterministic,
as written in the next proposition.
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Proposition 3. Let[(SW)|hold, and define for any s, s’ € S, Th., = fs of . B The foliowing properties
hold:

1. :u(s'|s> = T:;/‘Swlls;
2. sy = X T )ehs.

*

We say that T, | is a structural counterfactual operator, and identify T = {T<s/|s>}5=5/€ s to the determin-

*

istic structural counterfactual model TTI* = {(I x (5/\5>)ﬁﬂs}s,s’e$-

Similarly to the structural counterfactual couplings, the operators in 7 * describe the effect of causal interven-
tions on factual distributions. We highlight that in our setting, they are well-defined without any knowledge
on L(U).

Assumption[[SW)|is frequent in practice. It holds in particular for every additive noise models, models where
the exogenous variables are additive terms of the structural equations, which accounts for most of the state-
of-the-art SCMs. In [Karimi et all, 2020] for example, the authors considered such a setting for the purpose
of computing algorithmic recourse. Note also that assumption [[SW)|imposes constraints on the variables and
their laws to enable a deterministic correspondence between X and U . First, it entails that X and Ux have
the same dimension, meaning that one exogenous variable U; corresponds to exactly one endogenous variable
X;. Second, it requires for every pair (X;, U;) that both variables are either continuous or discrete with same-
size domains. Remark that we framed [[SW)| so that it implies that all the counterfactuals instances for any
changes on S are deterministic, leading to a fully deterministic counterfactual model. However, it suffices
that one f, be injective for some s € S to render all the counterfactual couplings {WZ*S,IS>}5/€3 deterministic.
Therefore, when does not hold, the structural counterfactual model possibly contains both random and
deterministic couplings.

3.3 The exogenous case

We discuss the counterfactual implications of the position of S in the causal graph. More specifically, we
focus on the case where S can be considered as a root node. This entails that the structural counterfactual
model is a transport-based counterfactual model.

Let L denote the independence between random variables. The variable .S is said to be exogenous relative to
X [Galles and Pearl, [1998] if the following holds:

Assumption (RE) Us I Ux and Xgy4o(s) = 0.

(=)

Figure 1: DAG satisfying [(RE)|

This represents a scenario where: (1) there is no hidden confounder between X and S, (2) no variable in X
is a direct cause of .S. Note that [(RE)|entails that S 1 Ux. Then, it is easy to see that at the distributional
level, intervening on .S amounts to conditioning X by a value of S.

Proposition 4. If[(RE)| holds, then for every s, s’ € S we have ji5—y = j1y = H(s'|s)-

Relative exogeneity is a critical assumption. Recall that the structural counterfactual coupling WZ‘S,M repre-
sents an intervention transforming an observable distribution (¢ into an a priori non-observable counterfac-
tual distribution p(s|5). According to Proposition[d] [(RE)| renders the causal model otiose for the purpose of
generating the counterfactual distribution, as the latter coincides with the observable factual distribution p .

2" x, denotes the restriction of f5 ' to A'.
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However, the coupling is still required to determine how each instance is matched at the individual level. We
note that[(RE)| provides transitivity properties to our counterfactual operators.

Proposition 5. Suppose that(RE)|and[(SW)| hold. Then, for any s,s’,s"” € S:

1. The operator T, , is invertible, such that ps -almost everywhere T <_/1‘ =T

5) (sls’)”

2. ps-almost everywhere, T(", , o T, =T/ .
In terms of real-world modeling, is intuitively satisfied in many scenarios. Let X represent the socio-
economics features of individuals. Figure out a situtation where S = {0, 1} such that S = 0 stands for female
while S = 1 stands for male, and assume for simplicity that[(SW)|holds. In this presumably exogenous model,
any factual woman described by x is the counterfactual counterpart of her counterfactual male counterpart de-
scribed by T}, (), and changing all the factual women into their counterfactual male counterparts recovers
the factual male population. As noted by [Plecko and Meinshausen [2020], a practical consequence of
is that it enables to link observational and causal notions of fairness, as addressed in Section |3l We remark
that when both [[SW)| and [RE)| hold, then IT* is a deterministic transport-based counterfactual model.

3.4 The example of linear additive SCMs

We illustrate how our notation and assumptions apply to the case of linear additive structural models, which
account for most of the state-of-the-art models.

Example 1. Under|(RE)| a linear additive SCM is characterized by the structural equations

X=MX+wS+b+Ux,
SZUSa

where w,b € R* and M € R4*? are deterministic parameters. Acyclicity implies that I — M is invertible,
sothat X = (I — M)"YwS + b+ Ux) =: F(S,Ux). Note that ([SW)| holds such that for any s € S,
[t (@) = (I — M)z — ws — b. Then, forany s,s' € S, T, (x) =z + (I — M) w(s’ — s).

Remarkably, in the specific case of linear additive SCMs fitting computing counterfactual quantities
amounts to applying translations between factual distributions. Therefore, should an oracle reveal that the
SCM belongs to this class without providing the structural equations, it would suffice to compute the mean
translation between sampled points from ps and pg to obtain an estimator of the counterfactual operator
T(,.,- For more complex SCMs satisfying both [[SW)|and [(RE)} it is presumably difficult to infer the coun-

(s']s

terfactual model from data. We address this issue in Section[4.1]

3.5 Shortcomings

We conclude SectionB]by discussing important drawbacks of the causal approach to counterfactual reasoning.

The main limitation, as for any causal-based framework, is its feasibility. Assuming a known causal model, in
particular a fully-specified causal model, is a too strong assumption in practice. It requires experts to reach a
consensus on the causal graph, the structural equations, the distribution of the input exogenous variables, and
to test the validity of their model on available data. This is not a realistic scenario, especially when dealing
with a high-number of features and possibly complex structural relations. Besides, this is not practical as
a causal model must be designed and tested for each possible dataset. A more straighforward approach
is to directly infer the causal graph from observational data. While there exist sound techniques to do so,
they suffer from being NP-hard, with an exponential worst-case complexity with respect to the number of
nodes [[Cooper, 1990, (Chickering et al.,[2004, Scutari et al,[2019]. In addition, this is not enough to compute
counterfactual quantities, as the structural equations would still be lacking.

A related issue is causal uncertainty. There exist several causal models corresponding to a same data distribu-
tion, leading to possibly different counterfactual models (see Example 4.2 in [Bongers et all,[2020]). It cannot
be tested whether the adjusted model is the true one, making the modeling inherently uncertain. Moreover,
for non-deterministic structural counterfactual models, the computation of counterfactual quantities requires
to know the law of the exogenous variables, which is not observable. While it is common to assume a prior
distribution on U, this also adds uncertainty in the causal modeling, hence on the induced counterfactuals.
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Perhaps more surprisingly, counterfactual quantities are sometimes nonexistent in Pearl’s causal framework.
The causal modeling we introduced is very general: we do not assume the exogenous variables to be mu-
tually independent, and only suppose that the equations are acyclic. The DAG assumption is very common
for both practicality and interpretability reasons. In general, however, observational data can be generated
though an acyclical mechanism. Critically, (solvable) acyclic models do not always admit solutions under
do-interventions, implying that X g—, may not be defined. We refer to Example 2.17 in [Bongers et all,[2020]
for an illustration. As a consequence, counterfactual quantities are ill-defined in such settings.

Note that the mass transportation viewpoint of structural counterfactuals we introduced in this section does
not resolve these impracticability issues. This viewpoint is a formulation, not a trick. Specifically, we still
need a fully-specified causal model to determine {WZ‘S,M }s,ses. Nevertheless, this perspective suggests that
transport-based methods can be natural substitutes for structural counterfactual reasoning, as they remedy to
the aforementioned issues. Moreover, basic optimal-transport counterfactual models can sometimes coincide
with structural counterfactuals as explained in the following section.

4 When optimal transport meets causality

Firstly, we introduce the key properties of optimal transport for the squared euclidean cost. Then, we show
that it generates the same counterfactuals as a large class of causal models.

4.1 Squared euclidean optimal transport

Suppose that the ground cost ¢ is the squared euclidean distance c(z, 2') := ||z — 2/||* on R% x R, that P is
absolutely continuous with respect to the Lebesgue measure in R?, and that both P and ) have finite second
order moments. Theorem 2.12 inVillani [2003], Brenier’s theorem, states that there exists a unique solution
to Kantorovich’s formulation of optimal transport (2)), whose form is (I x T')y P where T" : R? — R? solves
the corresponding squared Monge problem,

. 2
i [l = T@) PP, @
Although it may not be unique, this optimal transport map 7 is uniquely determined P-almost everywhere,
and we will abusively refer to it as the solution to (). Crucially, this map coincides P-almost everywhere with
the gradient of a convex function. Moreover, according to McCann [1995], under the sole assumption that P
is absolutely continuous with respect to the Lebesgue measure, there exists only one (up to P-negligible sets)
gradient of a convex function V¢ satisfying the push-forward condition Vg3 P = (). We combine Brenier’s
and McCann’s theorems into the following lemma, which simplifies the search for the solutions to ().

Lemma 6. Assume that P is absolutely continuous w.r.t. the Lebesgue measure, and that both P and () have
finite second order moments. If T : supp(P) — supp(Q) is a measurable map satisfying the two following
conditions,

1. TP =Q,
2. there exists a convex function ¢ : R% — R such that T = V¢ P-almost everywhere,
then T is the solution to {@).

This result will play a key role in the next subsection.

4.2 Main theorem

We focus on the deterministic transport-based counterfactual model defined by the collection of solutions to
(@) between the pairs of measures { (15, tts/) } s,s'es- This model gives an elegant interpretation to the obtained
counterfactual statements, as they are defined by minimizing the squared euclidean distance between paired
instances, and can be seen as non-decreasing models. Note that being the gradient of a convex function
generalizes the notion of non-decreasing function to several dimensions. Moreover, it recovers structural
counterfactuals in specific cases.

Theorem 7. Consider an SCM satisfying|(SW)|and|(RE)| Suppose that the factual distributions are absolutely
continuous w.r.t. Lebesgue measure and have finite second order moments. If for s,s' € S, the structural
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counterfactual operator T, . is the gradient of some convex function, then it is the solution to (@) between

(1)
Ws and fLgr.

The mass transportation formalism of Pearl’s counterfactual reasoning introduced in Section [3| renders the
proof of this theorem straightforward. We underline that it does not require any prior knowledge on optimal
transport theory except what we summarized in Lemmal[6l Thus, for the sake of illustration and clarity, we
reproduce the demonstration directly below.

Proof. According to and Proposition [3| the SCM defines a structural counterfactual operator 77"/, ,
between (15 and fi(y|s). Additionally, implies through Proposition | that ji(,|y = p. Therefore,
TF, . .ls = ls . Assume now that p is absolutely continuous w.r.t. the Lebesgue measure, and that both 1,

(s'19)
and ufl have finite second order moments. If 77, is the gradient of some convex function, then according
to Lemmal[6]it is the solution to (@) between p and pi4r. O
Understanding the strength and limits of Theorem [7] requires understanding how rich is the class of SCMs
fitting its assumptions. The larger the class, the more likely optimal transport maps for the squared eculidean
cost will provide (nearly) identical counterfactuals to causality. Finding explicit conditions on f; and fs so
that fy o fo ! is the gradient of a convex potential requires tedious computations as soon as d > 1, which
renders the identification of the relevant SCMs difficult. Nevertheless, we can find specific sub-classes of
causal models fitting Theorem[Zl For instance, as the structural counterfactual operator from Example [1] is
the gradient of a convex function, we obtain the following corollary.

Corollary 8. Consider a linear additive SCM satisfying|(RE)|(see Examplell). If the factual distributions are
absolutely continuous w.r.t. Lebesgue measure and have finite second order moments, then for any s, s’ € S,
the structural counterfactual operator T, ., is the solution to @ between 15 and pisr.

The scope of Theorem[7lgoes beyond linear additive SCMs, as shown in the following non-linear non-additive
example.

Example 2. Consider the following SCM,
X1 =a(S)Ui + £1(9),
Xy = —a(S) n* (RBEN T, + 6y (S),
S =Usg,

where «, 81, B2 are R-valued functions such that o > 0, and Uy > 0. It satisfies (SW)| and [RE)] such that
forany s, s’ € S, the associated structural counterfactual operator is given by,

@) = 2 [3(5) - 565).

where 3 = (B1, B2) is R%*-valued. This is the gradient of the convex function x ;‘O(j;)) ]| + [B(s') —

T . T . ;
I} (s)] x. Then, if the factual distributions are absolutely continuous w.r.t. the Lebesgue measure, T'", . is
the solution to @) between s and pg.

On the contrary, one can effortlessly find counterexamples to Theorem[7l This comes from the fact that many
functions (even continuous ones) cannot be written as gradients when d > 1.

Example 3. Consider the following SCM,

X1 =Uy,
Xo = SX?+ Us,
S =Ug.

It satisfies [(SW)| and (RE)| such that for any s,s’ € S, the associated structural counterfactual operator is
given by,
2
T(t/\s)(:rl’ T2) = (w1, T2 + (5/ — s)x7).
Note that this cannot be written as the gradient of a function. Consequently, it is not a solution to ().

Theorem [7]and Corollary [8] support the intuition that substituting IT* with a surrogate IT from optimal trans-
port provides a decent approximation of causal changes. Using a model close to II* would be ideal for
interpretability reasons, but an expert can always propose and defend a different notion of similarity 11 (built
with optimal transport or not). The main interest lies in the feasibility of transport-based solutions, as they do
not require any causal assumptions.
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S Application to fairness

We now turn to the application of the mass transportation viewpoint of counterfactual reasoning to fairness in
machine learning. Suppose that the random variable S encodes a so-called sensitive or protected attribute (for
example race or gender) which divides the population into different classes in a machine learning prediction
task. We denote by h : R¢ x S — R an arbitrary predictor defining the random variable of predicted output

Y .= h(X,S). Fairness addresses the question of the dependence of Y on the protected attribute S. The
most classical fairness criterion is the so-called demographic or statistical parity, which is achieved when
VLS.

However, this criterion is notoriously limited, as it only gives a notion of group fairness, and does not control
discrimination at a subgroup or an individual level: a conflict illustrated by [Dwork et al| [2012]. The coun-
terfactual framework, by capturing the structural or statistical links between the features and the protected
attribute, allows for sharper notions of fairness. We first use the mass transportation formalism introduced in
Section[3lto reformulate the accepted counterfactual fairness condition [Kusner et all, [2017]. On the basis of
the reformulation, we then propose new fairness criteria derived from transport-based counterfactual models.

5.1 Generalizing counterfactual fairness

Counterfactual fairness is achieved when individuals and their structural counterfactual counterparts are
treated equally.

Definition 9. A predictor Y = h(X, S) is counterfactually fair if for every s, s' € S and jis-almost every =,

LYs—s | X=2,85=5)=L(Ys=s | X =x,5 = 9),
where Yo—g 1= hMXs=s,5).
The above definition does not emphasize the pairing between factual and counterfactual values. Interestingly,
the structural counterfactual transport plans allow for pair-wise characterizations of counterfactual fairness.

Proposition 10. 1. A predictor h(X, S) is counterfactually fair if and only if for every s,s' € S and
T |s)-almost every (z, 2'),

h(z,s) = h(a',s").
2. If[(SW)|holds, then a predictor h(X, S) is counterfactually fair if and only if for every s, s’ € S and

Ws-almost every z,

h(z,s) = h(T<t’\S> (), SI)'

3. If[(SW)] and hold, then a predictor h(X,S) is counterfactually fair if and only if for every
s,s" € S suchthat s < s' and ps-almost every x,

h(z,s) = h(T{Z/‘S) (x),5).

Assumption [[SW)] highlights the deterministic relationship between factual and counterfactual quantities. In
addition, it makes unnecessary the knowledge of £(U) to test counterfactual fairness. Note that, if [RE)|
holds, then counterfactual fairness is a stronger criterion than the statistical parity across groups.

Proposition 11. Suppose that[(RE)| holds. If the predictor h(X, S) satisfies counterfactual fairness, then it
satisfies statistical parity. The converse does not hold in general.
One can think of being counterfactually fair as being invariant by counterfactual operations w.r.t. the protected
attribute. In order to define SCM-free criteria, we generalize this idea to the models introduced in Section[2l
Definition 12. 1. Let Il = {7m(y|s)}s,s'es be a (random) transport-based counterfactual model. A
predictor h(X, S) is TI-counterfactually fair if for every s, s" € S and 7(y/|)-almost every (x,x"),
h(z,s) = h(a',s").

2. Let T = {T(y|s)}s,s’'es be a deterministic transport-based counterfactual model. A predictor
h(X, S) is T-counterfactually fair if for every s, s’ € S and ps-almost every x,

h(x,s) = h(Ti. (2), 5/)-

10
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Because the proof of Proposition[TTlonly relies on the assumption that the couplings have factual distributions
for marginals, the following proposition holds.

Proposition 13. Let 11 be a transport-based counterfactual model (deterministic or not). If a predictor
h(X,S) satisfies II-counterfactual fairness, then it satisfies statistical parity. The converse does not hold in
general.

This proposition has interesting consequences. Consider that, for the purpose of computing counterfactual
quantities, some practitioners designed a candidate SCM fitting the data and satisfying [[RE)] Even if the can-
didate is misspecified, it would still characterize a transport-based counterfactual model controlling statistical
parity. The fair data processing transformation proposed by [Plecko and Meinshausen [2020] is an illustrative
example.

More generally, the conceptual interest of transport-based fairness criteria is the same as the original coun-
terfactual fairness criterion: they offer notions of individual fairness while still controlling for discrimination
against protected groups. The added value is their feasibility. In contrast to Definition [0] and Proposition [I0}
Definition [12] relies on computationally feasible counterfactual models that obviate any assumptions about
the data-generation process. In addition, as Definition [9] amounts to II*-counterfactual fairness (when
holds), one can as well think of Definition[I2] as an approximation of counterfactual fairness.

Crucially, these new criteria can naturally be applied in classical explainability and fairness machine learning
frameworks based on counterfactual reasoning. We note that the explanability framework of Black et al!
[2020] can be seen as controlling for a transport-based notion of counterfactual fairness.

5.2 Ethical risk

We conclude this section by discussing a potentially negative impact of our work. As aforementioned, the
transport-based approach allows for many counterfactual models, but they do not all define legitimate notions
of counterparts. Consequently, transport-based notions of counterfactual fairness could be used for unethical
fair-washing. The next proposition formalizes this risk.

Proposition 14. If h(X,S) is a classifier satisfying statistical parity, then there exists a transport-based
counterfactual model 11 such that h(X, S) satisfies II-counterfactual fairness.

Practitioners could take advantage of the weak notion of statistical parity to construct counterfactual models
such that their trained classifiers are counterfactually fair, while still discriminating at the subgroup or indi-
vidual level. This is why we argue that practitioners must always be able to justify the counterfactual models
when not imposed by legal experts of the prediction task.

6 Conclusion

In this paper, we focused on the challenge of designing sound and feasible counterfactuals. Our work showed
that the causal account for counterfactual modeling can be written in a mass transportation formalism, where
implying either deterministic or random counterfactuals has a direct formulation in terms of the deterministic
or random nature of the coupling. This perspective enabled us to generalize sharp but unfeasible causal
criteria of fairness by transport-based ones. In doing so, we hope to have shed a new light on counterfactual
reasoning, and fairness techniques.

A Further background in structural counterfactual reasoning

In this appendix, we further detail counterfactual reasoning through Pearl’s causal modeling. More specifi-
cally, we make the connection between the joint-probability viewpoint of structural counterfactuals we intro-
duced and the more typical three-step procedure approach.

Recall that our problem is: having observed an = € supp(js), determining the probability of the counterfac-
tual outcome 2" € supp(fi(s/|s))- Pearl et all [2016] originally answered this question with the following pro-
cedure: (1) set a prior £(U) for the model M, (2) compute the posterior distribution L(U | X = z, S = s),
and (3) solve the structural equations of Mg_y with L(U | X = 2,5 = s). This leads to the following
formal definition of structural counterfactuals, adapted from [Pearl et al),2016], which will play a role in the
proof of Proposition [T0l

11
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Definition 15. For an observed evidence {X = x,S = s} and an intervention do(S = s'), the structural
counterfactuals of X are characterized by the probability distribution j1(y s (-|z) defined as

ps)sy (z) == L(Xs=s | X = 2,5 = 5).

As previously mentioned, this definition characterizes the exact same counterfactuals as Definition 2] the
formal link being the following disintegrated formulation, 77, ., = [ (62 @ puis)s) (@) dps (), where 6,
denotes the Dirac measure at point . As anticipated, the structural counterfactuals of a single instance are
not necessarily deterministic, that is characterized by a degenerate distribution, but belong to a set of possible
outcomes with probability weights. This comes from the fact that several values of U can generate a same
observation {X = x, S = s}. The next proposition specifies the range of the counterfactual outcomes.

Proposition 16. Forany s, s’ € S, x € X,

supp (piisr1s) (-|2)) C for o f ({2}).

Proof. Recall that X = F(S, Uy ) P-almost surely. This implies that { X = 2,5 = s} C {Ux € f;'({z})}.
Besides, Xs—« = fs(Ux). Then, write for B an arbitrary measurable set of X

P(Xs—y € B| X =12,5=5)=P(f¢(Ux)€eB|X =x,5=5)
=P(fy(Ux) € B,Ux € f;'({z}) | X = 2,8 = 5)
=P(fy(Ux) € B, fo(Ux) € fo o fT ({a}) | X = 2,8 = 5)
=P(Xs=y € [Bﬂfsl ofgl({x})} | X =x,5 =3s).

Consequently, £(Xs—s | X =z, S = s) does not put mass outside fs o f;1({z}). O

This readily entails the following result, consistent with Proposition[3l
Proposition 17. If[(SW)| holds, then 1y (-|z) = 5T<* i >(m)for every x € X.

In particular, we recover that in a deterministic setting, the knowledge of £(U) is not necessary to compute
counterfactual quantities.

B Proofs of the main results
This section addresses the proofs of the paper.
B.1 Proofs of Section[3]

B.1.1 Proposition3|

Proof. Set s,s' € S and x € X;. Note that, according to [SW), Ux = fg'(X) P-almost surely. Let us
address each point of the proposition separately.

Proof of 1. By definition of the counterfactual distribution, and as being equal almost surely implies being
equal in law, we find

= (fs’ © fs_l)ﬁﬂs'
This proves the first point of the proposition.

12
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Proof of 2. Similarly, by definition of the structural counterfactual coupling we obtain
=L (X XS s/ | S = S)

(X fS UX | S = S)

(X, fo (fTHX))) | S =)

(stfs/ofs ( )))7

(
(
(
(

Il
RS

where X ~ ps. This completes the proof.

B.1.2 Propositiond

Proof. Set s € S and recall that X = F(S,Ux) and Xg—s = F(s,Ux) P-almost surely. Thanks to
Assumption[(RE)} we have that S I Ux. Then,

This means that j1s = jus—s. Similarly, for s, s’ € S the counterfactual distribution becomes

L(Xs—y | S=s5)=L(F(,Ux)|S=5s),
= L(F(s',Ux)),
=L(F(s\Ux)|S=5),
=L(F(S,Ux)|S=¢),
=L(X]|S=5).

This means that ./ |,, = ps, which completes the proof.

O
B.1.3 Proposition[3
Proof. We address each point separately.
Proof of 1. Set s,s' € S. By definition T, = fs o f;'|x,, which induces a bijection from X, to

Im(T%/,,,)- Letus denote Im(T7., ;) by X,.\.,, so that T*ZS}‘S> = fso f571|;(<8,‘s>.

Now, recall that P-almost surely Xg—s = fs(Ux) and Xg—y = fs (Ux). Besides, from [[RE)|and Proposi-
tion ] it follows that us = £(Xg—s) and pg = L(Xs=s ). This implies that there exists a measurable set
Qo C € such that for every w € €y,

Xs=s(w) = fs(Ux(w)) C &,
Xg—y (o.)) = fsl(Ux(w)) C Xy
In the rest of the proof, we implicitely work with an arbitraty w € €. Write Uy = f;1(Xg=s) so

that Xg—y = (fs o fi1)(Xs=s). Since Xg—s € Xj, this leads to Xg—y = (fs o fi 1|Xb)(XS s) =
T;Z/‘S) (Xs=s), and consequently Xg—s € X,.\.,. Then, we can apply T* ;}‘S> on X g—g to obtain

13
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T 0 (Xs=s) = foo f3 x,,, (Xs=s)

= foo fi'llx, (Xs=s)
= T*<s\s’>(XS:s’)-

This means that the equality T*;,lm = T* .., holds on Xg—_s(€o) where P(€}y) = 1. Thus, it holds

s -almost everywhere as pig (X S—g (QO)) = P(Qp) = 1. This concludes the first part of the proof.

Proof of 2. Set s,s’,s” € S. Following the same principle as before, we implicitly work on a set {2 such
that P(€o) = 1 and for every w € o,

Xs=s(w) = [s(Ux(w)) C X,
Xs—o(w) = for (Ux(w)) C Xy

Then, we write
T* 10 (Xs=s) = for o fix, (Xs=s)
= (forofit)o(foofi!

Note that (fs o fi 1 x,)(Xs=s) = Xs—s € Xs. Hence,

x,)(Xs=s).

T oy (Xs=s) = (for o f3 |2,) 0 (for 0 fH ) (X5=)
= CZ—‘*(S//‘S/> o 11>k<3/‘s> (XS:s)-

As for the previous point, this means that the equality 7% ., = T* ., 0 T* (/. holds on Xg—4(Q0)
where P(Qy) = 1. Thus, it holds us-almost everywhere as /15 (XSZS(QO)) = P(Qp) = 1. This completes
the proof.

O
B.2 Proofs of Section[
B.2.1 Corollary[8l

Proof. We address the structural equations

X=MX+wS+b+Ux,
SZUSv

where w, b € R? and M € R?*4 are deterministic parameters. We showed that for any s, s’ € S,

(@) =4+ (I - M) (s’ — ).

: . : : _ T .
Notice that T, is the gradient of the convex function x el + [(I — M) 'w(s’ — s)] z. As{RE)]

holds and 4, is absolutely continuous w.r.t. the Lebesgue measure, it follows from Theorem[7|that T'7, , is
the solution to (4) between pg and p4.

O

B.3 Proofs of Section3]

B.3.1 Proposition

Proof. We address each point separately.

14
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Proof of 1. 'We claim that counterfactual fairness is equivalent to

(Goal) Foreverys,s' € S, there exists a measurable set C' := C(s,s') C X x X satisfying 7, (C) =1

such that for every (z,z') € C
h(x,s) = h(2',s").

A direct reformulation of the counterfactual fairness condition is:

(CF) Forevery s,s' € S, there exists a measurable set A := A(s) satisfying us(A) = 1, such that for every
x € A and every measurable set M C R

P(Yo—s e M| X =2,5=5) =P(Yo—y € M|X = 2,5 = s). 5)

We aim at showing that is equivalent to To do so, we first rewrite into the following

intermediary formulation:

(IF) Forevery s,s' € S, there exists a measurable set A := A(s) satisfying us(A) = 1, such that for every
x € A and every measurable M C R there exists a measurable set B := B(s, s, x, M) satisfying
ti(s'|sy (Blx) = 1 and such that for every ' € B,

Lin@,s)emy = Lin(ar,s)emy

Proof that[(CF) <— Suppose that s, s’,x € A and M C R are fixed. According to the consistency
rule £L(X | S =s) = L(Xs=s | S = s), so that we can rewrite the left term of (3) as

P(Yo—s e M| X =2,5 =5) =P(h(Xg—s,5) e M| X = 2,5 = s)

P(h(X,s),s) e M | X =z,5 = s)
(h(x

1

(x,5) € M)

{h(z,s)EM}-

Then, using Definition[T3] we reframe the right term of (@) as

P(Ys—y € M | X = 2,8 =5) = P(W(Xs—y,s') e M | X =,5 = 5)

= / 1{h(z’,s’)€M}dﬂ<s’\s> (,T/l,f)
Remark now that because the indicator functions take either the value O or 1, the condition

iz, s)emy :/1{h(m/,s/)eM}d#<s/\s>(I/|17)

is equivalent to 1,5, s)emy = L{n(ar,s)em} O f1(s|sy (-|7)-almost every 2. This means that there exists a
measurable set B := B(s, s, x, M) such that ji(y | (B|z) = 1 and for every 2’ € B,

Line,s)emy = L{n(ar,s)yemy-

This proves that[(CF)]is equivalent to

Proof that[(IF)] —> [(Goal)l] As[(IF)|is true for any arbitrary measurable set M C IR, we can apply this
result with M/ = {h(z,s)} to obtain a measurable set B := B(s, s’, ) such that ji(y 5 (B|z) = 1 and for
every 2’ € B, h(x',s") = h(x,s). To sum-up, for every s, s’ € S, there exists a measurable set A := A(s)
satisfying ps(A) = 1 such that for every x € A, there exists a measurable set B := B(s, s, x) satisfying
ts|sy (Blx) = 1, such that for every 2’ € B, h(z',s") = h(z, s). Now, we must show that the latter equality

holds for 77, ., -almost every (z, z').

To this end, set C' := C(s,s') = {(z,2') € X x X|z € A(s),2’ € B(s,s’,z)}. Remark that by definition
of A and B, for every (z,2') € C, h(x,s) = h(z',s"). To conclude, let us prove that T 1s) (C)=1

s/
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P(Xs=s € B|X =1x,5 = s)dus(x)

Hst|s) (Blz)dps (z)

Ldps(z)
(4)

Il
T o r—m—

This proves that[(IF)| implies [(Goal)

Proof that [[Goal)) — [(IF)} Using consider a measurable set C' := C(s,s’) satisfying
T (C) =1 and such that for every (z,2’) € C, h(z,s) = h(z,s’). Then, define for any z € X,

the measurable set B(s, s, ) := {2’ € X' | (z,2’) € C}. We use disintegrated formula of 77, ., to write

1= [ oo (Blodu (o).

Since 0 < fu(s|s)(Blz) < 1, this implies that for pg-almost every @, (s (Blz) = 1. Said differently,
there exists a measurable set A := A(s) satisfying us(A) = 1 such that for every x € A, the measurable
set B(s,s’, x) satisfies /5|5y (B|x) = 1. By construction of B and by definition of C, for every z € A and

every 2’ € B, h(z,s) = h(z', s’). To obtain[(IF)| it suffices to take any measurable M € R and to note that
the latter equality implies that 1,z s)enry = L{n(a’,s')eM}-

Proof of 2. Consider and recall that for every s,s’ € S, us-almost every x and every measurable
M C R the left term of @) is 15,z s)car}- Let us now reframe the right-term of (@). If [[SW)|holds, using

that Ux = f5'(X) we obtain

P(Ys—y € M | X = 2,58 = 5) = P(h(Xs— s/,s’)€M|X—xS—s)

MF(s',Ux),s'),sYe M| X =x,5 = s)
h(fo(fsH(X)),s) e M | X =,8 =5)
(
(

h(fs o [l (x),s") € M)
hT(i»/\s)( )7 )EM)

L,  (2),s)em}-

(s"1s)

B(
=P(
=B(
I(

Consequently, [[CF) holds if and only if, for every measurable M € R

Yn@,s)emy = Ln(rs,  (2),s")emy-

Tay
Using the same reasoning as before, we take M = {h(x,s)} to prove that this condition is equivalent to
h(x,s) = h(T}) ., (x),s’). This concludes the second part of the proof.

Proof of 3. From the previous point and Proposition[d] it follows that counterfactual fairness can be written
as: for every s, s’ € S such that s’ < s, for pg-almost every x

h(CL‘, S) = h(T:;’\s) (CL‘), S/)v

and for s -almost every z

h(z, 51) = h(T*<s\s’>($)75/)-

Set s, 8" € Ssuchthat s’ < s. To prove the third point, we must show that these two conditions are equivalent.
Set A a measurable subset of X such that yu5(A) = 1, and h(z,s) = (T, (x),s’) for any x € A. Then,
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make the change of variable 2’ = T'%, () so that h(T™ ;}‘S>
By Propositions 3] and (] Tﬁqs)u/‘s = psr, which implies that p (77,
h(T*;,l‘s> (2'),8) = h(z’,s") holds for ug-almost every z’. Finally, recall that according to Proposition
Bl T*;,l‘s> = T" s Ks-almost everywhere. As the intersection of two sets of probability one is a set of

probability one, h(T™* .. (2'),s) = h(2’, s’) holds for us -almost every .

(x'),8") = h(z',s') forevery 2’ € TF, . (A).

s'ls)

(A)) = 1. Therefore, the equality

To prove the converse, we can proceed similarly by switching s to s'.

B.3.2 Proposition 1]

Proof. According to Proposition[I0] / is counterfactually fair if and only if for any s, s’ € S and for 7T2;’|S>_
almost every (z,2'), h(z,s) = h(z',s") or equivalently 1¢1,(, s)enry = l{n(a’,s)enr} for every measurable
M € R. Sets,s’ € S. Recall that from [(RE)] WZ‘S,M admits p for first marginal, and ps for second
marginal. Let us integrate this equality w.r.t. WZ*S,M to obtain, for every measurable M C R

/1{h(x,s)eM}dMs(£v) =/1{h(x/,sz)eM}dus/(:v).

This can be written as, for every measurable M € R

P(h(X,s)e M| S=s)=Ph(X,s)eM|S=5s),
which means that
L(WX,S)|S=s)=L(AX,S)|S=5.
As this holds for any s, s’ € S, we have that h(X, S) 1L S.

One can easily convince herself that the converse is not true. As a counterexample, consider the following
causal model,
X=8xUx+(1-95)x(1-Ux).

Where S follows an arbitrary law and does not depend on Uy . Observe that[(RE)|is satisfied so that

L(Xs=0) = L(X | §=0),
L(Xs=1) = L(X|S=1),
LX|S=0)=L(X]S=1).

In particular, whatever the chosen predictor, statistical parity will hold since the observational distributions

are the same. By definition of the structural counterfactual operator, we have T, (z) = 1 — z. Now, set

the unaware predictor (i.e., which does not take the protected attribute as an input), h(X) := sign(X — 1/2).
Clearly,

MTG o) (2)) = —h(z) # h(z).

B.3.3 Proposition[14l

Proof. Suppose that the classifier h(X, .S) takes values in the finite set )V C R, and denote for any s € S and
y € Y, the sets H(s,y) := {x € R? | h(z,s) = y}. Statistical parity can be written as, for any s € S and
anyy € ),

ps(H(s,y)) = py,

where {p, },cy is a probability on Y that does not depend on s.

Now, set s, 5" € S. We aim at constructing a coupling 7|5 between 15 and ps such that,
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To)sy ({(@,2") € RY x RY | h(z,s) = h(a',s")}) = 1.

We define our candidate 7|,y as,

1 T s 1 x’! s,
FECI PR i L ) i TR0 WO PNO)
yey Py

First, let’s show that it admits respectively s, and sy as first and second marginals. Let A C R? be a
measurable set,

1 zEH(s, 1 x/ €H (s,
Mg (AxRY = 3 [ [ Mo LS gy )i (o)

yey R Py

= Z /1{x€3‘-[(s )y i ()
yey

= > ns(ANH(s,y))
yey

= ps(A).

One can follow the same computation for the second marginal. To conclude, compute

Tisr1sy ({(z,2") € RE x R | h(z, s) = h(2',s)})
= (s |_|Hsy x H(s',y))

yey
= Z T(s"|s) (H(Svy) X H(S/a y))
yeYy
=) = /1{meH<s wydis(z )/1{zeﬂ<say>}dﬂs'($)
yey Py
= Z _py X Dy
yey Py
=1.
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