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Abstract 

Background: Shape memory alloys (SMAs) are phase transforming materials featuring 

strong thermomechanical couplings. Infrared thermography and heat source reconstruction 

(HSR) enable to track the calorific signature of deformation processes. Objective: The 

objective was to characterize the transformation processes in a superelastic nickel-titanium 

SMA wire subjected to a force-controlled superelastic tensile cycle. Methods: In-situ 

recorded thermographs were converted into spatiotemporal maps of heat sources using an in-

house developed post-processing method based on the heat diffusion equation resolved 

numerically for unknown heat sources. Results: Sequentially appearing patterns of localized 

transformation events of four types were identified and associated with martensite bands 

nucleations and their subsequent merging upon tensile loading. Analogically, the events 

associated with austenite bands nucleations and their subsequent merging were identified 

upon unloading. In addition, weak heat sources observed before and after the localized 

transformation events were associated with the homogeneous martensitic transformation. 

Conclusions: The intrinsic dissipation heat associated with the nucleation and merging events 

is estimated to be ~25% of the released/absorbed latent heat. 

 

Keywords 

Infrared thermography; Heat effect; Material characterization; Shape memory alloy; 

Superelasticity; Thermal diffusivity 
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1. Introduction 

 

Shape memory alloys (SMAs) are smart materials that exhibit several attractive 

thermomechanical properties such as shape memory effects, superelasticity and high damping 

capacity [1-3]. These macroscopic properties originate from a diffusionless solid-solid phase 

transition that is induced thermally or mechanically. Near-equiatomic nickel-titanium (NiTi) 

alloys, and more generally NiTi-based SMAs, are the most frequently selected in engineering 

applications. Moreover, good resistance to corrosion and fatigue makes these alloys excellent 

candidates to biomedical applications [4, 5]. For polycrystalline specimens, the tensile 

response generally exhibits the nucleation and propagation of phase transformation bands 

with transformation fronts separating the two phases involved, namely austenite (A) and 

martensite (M). Occurrence and features of transformation fronts in specimens depend on the 

manufacturing process (cold working, heat treatment), specimen geometry, environmental 

conditions of the test (ambient temperature and thermal exchange conditions) and loading 

conditions (stress level and loading rate). These phase transformation fronts have been 

extensively studied in the literature. They were described first in NiTi in Ref. [6] and then 

investigated in many studies (see for instance Refs [7, 8]). The reader may refer to Ref. [9] for 

details on the origin of these fronts, which are also known as Lüders-like deformation bands. 

The present study is dedicated to a full-field infrared (IR) measurement technique aiming at 

characterizing the spatio-temporal calorific signature of phase transformation bands and their 

fronts propagating in a NiTi-based SMA wire superelastically loaded at relatively high strain 

rates in tension under quasi-adiabatic conditions. The nucleating and spreading phase 

transformation bands give rise to multiple heat bursts that lead to complex spatio-temporal 

temperature pattern being very challenging for heat source reconstruction (HSR). We selected 

this problem of strong thermomechanical coupling in mechanics of materials for two reasons. 

First for its scientific relevance as such loading conditions are expected in some applications 
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such as shock dampers [10]; secondly to show how the HSR method presented in this paper is 

robust. 

 

Phase transformation fronts in SMAs are classically tracked in-situ by using optical images 

and digital image correlation (DIC) to measure sudden local changes in strain or strain rates, 

see for instance Ref. [11]. IR thermography is an alternative way to evidence phase transition 

in these alloys, see for instance Refs [12-24]. Indeed, the AM (forward) and MA 

(reverse) transformations are accompanied by latent heat release and absorption, respectively. 

Basically, in the context of mechanics of materials, IR thermography enables the 

measurement of temperature changes at the surface of a material sample subjected to 

mechanical loading. The present study focuses on the quantification of the heat sources 

related to stress-induced martensitic transformation inducing the temperature changes 

recorded by IR thermography. By heat source, we mean the heat power density (in W.m
-3

) 

released or absorbed by the material itself, i.e., due to changes in its physical state and not due 

to heat conduction, convection or radiation. HSR is based on the heat diffusion equation, 

where individual terms are evaluated from measured time-resolved temperature fields [23-27]. 

This approach has not yet been fully developed and used as opposed to other full-field 

measurement techniques in mechanics of materials such as DIC or TSA (thermoelastic stress 

analysis). Moreover, HSR has been rarely applied to NiTi-based SMAs. Some applications 

concern tubes [28, 29]. A macroscopic approach was developed for tension-compression in 

Ref. [30] and for shear in Ref. [31]. Attention was paid to the energy balance in tension during 

a load-unload cycle in Ref. [32]. To the best knowledge of the authors, one-dimensional (1D) 

HSR has never been applied to superelastic NiTi-based SMA wires loaded in tension. 

 

Let us recall that the stress-strain curve of superelastic NiTi-based wires generally features a 

“stress plateau” in the case of a quasi-static displacement-controlled test [7, 8, 33-38]. In such 
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a case, the phase transformation occurs within the one or more transformation band fronts 

propagating at a constant force. On the contrary, multiple bands are expected for force-

controlled loadings [13, 20, 38]. Indeed, rapid local release or absorption of phase 

transformation latent heat leads to a strongly heterogeneous temperature distribution along the 

wire. As phase transition is driven by both stress and temperature, complex thermo-

mechanical coupling thus occurs for force-controlled tests leading to the occurrence of 

multiple bands. 1D HSR was applied in the present study to characterize such complex 

kinetics of phase transformation. The objective is to evidence and quantify the calorific 

signature of the forward and reverse phase transition, both in time and in space along the wire, 

proceeding at relatively high load rates during a force-controlled loading-unloading cycle. 

 

 

2. Heat source reconstruction – the background 

 

Generally, the thermomechanics of materials (extensively detailed in Ref. [39]) distinguishes 

between two different groups of internal heat source origins as follows: 

 intrinsic dissipation (    ) due to any irreversible mechanical phenomena such as 

viscosity, plasticity, dislocations, cracks or fatigue damage. It is to be distinguished from 

the thermal dissipation   , both terms being involved in the Clausius-Duhem inequality 

       ; 

 thermomechanical couplings (       ) involving thermoelastic contribution (      ) 

present in all materials:        is negative when stress increases and positive when stress 

decreases. In SMAs, a latent heat term (       ) is also involved: it is positive when AM 

transformation occurs, and negative for the reverse transformation. 
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Internal heat source appears through the total term                 , i.e.          

              , in the right-hand side of the heat diffusion equation as follows: 

  
  

  
                              (1) 

where   is the density (kg.m
-3

),   the specific heat (J.kg
-1

.K
-1

),   the thermal conductivity 

(W.m
-1

.K
-1

),   the temperature (K) and      the power density of heat-induced by external 

field sources such as Joule heating induced by applied electrical field (W.m
-3

). This equation 

can be reduced to a 1D version in the case of long thin specimens [23, 24, 26, 39-46]. It can 

be written in the following form after division by    and considering that      does not vary 

in time during the temperature measurement: 

  

  
 

 

      
  

   

   
       (2) 

where   is the temperature change with respect to the equilibrium state,     the characteristic 

time (s) for heat exchange between the specimen and ambient air,   the thermal diffusivity 

(m.s
-2

) along longitudinal direction  , and   the internal heat source here expressed in K.s
-1

 

(         ). This later quantity is simply named “heat sources” in the following, whatever 

the sign of   (positive for a heat production or negative for a heat absorption). Note that: 

   is a function of time   and space  . An equilibrium state is defined in practice as the 

steady temperature field captured by the IR camera just before the beginning of 

mechanical loading. Thus                     ; 

     is here assumed to be potentially dependent on temperature change  , see Section 

“Heat exchange between the specimen and its surroundings” for its identification. For 

small temperature changes (a few K), it is usually considered as a constant and 

sometimes named    
   in the literature [24, 26, 39-46]; 

 thermal diffusivity is generally different for austenite and martensite. The superelastic 

SMA wire in the present study is entirely in the austenite phase at the beginning of the 
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test at zero stress, i.e.             , and progressively transforms to martensite 

upon loading. 

 

A further simplification of the heat diffusion equation can be applied in the case of 

homogeneous heat source fields at the considered spatial resolution, i.e. when            . 

It is worth nothing that this equality does not imply the homogeneity of the thermal profiles. 

The latter are generally heterogeneous because of the contact with metallic jaws and depend 

on the thermal history of the specimen along with the mechanical test. A so-called zero-

dimensional (0D) version of the heat equation can then be used (see Refs [39, 47-49] and 

references included): 

    

  
 

   

        
        (3) 

where     is the average temperature change over the specimen gauge length. The term 

         here is the characteristic time for heat exchange between the specimen and its entire 

environment, i.e. ambient air and jaws of the testing machine. For small temperature changes 

(a few K), it is usually considered as a constant and named   or     in the literature. 

 

HSR can be performed by evaluating the heat source   by direct calculation of the left-hand 

side of Equations (2) or (3). The strength of the approach is in fast numerical evaluation of 

heat sources without knowing the theoretical thermal solution. The difficulty is that 

experimental data are unavoidably noisy, which is strongly penalizing for the calculation of 

the derivative terms. Different approaches have been developed in the literature for filtering 

out the signal noise: local polynomial approximation [50], low-pass recursive filters [24], 

Fourier transform [39, 40], modal filtering method [51], proper orthogonal decomposition 

[45], derivative Gaussian filter [52], spatio-temporal filter [53], gradient anisotropic diffusion 

filter [54]. In the present study, the processing was carried out by convolution with truncated 

derivative Gaussian functions, both for the time and spatial derivatives, in order to filter and 
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derivate in a single operation, see Refs [52, 55] for details. Note that an indirect approach was 

also used in the present study to determine the thermal diffusivity of the material (see Section 

“Indirect method”). It consists of minimizing the error between experimental temperatures 

and theoretical temperatures provided by a selected model [56]. 

 

Compared to the direct analysis of the temperature fields that depend on particular to the 

specimen shape, advantage of the approach by HSR is to “remove” effects of heat dissipation 

due to both heat conduction within the specimen and heat exchanges with the specimen 

environment. The former is removed through the term            in the 1D approach. The 

latter is removed through the term          characterizing the heat exchanges with ambient 

air in the 1D approach, or the term              characterizing the heat exchanges with the 

entire environment in the 0D approach. 

 

 

3. Material and experimental setup 

 

NiTi medical-grade wires, 1.78 mm in diameter, were supplied by Fort Wayne Metals in as-

drawn state with final cold work of 40 %. At first, a 120 mm long samples were placed into 

the hydraulic jaws of the servohydraulic Instron 8872 tensile machine so that 80 mm gauge 

length remained between the grips. Such clamped samples were then heat-treated by Joule 

effect using a 100 A current for 0.875 s supplied between the grips and followed by natural 

cooling down to the room temperature. Then, to ensure the homogeneity of the specimen 20 

mm at each end were cut-out to obtain a specimen of 80 mm and a final gage length of   = 40 

mm, as depicted in Figure 1a,b. Finally, the samples were subjected to mechanical training 

(not presented here) consisting of twenty superelastic loading-unloading cycles at room 

temperature up to 800 MPa in force control regime at ±400 N.s
-1

. The training ensured the 
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stability of the cyclic stress-strain response, which was essential for the repetitiveness of the 

results in our further research. 

 

The in-situ thermography during a superelastic cycle was performed using an Infratec 8300 

MWIR camera equipped with a close-up (0.3 m) telephoto lens (50 mm) and calibrated for the 

range [268 K,333 K] with noise equivalent temperature difference (NETD) of 20 mK at room 

temperature. 1D temperature profiles along the wire were all constructed by averaging over 

14 pixels in the radial direction, as compared with the 22 pixels corresponding to the wire 

diameter. Useful IR data were thus captured on a surface featuring an inclination angle   with 

the camera axis in the range                           , i.e., on a surface with 

nearly-constant thermal emissivity     . Note that the average operation enabled us to 

improve the measurement resolution of the temperature. In the following, we mean by 

measurement resolution the change in quantity being measured that causes a change in the 

corresponding indication of greater than one standard deviation of the measurement noise 

[57]. Measurement resolution must be distinguished from the spatial and temporal 

resolutions, which can be defined as the minimum distance and minimum duration, 

respectively, between two independent measured quantities. The camera was synchronized 

with the loading waveform applied by the tensile machine. The samples were sprayed with 

high thermal emissivity (0.96) paint that was also used for painting the grips and surroundings 

to limit parasitic reflections. The spatial and temporal resolutions of the temperature color 

matrix, defined here as the size of the pixel projected on the wire and the acquisition period of 

time, were equal to 82.6 μm and 2.86 ms respectively. These parameters are hereinafter 

denoted as    and   , respectively. 
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4. Experimental identification of thermophysical 

properties 

 

The algorithm for the heat source reconstruction requires as inputs the values of 

thermophysical parameters, namely, the thermal diffusivity and parameters quantifying the 

heat exchange between the wire and its surroundings as defined in the Background section. 

Hereinafter, experimental methods used to identify the thermophysical parameters are 

presented. Finally, the values of thermal diffusivities identified for austenite and martensite 

phases are presented and compared with data available in the literature. 

 

4.1 Heat exchange 

 

In Equation (2),     considers the heat exchanges with surrounding air only. The method used 

for its identification is based on preliminary homogeneous heating of the specimen suspended 

in the air (no contact with the jaws of the testing machine, see Figure 1c, followed by natural 

return to equilibrium with measurement of temperature decay recorded by the IR camera and 

averaged over the wire length (negligible heat conduction along z-axis, so            ). In 

practice, the specimen was suspended using an adhesive tape and heated by passing electrical 

current through two small electrode spots (50 m) welded at both the ends. In this way, we 

achieved homogeneous preheating, while creating negligible heat sinks during the natural 

return to the ambient temperature (electrode diameter of 50 m as compared with the wire 

diameter of 1780 m). Figure 2a shows a typical example of measured temperature decay. For 

homogeneous cooling of material not exhibiting any phase change, the temperature decay 

follows the equation (4) derived from (2) by excluding all heat sources (   ) and heat 

diffusion term (            ): 
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        (4) 

 

Parameter        in Equation (4) characterizes the ability to exchange heat with surrounding 

air. Temperature dependence was piecewise-fitted by exponentially decreasing curves. Figure 

2a shows an example of fitted curve (in red). In practice, time intervals of 15 s were used. Red 

dots in Figure 2b are the values         obtained, where    is the average temperature change 

over the time interval considered. Finally, the set of              pairs were fitted by an 

analytical function to obtain a continuous function       : see Equation (5) and the blue 

dashed curve in Figure 2b. Note that the discrepancy for    lower than about 2 K is explained 

by the fact that the signal-to-noise ratio of the curve      decreases more and more when the 

latter tends toward zero. 

                     
  

   
      (5) 

 

For comparison purposes, a constant value for     was also determined by fitting the 

complete recorded temperature curve:     = 58 s (horizontal black line in Figure 2b. To 

quantify the increase in accuracy when considering the temperature-dependent heat exchange 

parameter as opposed to constant one, residual heat sources and their histograms are 

compared in Figure 2c,d. Heat sources are equal to zero for a natural return to ambient 

temperature. Residual heat sources obtained by HSR are closer to zero using        than 

using the constant value     = 58 s; see also the lower standard deviation of related 

histograms in Figure 2d. Note that even if residual heat sources are significantly greater for   

greater than 18 K, values remain smaller to -0.08 K.s
-1

 and -0.04 K.s
-1

 for     constant or not 

respectively, which are several orders of magnitude lower than the amplitude of the calorific 

events observed during the superelastic tests. 
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The same procedure was applied from the configuration in Figure 1d to identify the          

function in Equation (3) considering 0D HSR approach, leading to: 

                       
    

   
     (6) 

 

It can be noted that        , which is consistent with their respective definitions where     

characterizes both heat exchanges with the air by convection and radiation with the jaws by 

conduction whereas     characterizes the convective and radiative contributions with air only. 

Finally, note that formulae in Equations (5) and (6) are considered as “symmetric” in the 

sense that        and          become          and            respectively. In other 

words, characteristic times of heat exchange are assumed to be the same below and above 

room temperature. 

 

4.2 Thermal diffusivity 

 

To the best knowledge of the authors, the use of thermography for the assessment of in-plane 

thermal diffusivity was firstly proposed in Ref. [58] using an indirect approach. In Refs [31, 

44, 59-62], the authors determined the thermal properties of NiTi specimens both using 

conventional methods and from thermographs processed by direct approach. In the present 

study, both direct and indirect approaches were applied to determine the thermal diffusivities 

of both austenite and martensite phases. Sections “Direct method” and “Indirect method” 

present respectively both the methods while the following section presents identified values of 

thermal diffusivities of both the phases in comparison to data available in the literature. 

 

4.2.1 Direct method 

In practice, the specimen is clamped in jaws and locally heated by using small electrodes, 10 

mm spaced as shown in Figure 1d,e,f while recorded natural cooling is reduced into a 1D 
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spatiotemporal color matrix as shown also in Figure 3a. This color matrix is then used to 

directly calculate the thermal diffusivity from Equation (2), which in the case of no internal 

heat sources reduces to Equation (7) as follows: 

  

  

  
 

 

      

   

   

       (7) 

 

Numerically, Equation (7) is evaluated using Gaussian derivative filters [52] at each pixel and 

at each time of region of interest (ROI) defined in space and time. Figure 3a shows the input 

data, i.e. the thermal field       . ROI was properly selected to maximize the signal-to-noise 

ratio (SNR) of the temperature field. This selection is in particular dictated by the evaluation 

of the second derivative in denominator         being highly sensitive to SNR. Note that 

during natural cooling both numerator and denominator in Equation (7) tend to zero, which is 

a decisive factor for time interval selection. Figure 3b presents the field        related to the 

austenite phase of the studied material and calculated in the ROI shown in Figure 3a. Figure 

3c shows the histogram of       , where its mean value is considered as the value of 

diffusivity. Finally, the quality of thermal diffusivity identification is assessed by evaluating 

the residual heat sources as shown in Figure 3d for the austenite phase. To quantify the quality 

of measurement, the average values and scatters of the histogram extracted from residual heat 

source color matrix were evaluated. Figure 3e presents a histogram of the residual heat 

sources obtained; the mean value of the distribution is centered at 0 and the standard deviation 

is about 0.02 K.s
-1

. 

 

4.2.2 Indirect method 

The indirect method is based on the comparison between temperature field recorded during 

natural cooling as described previously and theoretical temperature field calculated from a 
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model. Theoretical temperature field        is solution of the following equation including 

initial and boundary conditions: 

       

  
 

      

           
  

        

   
      (8) 

                       (9) 

                       (10) 

                       (11) 

 

The unknown diffusivity in Equation (8) is determined from a minimization problem (12), 

where the absolute value of difference between theoretical and experimental temperature 

fields is being minimized. 

                      
             

               (12) 

 

Note that experimental data are used as the initial condition (Equation (9)) and boundary 

conditions at the two ends of the wire   = 0 and   =   (Equations (10) and (11), respectively). 

The minimization problem (12) was solved in Matlab® environment using fminbnd function 

while Equation (8) was resolved at each iteration using the Method of Lines [63] employing 

Ordinary Differential Equation solver ode15s for time solver where the finite differences were 

used to compute spatial derivative in (8). As a measure of the quality of determination of 

thermal diffusivity using indirect approach, the distribution of temperature differences 

between measurement and model is evaluated in terms of average value and standard 

deviation as shown in Figure 4 for the case of austenite phase of the studied material. Note 

that the standard deviation, in this case, is in good agreement with NETD, i.e. the so-called 

measurement resolution of the IR camera given by the manufacturer. 

 

4.2.3 Summary on thermal diffusivity  
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Table 1 presents the mean values and standard deviations of thermal diffusivity of austenite 

and martensite phases as measured by both the direct and indirect methods when considering 

both the constant and temperature-dependent heat exchange parameters. Besides, the mean 

values and standard deviations of residual heat sources are presented in Table 1 as accuracy 

quantifiers for individual determinations of the thermal diffusivity. Note that the diffusivity of 

martensite was also identified so that the martensite was stress-induced in NiTi sample using a 

prestress of 800 MPa being above the stress level     needed to stress-induced the martensite 

at room temperature. Therefore, the value of martensite diffusivity is related to so-called 

detwinned (oriented) martensite. It can be concluded from Table 1 that the values of the 

thermal diffusivity of austenite coincide when rounding to the first digit, while the values 

identified for the martensite present a scatter within the first digit. Values are compared in 

Table 2 with the literature. The latter shows a large scatter which can be attributed to the fact 

that the values were identified using different methods (DSC, Flash 3ω method) on various 

NiTi alloys and heat treatments. Nevertheless, we can conclude that the values from the 

present study are inferior to all cited values and that they match reasonably well to those in 

Ref. [62]. Note that to the best knowledge of the authors, literature provides values only for 

self-accommodating martensite while our method allows identifying the thermal diffusivity of 

stress-induced martensite. Therefore, the present work assessed for the first time the thermal 

diffusivity of detwinned martensite being higher by a factor of 1.3 compared to that of 

austenite. 

 

 

5. Heat sources due to stress-induced martensitic 

transformation 
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Heat sources due to stress-induced phase transitions were analyzed in superelastic NiTi wire 

by using the previously introduced HSR method. Let us recall that 20 superelastic (SE) cycles 

at ±400 N.s
-1

 were applied as detailed in Section “Material and experimental setup” prior to 

application of HSR method on the 21st SE cycle, at ±20 N.s
-1

. A lower rate was applied to 

limit the number of sites of the martensitic transformation nucleation thus facilitating the 

analysis of heat source patterns. 

 

5.1 Macroscopic thermomechanical response 

 

SE cycle consisted of loading-unloading the NiTi wire in force-control regime at ±20 N.s
-1

. 

Table 3 sums up all experimental setup parameters including temporal and spatial resolutions 

of temperature field measurements. The macroscopic thermomechanical response of the wire 

was evaluated in terms of stress, strain, and temperature; defined as nominal stress, 

engineering strain, and average temperature calculated respectively from the applied force, 

measured grip’s displacement and spatially averaged temperature fields of the wire’s gauge 

section. Figure 5a shows a rather typical superelastic stress-strain curve (blue line) with 

superimposed temperature-strain evolution (red line) showing maximum and minimum 

temperatures at the ends of upper and lower plateaus, respectively. These extreme values 

reflect near completion of the forward and reverse martensitic transformations, respectively, 

during which the latent heat of the phase transformation is being released and absorbed, 

respectively (residual austenite or martensite may have continued to transform after the stages 

of extreme activity of heat sources). The extreme values are close to temperature gradients 

reported in the literature for quasi-adiabatic loadings [15, 19, 20]. In fact, the force control 

loading employed in this work approaches adiabatic conditions as the forward and reverse 

martensitic transformation in NiTi wires proceeds via nucleation and propagation at constant 

stresses [7]. Therefore, high strain rates are reached during the forward and reverse 
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transformation as reported in Figure 5b showing the time evolution of strain (blue line) with 

the superimposed time evolution of average temperature (red line) showing sharp maximum 

and minimum indicating the highest rate of forward and reverse martensitic transformation. 

Note that the high-temperature gradients reached during forward and reverse martensitic 

transformations lead to inclined stress plateaus that are horizontal (black dashed line in Figure 

5a) for isothermal loading. The inclination is due to the temperature dependence of 

transformation stresses being for NiTi wires approximately 6 MPa.K
-1

 [64]. 

 

5.2 Heat sources 

 

HSR during the SE cycle is based on the recorded time evolution of temperature field during 

loading-unloading and final stress-free natural cooling. As discussed previously, the 

cylindrical specimen’s geometry allows the dimensional reduction of the problem into 1D. 

Hence, the time evolution of the temperature field may be represented by a spatiotemporal 

color matrix, where columns are associated with time of individually recorded sample 

thermographs averaged in the transversal direction, while rows are associated with actual 

positions of material points along the wire axis. Note that the vertical spatial axis was limited 

to those material points that remained within the field of view during the complete SE cycle. 

The spatio-temporal color maps as recorded in the present work are shown in Figure 6a with 

superimposed time evolution of engineering axial strain responding to linear force 

increase/decrease during the force control loading and unloading. The color maps in Figure 6a 

are split by black verticals into time segments according to test stages – loading, unloading, 

and unloaded stage, where the sample experienced stress-free cooling. In addition, the loading 

and unloading segments are marked with pairs of dashed white lines delimiting the 

occurrence of forward and reverse martensitic transformation. Figures 6b,c show in detail 

these zones, where the latent heat released/absorbed during forward/reverse transformation 
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creates spatiotemporal temperature gradients. These temperature gradients reveal initiations of 

individual transformation events that clearly occur in two sequences. However, the ends of 

individual events cannot be resolved as they are hidden in the overall temperature change due 

to heat diffusion. Thanks to 1D HSR, the ends can be detected as seen in the corresponding 

heat source color map shown in Figure 6d,e that reveals the complete information on the 

spatial range and time duration of transformation events as well as on the magnitude and sign 

of related heat sources. As the transformation events bring about the transformation strain, the 

latter is superimposed in red/blue solid lines in Figure 6b-e for better interpretation of HSR in 

terms of phase transformation activity discussed in the next section. Note that the heat source 

color map was identified in two steps. First, average value of heat diffusivity from that of 

austenite and martensite was assumed to perform approximate HSR revealing localized 

transformation events, which enables to create the binary color map shown in Figure 6f. This 

color map clearly delimits spatio-temporal zones of near full martensite from zones from 

parent phase(s). Then HSR was refined by assigning the zones of near full martensite the 

diffusivity of martensite while the other zones were assigned the diffusivity of austenite. Heat 

sources identified using 0D HSR approach are reported in Figure 6g. Thanks to the use of 0D 

approach allowing for a spatial integration of recorded thermographs, an evolution of heat 

sources lower than 1 K.s
-1

 could be successfully identified. Note that the temporal resolution 

(for the 0D and 1D approaches) and the spatial resolution (for the 1D approach) of the heat 

sources color matrix were equal to 17.2 ms and 744 µm respectively. These values resulted 

from the choice of the filtering parameters detailed in Ref. [23]. 

 

 

6. Heat source analysis and discussion 
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HSR during SE cycle reveals the localization, kinetics, and magnitude of heat effects during 

solid-solid phase transformation. Applying both 0D and 1D HSR approaches allowed us to 

identify weak heat effects as well as localized heat effects. The magnitude of heat sources 

(heat power density) identified at each time increment of SE cycle may be considered as a 

superposition of all potentially active heat sources, namely, the latent heat of phase 

transformations, intrinsic dissipation, and thermoelastic coupling. However, the latter will be 

neglected in the present discussion as it is a weak heat effect estimated to about -0.008 K.s
-1

 

for austenite under adiabatic conditions, which is a value being on average 3 orders of 

magnitude lower than maxima of localized effects and 1 order of magnitude lower than weak 

heat sources. Considering this assumption, HSR reflects primarily the latent heat being 

positive in the case of the forward martensitic transformation induced by loading and negative 

in the case of the reverse martensitic transformation taking place upon unloading 

superimposed with the heat due to the intrinsic dissipation being strictly positive in both 

loading and unloading. Provided that these two heat sources can be distinguished, HSR can be 

used to track down the progress of the stress-induced martensitic transformation with a spatio-

temporal resolution since the latent heat scales with the variation of the volume fraction of 

martensite, similarly to the transformation strain or electric resistivity. 

 

The reconstructed localized heat sources and simultaneously measured strain evolutions in 

Figure 6d,e can be associated with the progress of the stress-induced martensitic 

transformation. Upon loading (Figure 6d), the occurrence of multiple positive heat sources 

along with an increase of the strain rate is an indirect evidence of the forward localized 

exothermic stress-induced martensitic transformation into detwinned martensitic crystalline 

structure bringing about a transformation strain in the direction of the loading. Upon 

unloading (Figure 6e), the occurrence of negative heat sources along with an increase of the 

magnitude of strain rate is an indirect evidence of the localized reverse endothermic stress-
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induced martensitic transformation into austenite accompanied with the recovery of the 

transformation strain. 

 

6.1 Patterns of transformation events 

 

HSR enables to interpret patterns of transformation events in terms of the thermomechanical 

coupling that is particularly strong in the case of force-controlled loading and unloading 

applied in the present work. Under this regime, the strain rates may become very high, 

particularly when the stress-induced transformation proceeds under isothermal conditions. As 

illustrated by the black dashed curve in Figure 5a, the isothermal response features stress 

plateaus associated with the forward (upper plateau) and reverse (lower plateau) martensitic 

transformation accompanied by transformation strains that appear and disappear when 

reaching the plateau stresses during forward and reverse martensitic transformation, 

respectively. Therefore, the transformation would theoretically occur almost instantaneously 

when the controlled force would have reached the transformation stress levels. However, 

under real non-isothermal conditions, the latent heat locally generated/absorbed by the 

forward/reverse transformation increases/decreases the temperature of the material volume in 

the neighborhood of the transforming material thus increasing/decreasing the stress (Figure 

6b,c) required to transform the neighboring material volume since the transformation stress is 

temperature-dependent. Consequently, the superelastic response becomes rate-dependent, as 

illustrated in Figure 5a comparing theoretical isothermal stress-strain curve (black dashed 

curve) with stress-strain response measured under force-controlled regime (blue solid curve) 

[12-20].  

 

6.1.1 Forward martensitic transformation 
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In the case of the loading (Figure 6b), the fast martensite nucleation leads to local heating of 

surrounding not yet transformed material thus increasing locally the transformation stress 

approximately by a factor of 6 MPa.K
-1

 [64]. Consequently, the propagation of martensite 

band fronts into their surrounding is hindered since the stress required for the forward 

transformation has been locally increased in this volume. As a result, a new nucleation site is 

created at a distant location not affected by released latent heat. These processes of nucleation 

bursts and transformation arrests proceed along the axis of the wire as seen in Figure 6d 

where the reconstructed heat sources 1-10 represent the nucleation sites. The nucleated 

martensite bands bring about the transformation strain, which adds up to the elastic strain and 

increases the measured strain rate, as confirmed by strain measurement overlapped in Figure 

6d. As a result of the sequence of 10 transformation nucleation events, the temperature of the 

sample is homogeneously increased by 12 K, which leads to an increase of transformation 

stress by 72 MPa. With the applied loading rate of 8 MPa.s
-1

 (see Table 3), 9s were necessary 

after the first burst to reach the increased transformation stress. During this period of time, the 

martensitic transformation was indeed suppressed as indicated in Figure 6b by the absence of 

heat sources and a decrease in strain rate. Finally, when the increased transformation stress 

was reached pairs of martensite band fronts from adjacent nucleation sites start to propagate 

until they merge. This proceeded again sequentially in locations 11-20 due to the effect of 

local temperature changes as in the case of the nucleation sequence.  

 

6.1.2 Reverse martensitic transformation 

Analogically to the forward martensitic transformation, the reverse transformation proceeded 

in two stages – austenite sequential nucleation in locations 21-30 (Figure 6e), followed by a 

short band fronts propagation, and sequential merging of martensite bands in locations 31-41 

by austenite band fronts propagations from nucleation sites. The evolution of strain during the 
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reverse transformation confirms this process as the magnitude of the negative strain rate 

increased during the sequences of nucleation and band fronts propagations. 

 

6.1.3 Summary 

To sum up, the local temperature changes due to latent heat release/absorption lead first to 

sequential forward/reverse martensitic transformation nucleated at several nearly equidistantly 

located sites. These events are followed by short propagations of band fronts that are arrested 

by a homogeneous increase/decrease of the sample temperature as the thermodynamic 

conditions for martensitic transformation are not satisfied. The transformation via merging of 

martensite band fronts is completed only after the controlled external tensile force reaches the 

transformation stress at actual increased/decreased temperature. The sites of nucleation and 

band front merger can be characterized through its width along the wire axis, kinetics, and 

magnitude of heat sources. A characteristic width of these events was identified to be in all 

cases similar to the diameter size (see Figure 7b-e and Figure 8d,e), which is in agreement 

with the size of the martensite band front analyzed in detail by 3D-XRD method in Ref. [35]. 

 

6.2 Weak heat sources prior and post localized heat effects 

 

Weak heat sources were identified in time intervals, indicated by "0D approach" in Figure 6g, 

where no local heat sources were active. The weak heat sources were about 100 times lower 

than the localized heat effects. Positive weak heat sources were identified during the loading 

stage, where they progressively increased during the loading prior to the appearance of the 

localized heat sources. The weak heat sources reappeared and exponentially decreased during 

loading when the activity of localized heat sources ceased. During unloading, the negative 

weak heat sources appeared with an increased magnitude prior to the appearance of the 
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localized heat sources. Weak heat sources reappeared again when the activity of the localized 

heat events ceased. 

 

The identified weak heat sources cannot be solely due to thermoelasticity since the weak heat 

sources are positive during loading and negative during unloading, i.e., the signs are inversed 

in comparison to temperature effects due to the thermoelasticity. The weak sources may be 

signs of martensitic transformation initiated prematurely at sites of the microstructure with 

preferable conditions for the transformation induced by previous training. The positive heat 

effects during loading prior to the localized heat effects might also be assigned to austenite-R-

phase transformation [21, 29, 64, 65], transformation paths established by the previous 

training [33] or other precursors events. Although the intensity of these heat sources is weak, 

the amount of heat generated or absorbed was non-negligible as they were active for longer 

time compared to the localized heat sources. The intensities of heat sources are discussed in 

the following section. 

 

6.3 Spatiotemporal distributions and intensities of heat sources 

 

As discussed previously, the recorded localized heat sources may be categorized into four 

types of events: martensite nucleation and merging events appearing upon loading at locations 

1-10 and 11-20, respectively, as shown in Figure 6d; austenite nucleation and merging events 

appearing upon unloading at locations 21-30 and 31-41, respectively, as shown in Figure 6e. 

The shape of spatiotemporal distributions of martensite nucleation/merging and austenite 

nucleation events are comparable but different from the distribution of austenite merging 

events as illustrated in Figure 7. The austenite merging event in Figure 7d is more diffused in 

time compared to other events in Figure 7a-c. It features a characteristic elliptical shape with 

major axis aligned with the time-axis as shown by contour lines of heat sources 31-41 in 
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Figure 6e. This was found to be characteristic for all austenite merging events. In a sharp 

contrast, the spatiotemporal color maps of other events in figures 7a-c feature rather circular 

shapes as underlined by contour lines of heat sources 1-30 in Figure 6d,e. 

 

For the statistical treatment of individual events, horizontal and vertical cross-sections 

through the maxima of spatiotemporal distributions were considered as illustrated in Figure 

7a. The horizontal cross-sections reflecting the temporal distributions of heat sources were 

averaged for all events of the same type and plotted in Figure 8a, where standard deviations of 

their maxima are also shown. The comparison of temporal distributions in Figure 8a confirms 

that the austenite merging events are more spread in time compared to other types. To 

characterize the localized events, averages and standard deviations of FWHM (Full Width at 

Half Maximum) of temporal distributions were evaluated in Figure 8b for individual types of 

localized heat sources. It shows that FWHM of the austenite merging events is twice as large 

compared to other events. 

 

The vertical cross-sections of localized heat effects were used to evaluate the average spatial 

distributions and standard deviations at their maxima as plotted in Figure 8d. The comparison 

of spatial distributions in Figure 8d shows no substantial difference in the size and shape of 

heat source events, which is confirmed by Figure 8e comparing averages and standard 

deviations of the FWHM evaluated on spatial distributions of individual types of events. 

Considering the conical-shaped martensite band front in NiTi wires reported in [35], Figure 8f 

plausibly explains the shape of spatial distributions by suggesting cross-sectional geometries 

of transforming volumes along the wire axis giving rise to the localized heat sources. In fact, 

two types of cross-sectional geometries may be formed by two adjacent conical interfaces: 

either a concave shape in the case of martensite nucleation and austenite merging (see MNE 

and AME in Figure 8f) or a lenticular shape in the case of martensite merging and austenite 
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nucleation (see MME and ANE in Figure 8f). Localized heat sources of both geometries are 

indeed spatially most intensive in the center of transforming volumes and tend to vanish 

towards both interfaces thus giving rise to a Gaussian type of spatial distributions. The 

magnitudes of spatial distributions are, however, different similarily to temporal distributions 

shown in Figure 8a. 

 

To evaluate heat, time integration of the heat sources was performed. Note that in agreement 

with the used heat source units (K.s
-1

), the heat intensities are evaluated in Kelvin thus 

expressing temperature changes that the heat sources would cause to the sample under 

adiabatic conditions. Figure 8c shows the average values and standard deviations of 

intensities for all types of localized events (red and blue indicators) and for the weak heat 

sources WHS 1-4 (black indicators) identified in four-time windows shown in Figure 6g. The 

intensities are proportional to magnitudes of heat sources and duration of their activities and, 

therefore, the weak heat sources released a non-negligible amount of heat compared to 

localized heat sources as they were active for considerably longer times. Figure 8c shows that 

the intensities of localized heat sources active during loading (martensite nucleation and 

merging) are on average higher than those active upon unloading (austenite nucleation and 

merging). On the one hand, this may be explained by different latent heats associated with the 

forward and reverse transformations as observed by HSR [65] and DSC measurement [66]. 

On the other hand, in case of mechanically driven martensitic transformation, this difference 

can be due to the intrinsic dissipation accompanying the forward and reverse martensitic 

transformation under stress. As the intrinsic dissipation is always positive, it increases the 

amount of heat generated upon loading but decreases the amount of heat absorbed upon 

unloading. 
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Finally, it is interesting to note that the intensities of nucleation and merging events are 

different as evidenced by the distinct heights of red and blue indicators in Figure 8c. The 

difference is much more pronounced for the reverse transformation, i.e., austenite nucleation 

and merging, compared to forward transformation, where the average values differ within the 

standard deviations. These differences suggest that each type of the event is accompanied by a 

release of a different amount of dissipative heat. The dissipative heat cannot be exactly 

determined from the present experimental data as the values of the latent heat released or 

absorbed during localized events are unknown. Nevertheless, the dissipative heat can be 

estimated under the conservative assumption that the dissipative heat is equally distributed 

between the forward and reverse transformation and that the latent heat of the forward and 

reverse transformation is constant. In such a case, the latent heat corresponds to the average 

value of intensities evaluated for the 4 types of events. Such estimated latent heat is plotted 

with horizontal dashed line Figure 8c. The dissipative heats associated with the 4 types of 

events are then the differences denoted by black hatched bars in Figure 8c. The austenite 

merging events are associated with a twice as large amount of dissipative heat compared to 

austenite nucleation events. 

 

Note that the comparison of dissipative heat associated to forward and reverse martensitic 

transformations cannot be reliably performed here as the value of the latent heat was 

estimated only. Nevertheless, this uncertainty does not affect the relative comparisons 

between nucleation and merging events of either forward or reverse martensitic 

transformation. The same applies to the evaluation of an average relative intrinsic dissipation 

associated with the localized events, which was evaluated to be 25% of the estimated latent 

heat by averaging relative intrinsic dissipation of individual events. 

 

6.4 Summary of results 
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The results can be summarized as follows: 

1. The forward martensitic transformation during tensile loading proceeds in two stages. In 

the first stage, martensite bands nucleate sequentially at multiple equidistant locations 

along the wire and propagate along the wire. The series of nucleation events, however, 

gives rise to quasi-homogeneous heating of the volume of the wire between the nucleation 

sites. The temperature increasing in this volume causes a temporary transformation arrest 

during which the external stress required to drive the transformation increases. In the 

second stage, the transformation is completed by sequence of merging events in which 

two martensite band fronts propagating from the neighboring nucleation sites merge and 

the austenite disappears. 

2. The series of nucleation and merging events are clearly evidenced by the appearance of 

the localized heat sources and the increase of the macroscopic strain rate. 

3. Reverse martensitic transformation during unloading proceeds analogically to forward 

transformation but the heat bursts are negative. 

4. The method allowed for detailed statistical analysis of the observed localized heat sources 

with respect to the type of events giving the following results. 

a) The integral intensity of localized heat sources corresponding to nucleation events 

is higher compared to the merging events. 

b)  The integral intensity of localized heat sources related to forward martensitic 

transformation is higher compared to that of reverse transformation. 

c) The austenite merging events corresponding to the reverse transformation are more 

spread in time compared to other events. 

d) The observed heat sources correspond to sum of latent heat due to martensitic 

transformation and intrinsic dissipation accompanying the progress of the 
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transformation. The intrinsic dissipation associated with the nucleation and 

merging events is estimated to be ~25% of the released/absorbed latent heat. 

e) The austenite merging events during the reverse transformation are associated with 

higher intrinsic dissipation compared to preceding austenite nucleation events. 

f) The shape of spatial distributions of the localized heat effects correlates with the 

conical shape of austenite-martensite interface observed experimentally in Ref. 

[35]. 

5. The localized martensitic transformation (from the nucleation to the merging heat bursts) 

are preceded and followed by weak heat effects (positive during loading and negative 

during unloading) associated with homogeneously proceeding martensitic transformations 

that precede and follow the heat bursts. The amounts of heat generated/absorbed by the 

weak heat sources are two orders of magnitude lower compared to the heat 

generated/absorbed by the localized martensitic transformation. However, since they last 

longer, the total amounts of heat generated/absorbed by the weak heat sources correspond 

to 10–40% of the heat generated/absorbed by the localized martensitic transformation. 

 

 

7. Conclusion 

 

Heat sources induced by the deformation processes activated in a trained superelastic nickel-

titanium wire subjected to a force-controlled tensile loading-unloading superelastic cycle were 

analyzed using a heat source reconstruction method. Particular attention was paid to the 

evaluation of the heat exchanges of the specimen with its environment and the thermal 

diffusivity that was found 30% higher for detwinned martensite compared to austenite. The 

latent heat generated/absorbed during the forward/reverse martensitic transformation induced 

by the force-controlled cycle leads to strong thermomechanical coupling that drives the 
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formation of the spatio-temporal distribution of localized transformation patterns and affects 

the stress-strain response of the SMA wire. The method allows for tracking the progress of the 

localized stress-induced martensitic transformation. Sequentially appearing patterns of 

localized transformation events of four types were identified. Upon loading, the events were 

associated with nucleations of martensite bands and their subsequent merging. Analogically, 

the events associated with nucleations of austenite bands and their subsequent merging were 

identified upon unloading. In addition, weak heat sources observed before and after the heat 

bursts were associated with the homogeneous martensitic transformation. The intrinsic 

dissipation heat associated with the nucleation and merging events, which is positive on both 

loading and unloading, is estimated to be ~25% of the released/absorbed latent heat. 
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Fig. 1 Experimental setups: (a) photograph of SMA wire clamped in hydraulic jaws with 

installed IR camera; (b) schematic view of a wire clamped in steel jaws. Figs c to f show 

schemes for identification of thermophysical parameters to measure (c) characteristic time of 

heat exchange with surrounding air; (d) characteristic time of heat exchange with entire 

surroundings i.e. air and jaws; (e) thermal diffusivity of the austenite phase; (f) thermal 

diffusivity of the martensite phase. 
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Fig. 2 (a) Natural cooling of the specimen in the configuration depicted in Fig. 1c; 

(b) constant and temperature-dependent characteristic times of heat exchange with the 

surrounding air; (c) time evolutions of residual heat sources; (d) histograms of residual heat 

sources. 
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Fig. 3 (a) Temperature color matrix after preliminary local heating as depicted in Fig. 1e and 

spatiotemporal region of interest (ROI) for identification of the austenite thermal diffusivity; 

(b) thermal diffusivity color matrix determined by direct method on the ROI; (c) thermal 

diffusivity histogram over the ROI; (d) color matrix of residual heat sources evaluated on the 

ROI; (e) residual heat source histogram over the ROI. 
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Fig. 4 Statistical mismatch between measured temperatures and theoretical temperatures 

calculated using the thermal diffusivity of the austenite phase estimated by indirect method. 
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Fig. 5 Macroscopic response during the superelastic cycle: (a) temperature (averaged over the 

whole gage length of the wire) vs. engineering strain curve (red solid line), engineering stress 

vs. engineering strain curve (blue solid line), and scheme of isothermal superelastic response 

(black dashed line); (b) time evolutions. 
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Fig. 6 Thermography and HSR during the superelastic cycle: (a) time evolution of 

thermographs represented by a color matrix where columns and rows represent times and wire 

axial direction respectively; (b,c) details of the temperature color matrix delimited by the 

white vertical dashed lines, focusing on the time intervals of localized forward/reverse phase 

transformation, respectively; (d,e) heat sources reconstructed over the two selected time 

intervals; (f) binary color map of martensite phase distribution based on identified localized 

transformation events; (g) time evolution of weak heat sources (WHS) reconstructed in time 

intervals where no localized events appeared. 
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Fig. 7 (a,b) Spatiotemporal color matrices of reconstructed localized heat sources related to 

martensite nucleation and merging events that appeared during loading at locations 1 and 16 

as depicted in Fig. 6d, respectively; (c,d) same for austenite nucleation and merging events 

that appeared during unloading at locations 28 and 41 as depicted in Fig. 6e, respectively. 
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Fig. 8 (a,d) Averaged heat sources for each of the four types of localized events as a function 

of time and space, respectively. Standard deviations are also indicated at the maximum 

intensities; (b,e) temporal and spatial Full Widths at Half Maxima (FWHM) of the localized 

heat sources, respectively; (c) time integral distributions of the localized (from Fig. 8a) and 

weak heat sources (from Fig. 6g). The black dashed line represents the magnitude of the latent 

heat estimated as the average intensity. Hashed bars represent estimates of intrinsic 

dissipation; (f) scheme of the progress of the localized transformation in the wire in a form of 

nose cone-shaped martensite band fronts [35] appearing/propagating/disappearing during 

loading and unloading. Red arrows denote the direction of the front motion. 


