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Introduction

Supporting us in many tasks (thinking, searching, memorizing, categorizing, communicating) words are
a key aspect of natural language and human cognition. Yet they are large in number, and complex in form,
hence the question, how are they learned, accessed and used? These are typical questions addressed in
this kind of workshop that looks at words from a cognitive perspective.

More specifically we are interested in the creation, use and enhancements of lexical resources
(representation, organization of the data, etc.). What are their limitations, and how can they be overcome?
What are the users’ and the engineers’ needs (computational aspects)?

Given these goals, the CogALex workshop series, which this year has reached the sixth edition,
has become a venue to discuss these issues from multiple viewpoints: linguistics (lexicography,
computational- or corpus linguistics), neuro- or psycholinguistics (tip-of-the-tongue problem, word
associations), network-related sciences (vector-based approaches, graph theory, small-world problem).

Also, just like in previous workshops (CogALex IV and V) we proposed a ‘shared task’. This year
the goal was to provide a common benchmark for testing lexical representations for the automatic
identification of lexical semantic relations (synonymy, antonymy, hypernymy) in various languages
(English, Chinese, etc.). Discovering whether words are semantically related or not – and, if so which
kind of relation holds between them – is an important task both in language (writing, production of
coherent discourse) and cognition (thinking, categorization). Semantic relations also play a central role
in the organization of words in the lexicon and their subsequent retrieval (word access, navigation).

We received 25 submissions of which we accepted 7 for oral presentation, 6 as posters, and 3 as
shared task papers (which means, we had overall an acceptance rate of about 65%, and 32% for oral
presentations). We were pleasantly surprised to see that a growing number of authors combine work
done in linguistics and psychology. Actually, the most highly rated paper came from two teams favorably
complementing each other in this respect, which shows that it is possible to work together, and to produce
excellent results which may benefit not only the respective teams but also the rest of the community. We
hope that such results encourage other researchers or research teams to build on the strengths of other
disciplines.

Obviously, none of the results here presented would be possible without the dedication of the authors and
the efforts of the reviewers, who have considerably contributed to helping the authors to improve their
work. We would like to thank both of them.

The CogALex Organizing Committee
Michael Zock
Emmanuele Chersoni
Alessandro Lenci
Enrico Santus
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Best Paper Award:

Markus J. Hofmann, Lara Müller, Andre Rölke, Ralph Radach and Chris Biemann.
Individual corpora predict fast memory retrieval during reading

Keynote Talk

Vito Pirrelli (ILC, Pisa, Italy)
Emerging words in a vanishing lexicon: prospects of interdisciplinary convergence

In the wake of the ’cognitive revolution’ (Miller 2003), scholars believed in a parsimonious form
of direct correspondence between grammar rules, their organization and processing principles on
one hand, and psychological and even neurological processes on the other. Grammatical rules and
syntactic structures were claimed to have psycholinguistic reality, i.e. to be mentally represented,
and speakers were believed to use the representations offered by linguists (e.g., Clahsen 2006,
Jackendoff 1997, Levelt et al. 1999, Marslen-Wilson and Tyler 1998, Miller and Chomsky 1963).
This straightforward assumption has been shared and popularized by Steven Pinker (Pinker 1999,
Prasada and Pinker, 1993).

According to the Declarative/Procedural model (Pinker and Ullman 2002), the distinction drawn
by linguists between regular and irregular morphology is not just a matter of classificatory conve-
nience, but is motivated by the way linguistic information is processed in the human brain. Dif-
ferent cortical and subcortical areas are recruited to process and retrieve word forms like walked
and sang. The former is decomposed into its sublexical constituents (walk and –ed), while the
latter is stored as a whole. Likewise, the classical organization of the language architecture into
two sharply compartmentalized modules, namely a word-based lexicon and a rule-based grammar,
was viewed as reflecting the neuro-functional divide between a long-term store of static units (or
knowledge of “what”) and a procedural system (or knowledge of “how”) (Ullman 2002). Accord-
ingly, the irreducible building blocks of language competence are stored in and accessed from a
redundancy-free mental lexicon. Rules, in turn, are responsible for the assembly and disassembly
of these blocks when complex structures (e.g. morphologically complex words, phrases or sen-
tences) are processed in production or recognition. Despite this seemingly clear division of labour,
researchers disagreed considerably on matters of detail. Some of them assume that full words are
the minimal building blocks in the mental lexicon (Butterworth 1983, Manelis and Tharp 1977),
others claim that only sublexical units are stored (Taft 1979, 2004, Taft and Forster 1975), yet oth-
ers propose a combination of the two (Baayen 1992, Frauenfelder and Schreuder 1992, Caramazza,
Laudanna and Romani 1988, Laudanna and Burani 1985). Nonetheless, the largely dominant view
was that storage and computation are distinct processes, subserved by different brain areas, in line
with what Harald Baayen (2007) humorously dubbed the ’pocket calculator metaphor’.

This general picture was challenged by the ’connectionist revolution’ (Medler 1998, Pirrelli et
al. 2020). Multi-layered perceptrons proved to be able to process both regularly and irregularly
inflected words with a unique underlying mechanism (Rumelhart and McClelland 1986). Ac-
cordingly, morphological structure was not modelled as an all-or-nothing issue. Rather, it was an
emergent property of the dynamic self-organization of subsymbolic, distributed representations,
contingent on the processing history of input forms. In fact, artificial neural networks appear to
mark an even more radical departure from traditional language processing architectures. First, in
neural networks, lexical representations are not given but learned. Thus, aspects of how they are
acquired and eventually represented are not taken for granted, but lie at the core of connectionist
modelling. Secondly, and most importantly, lexical representations and processing routines are not
assigned to different components, but they both rest on the same level of weighted connections.
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On the one hand, storage implies processing. Network nodes that have been repeatedly activated
in processing an input word are the same units representing this word in long-term memory. On
the other hand, processing implies storage. The online processing of an input word consists in
the short-term re-activation of processing routines that were successfully triggered by the same
word in the past. Ultimately, processing and storage only designate two different points in time
(i.e. immediate response to stimulus, and response consolidation) of the same underlying learning
dynamics.

McClelland and Rumelhart (1986) published their pioneering book on Parallel Distributed Pro-
cessing 35 years ago. Strange as it may seem, the theoretical consequences of this radical shift of
paradigm have not been fully appreciated. In my talk, I will try to reappraise their contribution
by showing how it can deal with issues like word representation and processing. In doing so, I
will consider evidence from several interrelated lines of research. The first one revolves around
evidence from human word processing and lexical acquisition, suggesting that a lot of lexical
information is inextricably related to processing. The second line of research focuses on recent
advances in the neurobiology of human memory and its tight connection with language process-
ing. Last but not least, I will consider neurobiologically inspired computer models of the language
architecture.

Drawing on an analogy with recent developments in discriminative learning and morphological
theory (Baayen et al. 2011, Blevins 2016, Ramscar and Gitcho 2007, Ramscar and Yarlett 2007),
I will suggest that speakers’ knowledge about words is the resulting state of a dynamic, self-
organizing process. According to this view, words are abstractions emerging from interrelated
patterns of sensory experience, communicative and social interaction and psychological and neu-
robiological mechanisms (Elman 2009). The information associated with them is hardly ever
stable, time-independent or context-independent. Their content is continuously updated and re-
shaped as a function of the moment (when), the reason (why) and the frequency (how often) of its
access and processing. Such flowing activation state is reminiscent of the wave/particle duality in
quantum physics (Libben 2016) or the inherently adaptive, self-organising behaviour of biologi-
cal dynamic systems (Beckner et al. 2009). Hence, if we look for particles (i.e. individual word
representations) we may not be able to find them. It all depends on the task or the context.

This discussion leads to an apparently paradoxical state of affairs. We know that the linguists’ view
of the lexicon as a redundancy-free container of word representations fails to capture our current
understanding of how words are accessed, used and processed. Can then we talk about the reality
of words in any non-metaphorical or non-epiphenomenal sense? I believe that we can. After all,
speakers have lexical knowledge. However, the mental reality of words resides in the collective
behaviour of nodes and connections in a lexical network engaged in a particular word processing
task. It cannot be deduced from any individual and stable representation. As the context or task
changes, also the pattern of these connections will change, and so our perception of individual
representations.

Language sciences address different Marr’s (1982) levels of understanding of a complex cogni-
tive system. Theoretical linguistics addresses Marr’s level one (i.e. what speakers do when they
use language), while psycholinguistics is mostly concerned with level two (i.e. how speakers use
language), and neurolinguistics with level three (i.e. where in the brain language processes take
place). Due to the dominant focus of theoretical linguistics on the basic units of language and
the principles of their combination, linguists have laid nearly exclusive emphasis on representa-
tion issues. Conversely, psycholinguists and neurolinguists have mainly been concerned with be-
havioural and physiological evidence of the human processor. As suggested by Anderson (1972),
inter-level mapping rarely implies the extrapolation to level Y of properties holding at level X.
It is thus not surprising that moving from Marr’s level one to another level is often a matter of
discovering new laws and concepts, and requires a creative shift from quantitative to qualitative
differentiation. Decade-long developments in recurrent neural networks have proved instrumental
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in shedding light on the psychological nature of classical linguistic categories and basic units (El-
man 2009, Marzi and Pirrelli 2015). Ultimately, they appear to lend support to Poggio’s (2010)
claim that (language) learning is key to the appropriate methodological unification of Marr’s epis-
temological levels: units in language crucially depend on the way they are acquired, organized and
used by the speakers. From this perspective, any attempt to put all these units directly into the
speaker’s mind is dubious, if not futile.
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Abstract 

The corpus, from which a predictive language model is trained, can be considered the experience 
of a semantic system.  We recorded everyday reading of two participants for two months on a 
tablet, generating individual corpus samples of 300/500K tokens. Then we trained word2vec 
models from individual corpora and a 70 million-sentence newspaper corpus to obtain individ-
ual and norm-based long-term memory structure. To test whether individual corpora can make 
better predictions for a cognitive task of long-term memory retrieval, we generated stimulus 
materials consisting of 134 sentences with uncorrelated individual and norm-based word prob-
abilities. For the subsequent eye tracking study 1-2 months later, our regression analyses re-
vealed that individual, but not norm-corpus-based word probabilities can account for first-fixa-
tion duration and first-pass gaze duration. Word length additionally affected gaze duration and 
total viewing duration. The results suggest that corpora representative for an individual’s long-
term memory structure can better explain reading performance than a norm corpus, and that 
recently acquired information is lexically accessed rapidly. 

1 Introduction 

There are three basic stages of memory (e.g. Paller and Wagner, 2002). All memories start with experi-
ence, which is reflected by text corpora (e.g. Hofmann et al., 2018). The training of a language model 
then reflects the process of memory consolidation. The final stage is memory retrieval, which can be 
examined in psycholinguistic experiments. In this paper, we measure the correlation of computational 
language modelling and cognitive performance.  

We collected individual corpora from two participants reading on a tablet for two months and com-
pared them to an extensive corpus mainly consisting of online newspapers (Goldhahn et al., 2012). To 
consolidate differential knowledge structures in long-term memory, word2vec models were trained from 
these corpora. For stimulus selection, we relied on these three language models to compute word prob-
abilities and sentence perplexity scores for 45K sentences of a Wikipedia dump. Perplexity rank differ-
ences were used to select sentences with uncorrelated word probabilities for the three language models, 
allowing to estimate the independent contribution of the word probabilities in multiple regression anal-
yses. The resulting 134 stimulus sentences were read by the participants in an eye tracking experiment. 
In the multiple regression analyses, we used these predictors to account for the durations of the first 
fixation on the words. We also predicted gaze durations, in which the duration of further fixations during 
first-pass reading are added. When the eye revisits a word after first-pass reading has been finished, the 
durations of further fixations are added into the total viewing duration (see Figure 1 for an overview of 
the present study). The underlying hypotheses of our research are that semantic expectancy has a top-
down effect on word saliency at the visual level (Hofmann et al., 2011; Reilly & Radach, 2006), and 
words appearing in more salient contexts, are processed quicker by human subjects. Therefore, language 
models on individual reading corpora, realized e.g. by word2vec, should predict the processing speed.  
 

This work is licensed under a Creative Commons Attribution 4.0 International License.  
License details: http://creativecommons.org/licenses/by/4.0/. 
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Figure 1. Overview of the present study 
 

2 Learning history and memory consolidation 

2.1 Norm corpora as a representative sample of human experience? 

When selecting a corpus as a sample of the learning experience of human participants or language mod-
els, the question arises which corpus is most representative for which person. For instance, the 
knowledge of young adults is better characterized by corpora consisting of books written for younger 
adults, while older adults are more experienced – when therefore searching for corpora that account for 
their performance best, more diverse fictional and literature books are chosen (Johns, Jones, & Mewhort, 
2018). Rapp (2014) proposed that corpus representativeness should be measured by the Pearson corre-
lation of corpus-derived computational measures and an external measure of human performance. The 
knowledge of an average reader may be well represented by balanced corpora containing all sorts of 
content, such as Wikipedia. However, a previous study revealed that a newspaper corpus often provides 
higher correlations than Wikipedia when accounting for human cloze completion probabilities, as well 
as eye tracking or brain-electric data (Goldhahn et al., 2012; Hofmann et al., 2017). This result pattern 
could on the one hand be explained by the fact that typical German readers very frequently visit online 
newspapers. On the other hand, the encyclopedic nature of Wikipedia with one article per topic does not 
reflect the frequencies of exposure. Therefore, a newspaper corpus may be more representative. In his 
seminal work, Rapp (2014) avoided the possibility to observe the average language input of test persons, 
noting that it would be effortful and unpractical to collect corpora from the language of participants. In 
the present work, we directly address this problem by collecting individual corpora from two test par-
ticipants, which is made possible by technological advances and cheaper hardware, i.e. tablets with cam-
eras for eye-tracking. 

When choosing a corpus, a key issue is its size. In general, a larger corpus may provide better word 
frequency estimates that allow for better human performance predictions than a small corpus (Rapp, 
2014). For high frequency words, however, a corpus of 1 million words already allows for predictions 
comparable to larger corpora (Brysbaert & New, 2009). For low frequency words, performance predic-
tions improve for corpora up to 16 million words, while there is hardly any gain for corpora greater 30 
million words. Rather, extremely large corpora of more than a billion words may even decrease perfor-
mance predictions. “For these sizes, it becomes more important to know where the words of the corpus 
came from” (Brysbaert & New, 2009). Movie subtitles represent spoken language, which humans typi-
cally encounter much more often than written language. In this case, the corpus is probably more repre-
sentative, because it incorporates the more frequently produced and received language mode. Therefore, 
it appears that the representativeness for the language input can outperform sheer size.  

Whether such smaller corpora are also sufficient to characterize contextual word probabilities has also 
been examined by Mandera et al. (2017). They showed that size does not always trump representative-
ness in predicting semantic priming, i.e. the facilitation of word recognition as a consequence of pro-
cessing a preceding prime word. In general, the everyday social information represented in subtitles 
corpora may be more accessible for human subjects. Therefore, they tend to elicit effects in early eye-
movement measures, particularly when combined with a language model that can generalize, such as 
neural network models, for instance (Hofmann et al., 2017, 2020). 

2



 
 

Though personalized language signals are obviously used to optimize search engine performance, 
tempting us to purchase products by means of individualized advertisements, we are not aware of any 
scientific approach towards assessing corpus representativeness at the level of real individual partici-
pants. Jacobs (2019), however, showed that language models can well characterize fictional characters. 
He used SentiArt to analyze Harry Potter books and found that theory-guided contextual properties of 
the characters can provide a face valid approach to personality. Voldemort occurred in language contexts 
indicating emotional instability, thus he scored high in the pseudo-big-five personality trait of neuroti-
cism. Harry Potter’s personality, in contrast, can be most well characterized by the personality dimension 
of conscientiousness. Both, Harry and Hermione score high on the personality trait of openness to ex-
perience and intellect. With such a face valid characterization of the personality of fictional characters, 
we think that it is an ethical necessity to stimulate a scientific discussion about the potential of individual 
corpora, because they may tell us a lot about real persons.  

2.2 Language models reflecting memory consolidation 

Psycholinguistic reading and comprehension studies were dominated for a long time by latent semantic 
analysis (Deerwester et al., 1990). Pynte et al. (2008) showed that such a document-level approach to 
long-range semantics can better predict gaze duration than an earlier eye movement measure. In this 
case, however, the Dundee corpus was examined, in which discourse rather than single sentence reading 
was examined. Griffiths et al. (2007) showed that topics models may outperform LSA in psycholinguis-
tic experiments, for instance by predicting gaze durations for ambiguous words (Blei et al., 2003). 
McDonald and Shillcock (2003), on the other hand, suggested that a word 2-gram model may reflect 
low-level contextual properties, given that they can most reliably account for first fixation duration ra-
ther than later eye-movement measures. Smith and Levy (2013) showed that a Kneser-Ney smoothed 3-
gram model can also predict a later eye-movement measure, i.e. gaze duration, probably because a larger 
contextual window is used for the predictions of discourse comprehension using the Dundee eye-move-
ment data set (cf. Pynte et al., 2008). Frank (2009) showed that a simple recurrent neural network is 
better suitable to address gaze duration data than a probabilistic context-free grammar (Demberg and 
Keller, 2008). The capability of neural networks to well capture syntax was also demonstrated by Frank 
and Bod (2011), who showed that an echo-state network better predicts gaze duration data than unlexi-
calized surprisal of particular phrase structures. For predicting first fixation durations of words that have 
been fixated only once during single sentence reading (Hofmann et al., 2017), a Kneser-Ney-smoothed 
5-gram model provided good predictions, but a slightly better prediction was obtained by a recurrent 
neural network model (Mikolov, 2012). In the same work, Hofmann et al. (2017) showed that an LDA-
based topic model (Blei et al., 2003) provided relatively poor predictions, probably because sentence- 
rather than document-level training more closely reflects the semantic short-range knowledge. 

Since Bhatia (2017) and Mandera et al. (2017), word2vec models can be considered a standard tool 
for psycholinguistic studies. It is well known for eye-tracking research, that not only the predictability 
of the present, but also of the last and next word can influence fixation durations (e.g. Kliegl et al., 2006).  
Viewing durations of the present word can even be influenced to some extent by the word after the next 
word (Radach et al., 2013). As the present pilot study will be based on a limited number of observations, 
we used word2vec-based word embeddings trained to predict the probability of the present word by the 
default contextual window of the last and next two words (Mikolov et al., 2013). With such a contextual 
window of two during training, we intended to subsume the effects of the last and next words on the 
fixation duration of the present word during retrieval. Therefore, we decided to use this simple standard 
approach to natural language processing. 

3 Memory retrieval in eye-tracking analyses 

As has been summarized in Figure 1 and already introduced above, there are a number of different eye-
movement parameters that can be used to address early and later memory retrieval processes during 
sentence reading (e.g. Inhoff and Radach, 1998; Rayner, 1998). When the eyes land on a word within  a 
sentence during left-to-right reading, they remain relatively still for a particular amount of time, gener-
ally referred to by the term fixation duration. The first fixation on a word duration (FFD) is generally 
assumed to reflect early orthographic and lexical processing (Radach and Kennedy, 2004), but has also 
been shown to be sensitive for readily available predictive semantic (top-down) information for a given 
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word (e.g. Roelke et al., 2020). The sum of all fixation durations before the eye leaves the word to the 
right is referred to by (first-pass) gaze duration (GD), which reflects later stages of word processing 
including lexical access. After leaving the word to the right, the eye may come back to the respective 
word and remain there for some time, which is further added into the total viewing duration (TVD). 
Such late eye movement measures reflect the time needed to provide full semantic integration of a word 
into the current language context (Radach and Kennedy, 2013). 

Word length, frequency and word predictability from sentence context are generally accepted by the 
eye-tracking community to represent the most influential psycholinguistic variables on eye-movements 
(e.g. Engbert et al., 2005; Reichle et al., 2003). Word length is particularly affecting medium to late 
cognitive processes, while word frequency seems to affect all eye-movement measures (e.g. Kennedy et 
al., 2013). In psychology, word predictability from sentence context is typically estimated by cloze com-
pletion probabilities (Ehrlich and Rayner, 1981), which can be well approximated by language models 
(Shaoul et al., 2014). There are numerous studies examining the influence of predictability on eye move-
ment measures, which found that predictability affects both early and late eye movement parameters: 
Therefore, Staub’s (2015) review suggested that cloze-completion-probability-based predictability is an 
all-in variable confounding all sorts of predictive processes. We believe that language models provide 
the opportunity to understand different types of “predictability”, therefore allowing for a deeper under-
standing of how experience shapes memory and how memory acts on retrieval than current models of 
eye-movement control (Reichle et al., 2003). 

While Rapp (2014) proposed to use single-predictor regressions to approach corpus representative-
ness, a typical analytic approach to eye movements are multiple regression analyses. In this case, the 
fixation durations are approximated by a function: 

f(x) = � bn*xn + b + error (1) 
 In Formula 1, xn is the respective predictor variable such as length, frequency or predictability, and 

the free parameters are denoted by b. bn reflects the slope explained by the predictor variable n, while b 
is the intercept of the regression equation. Error is minimized by ordinary least squares. In single-pre-
dictor analyses, correlation coefficients inform about the relative influence of a single variable. To see 
how much variance is explained by a single predictor, the correlation coefficient is often squared to give 
the amount of variance explained. Though the typical variance explained by a single predictor can vary 
as a function of the variables included in the regression model, an r2 = 0.0095 (r = 0.097) for the fre-
quency effect in GD is a good benchmark at this fixation-based level of analysis (e.g. Kliegl et al., 2006, 
Table 4).  

A critical factor influencing multiple regression analyses is the correlation of the predictor variables 
itself. If they surpass an r > 0.3, multicollinearity starts to become problematic and the variance inflation 
factor reaches a first critical level of 1.09 (e.g. O’Brien, 2007). Therefore, we here relied on a sentence-
perplexity- and word-probability-based stimulus selection procedure, to allow for an independent pre-
diction of the major variables of interest, i.e. our word2vec-based word probabilities (WP) of the indi-
vidual and the norm-based training corpora. 

4 Methodology 

4.1 Participants and corpora 

For data protection purposes, we do not provide the exact age of the two German native participants, but 
they were 40-70 years old and male. Verbal IQ scores due to the IST-2000R were 106/115 for participant 
1/2, respectively (Liepmann et al., 2007). Active vocabulary was estimated in the percentile ranks of 
100/81 and passive vocabulary by 31/81 (Ibrahimović and Bulheller, 2005). The percentile ranks of  
reading fluency was 97/48 and comprehension percentiles of the participants were 52/31 (Schneider et 
al., 2007). Further assessment revealed a clearly differentiable interest profile peaking in medicine and 
nature  as well as agriculture for Participant 1, vs. education and music for Participant 2 (Brickenkamp, 
1990). 

Individual reading behavior of both participants was recorded on a Microsoft surface tablet. During 
corpus collection, we also recorded eye movements by an eye tracker mounted on the tablet (60 Hz, 
EyeTribe Inc.). Therefore, future studies may constrain the individual corpora to only those text regions 
that have actually been looked at. Participants were instructed to spend a maximum of personal reading 
time on this tablet. They were instructed to examine content matching their personal interests over a 
period of two months. A java script collected screenshots, when the display changed. The screenshots 
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were converted into greyscale images and rescaled by a multiplicator of 5. In addition, a median filter 
was used to remove noise, while contrast intensity was further enhanced. Finally, these pre-processed 
images were converted to ASCII by optical character recognition (Tesseract Software OCR; Smith, 
2007). Next, we reviewed samples from the output data and the word-level confidence scores. At a 
confidence score of 80, a large majority of words (> 95%) were correctly identified by the OCR script, 
which we used as threshold for the inclusion into the corpora. In a final step, the data were cleaned from 
special characters and punctuations. The resulting corpus of participant 1 contained 486,721 tokens, and 
the corpus of participant 2 included 314,943 tokens. For computing individual word frequency (WF), 
we stemmed all words of the resulting token sample. To obtain comparable measures to norm-based WF, 
individual WF was calculated in per-million words and log10-transformed. The norm corpus was the 
German corpus of the Leipzig Wortschatz Project consisting of 1.1 billion tokens (Goldhahn et al., 2012). 

4.2 Language models and stimulus selection 

To generate stimulus materials containing words that are either predictable by the training corpora of 
one of the two participants or under the norm corpus, we trained word2vec models from the three dif-
ferent corpora, using genism 3.0.0 (Rehurek and Sojka, 2010)1. We trained skip-gram models with 100 
hidden units in 10 iterations with a minimum frequency of 3 for the individual corpora and 5 for the 
norm-based corpus.  

Stimulus selection started by computing WPs of 44,932 sentences of a German Wikipedia dump for 
the word2vec models under the three training corpora. For sentence selection, sentence perplexity (PP) 
scores were computed from the WPi for the n words of a sentence: 

!! = 2$
%
&∑ 	)*+,-(/01)&31  (2) 

PPs were rank-ordered for the three training corpora. To select sentences that are either predictable 
by one of the participants or by the norm corpus, we computed rank differences of these perplexity 
scores. Then we selected approximately one third of the sentences that provide a relatively low perplex-
ity under one corpus, but a higher perplexity under the other two training corpora. Finally, we searched 
for words providing a WP = 0 under the individually trained language models and replaced them by 
highly probable words if this led to a meaningful and syntactically legal sentence. The 134 selected 
sentences contained 5-15 words (M = 9.78, SD = 1.92) and the 1,301 words ranged in length from 2 to 
17 letters (M = 5.49, SD = 2.67). In the final stimulus set, there was a low correlation/multicollinearity 
of the individual and the norm-based WP (see Table 1 below), which allows to estimate the contribution 
of individual and the norm-based WP to word viewing durations independent from each other. 

4.3 Eye tracking study 

The eye tracking study was conducted approximately 1-2 months after the end of the individual corpus 
collection period. Eye tracking data were measured with a sampling frequency of 2000 Hz by an Eye-
Link 2k (SR Research Ltd.). The participant’s head was positioned on a chin-rest and stimuli were pre-
sented in black color on a light-grey background (Courier New, size 16) on a 24-inch monitor 
(1680x1050 pixel). With a distance from eye to monitor of 67 cm, the size of a letter corresponded to 
0.3° of visual angle. A three-point eye-position calibration was performed at the beginning of the exper-
iment and after each comprehension question (see below). After an instruction screen, the 134 sentences 
were presented in randomized order in two blocks of 67 sentences, intermitted by a 5-minute break. For 
each sentence presentation, a fixation point appeared on the screen. Then, a sentence was presented in 
one line, with the first word located 0.5° of visual angle to the right. 2° to the right of the end of the 
sentence, the string “xxXxx” was presented. Participants were instructed to look at this string to indicate 
that sentence reading has been finished, which automatically initiated the continuation of the experiment. 
To make sure that participants read for comprehension, 17 yes/no and 13 open questions were presented 
after randomly selected sentences. All questions were answered correctly from both participants. 

Right-eye fixation durations were analyzed by multiple regression analyses (N = 1673). Fixation du-
rations lower than 70 ms were excluded from analysis, as well as outliers longer than 800 ms for FFD, 
1000 ms for GD, and 1500 ms for TVD. The first and last words of a sentence, as well as words with 
WPs or WFs of zero were excluded, leading to N =1291 fixation events remaining for all analyses. The 

                                                        
1 https://radimrehurek.com/gensim/   
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predictor variables in the multiple regressions were word length, norm-based and individual WF, as well 
as norm-based and individual WP. The word probabilities due to the two individual corpora, together 
with a stimulus and viewing time example is presented in Figure 2.  
 
 

 
 

Figure 2. Individual word probabilities of an example word and the resulting viewing time: The lan-
guage model trained by the corpus of Participant 1 provided a lower word probability (WP) than the 

corpus of Participant 2 in the example sentence. The higher word probability for Participant 2 predicts 
a faster first fixation duration (FFD). 

 

5 Results 

5.1 Correlation analysis and single-predictor regressions 

The examination of the correlation between individual and norm-based WPs in Table 1 revealed that 
there was no significant correlation between these predictor variables. Therefore, our perplexity-based 
stimulus selection procedure will allow to examine whether these two predictors account for eye-move-
ment variance independent from each other in the multiple regression analysis below. There were, how-
ever, typically large correlations between frequency and length and between the two frequency measures 
(e.g. Kliegl et al., 2006). Therefore, the question of whether length or frequency effects occur, cannot be 
answered unequivocally and e.g. frequency effects may be estimated by the predictor of word length in 
the multiple regression. All other correlation coefficients were smaller than 0.3, thus providing an un-
critical level of multicollinearity. 
 

 1. 2. 3. 4. 5. 6. 7. 8. 
1. Word length  -0.68 -0.71 0.02 -0.10 0.00 0.14 0.19 
2. Norm-based WF <.0001  0.80 0.09 0.13 -0.05 -0.13 -0.16 
3. Individual WF <.0001 <.0001  0.06 0.07 -0.01 -0.10 -0.15 
4. Norm-based WP 0.4774 0.0013 0.0222  0.03 -0.02 -0.04 -0.04 
5. Individual WP 0.0005 <.0001 0.0174 0.3427  -0.12 -0.08 -0.06 
6. FFD 0.9447 0.0864 0.6284 0.4048 <.0001  0.74 0.37 
7. GD <.0001 <.0001 0.0003 0.1277 0.0029 <.0001  0.53 
8. TVD <.0001 <.0001 <.0001 0.1610 0.0380 <.0001 <.0001  

 
Table 1: Correlation of the predictor variables and the three word viewing time measures. Correlation 

coefficients are given above diagonal and correlation probability below. 
 

When considering this correlation table as a single-predictor regression on the eye tracking data, there 
were effects of length, norm-based and individual word frequency in the GD and TVD data. While larger 
word length increased fixation durations, a larger norm-based and individual word frequency decreased 
the viewing times. No such effects were obtained in FFD data. Norm-corpus based WPs did not reveal 
any effects, while there were significant effects of individual WPs for FFD, GD, and TVD data, showing 
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the largest correlation for FFD (r = -0.12), followed by GD (r = -0.08) and TVD (r = -0.06). Higher 
word probabilities decreased fixation durations. 

5.2 Multiple regressions 

The FFD analysis including all predictor variables provided a highly significant multiple regression 
model, F(5,1285) = 4.629, p = 0.0003 (Table 2). In all, it accounted for 1.77% of the variance. We 
obtained a significant effect of individual WP: Negative t-values indicated that high individual WP de-
creased FFD. Word frequency marginally failed to reach significance, with high frequency tending to 
diminish reading times. 
 

 b SE b t p 
(Constant) 268.793017 16.4469826 16.34 <.0001 
Word length -1.7378111 1.61136469 -1.08 0.2810 
Norm-based WF -5.2127476 2.83947993 -1.84 0.0666 
Individual WF 2.54936544 3.79117063 0.67 0.5014 
Norm-based WP -73835.943 152204.436 -0.49 0.6277 
Individual WP -26123.236 6394.71736 -4.09 <.0001 

 
Table 2: Results of the multiple regression analysis for FFD. 

 
The multiple regression on GD data revealed a highly significant regression model, F(5,1285) = 

0.756, p < .0001 (see Table 3), which in total accounted for 2.89% of the variance. We found a significant 
effect of word length, with longer words increasing GDs, as well as a significant effect of individual 
WP, with highly probable words reducing GDs.  
 

 b SE b t p 
(Constant) 245.517945 20.9540141 11.72 <.0001 
Word length 6.44767908 2.05293331 3.14 0.0017 
Norm-based WF -4.988601 3.61759382 -1.38 0.1681 
Individual WF 4.76546508 4.83008007 0.99 0.3240 
Norm-based WP -282605.29 193913.618 -1.46 0.1453 
Individual WP -18673.72 8147.08699 -2.29 0.0221 

 
Table 3: Results of the multiple regression analysis for GD. 

 
For the TVD analysis, we obtained a highly significant multiple regression model, F(5,1672) = 10.56, 

p < .0001 (see Table 4). Overall, the predictors accounted for 3.95% of variance. Only word length 
provided a significant effect. Longer words lead to an increase of the TVD.  
 
 

 b SE b t p 
(Constant) 312.913912 36.015215 8.69 <.0001 
Word length 13.5909502 3.52852843 3.85 0.0001 
Norm-based WF -6.498011 6.21782625 -1.05 0.2962 
Individual WF 1.23816155 8.30181612 0.15 0.8815 
Norm-based WP -448879.23 333293.688 -1.35 0.1783 
Individual WP -17982.923 14003.0014 -1.28 0.1993 

 
Table 4: Results of the multiple regression analysis for TVD. 

6 Discussion 

To examine the representativeness of different training corpora for the learning experience, we here 
collected corpora for two individuals. These individual corpora were compared against a norm-based 
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corpus (Goldhahn et al., 2012). We computed individual and norm-based semantic long-term memory 
structure based on word2vec models (Mikolov et al., 2013). Then we computed WPs for a sample of 
45K sentences from Wikipedia and selected 134 sentences providing no significant correlation between 
the norm-based and the individual WPs to avoid multicollinearity in our multiple regression analyses on 
eye movement data.  

Single-predictor and multiple regression analyses revealed that there are no significant effects of 
norm-based WP with any eye movement measure. One possible reason for these zero findings could be 
that we replaced words with a WP = 0 by words that are highly expectable under the individual, but not 
under the norm-based corpus. This might have increased the sensitivity for successful predictions of 
individual corpora. The stimulus selection procedure optimized the eye-tracking experiment for the rep-
resentativeness for our participants’ individual knowledge structure. This may compromise the repre-
sentativeness for other types of knowledge.  

The individual WP, in contrast, revealed reliable single-predictor effects. These effects were largest 
in FFD data and decreased for later GD and TVD data. When comparing the 1.44% of explained variance 
of individual WP in the FFD data to the total variance of 1.77% explained in the multiple regression, 
this result pattern suggests that most of the variance was explained by individual WP. The slight increase 
in explained variance primarily results from norm-based WF, which marginally failed to reach signifi-
cance in the multiple regression analysis on FFD data. In general, the amount of explained variance in 
these analyses are comparable to other multiple regression studies predicting each fixation duration, 
without aggregating across eye-movement data (e.g. Kliegl et al., 2006). 

Single and multiple regression analyses revealed that the effect of individual WP tends to become 
smaller, but apparent in GD data. This suggests that individual corpora are most suitable to predict early 
to mid-latency eye movement measures (cf. Figure 1). In the multiple regression analysis of GD data, 
an additional effect of word length was observed, confirming the finding that length has a larger effect 
on such later eye movement parameters (e.g. Kennedy et al., 2013), because multiple fixations are more 
likely in longer words. In TVD data, we observed no effect of individual WP, but a large effect of word 
length in the multiple regression analyses. 

The largest limitation of the present study is the low statistical power of eye tracking data from two 
participants only. As Rapp (2014) already noted, the collection of individual corpora is effortful, but we 
think that this effort was worthwhile, even when the present study relied on a limited amount of statistical 
power. We were positively surprised by the reliable effect of individual WP in early and mid-range eye 
movement parameters. Nevertheless, the present work should be seen as a pilot study that will hopefully 
encourage further examinations of individual corpora. But there is also a second power issue that makes 
these results convincing. Our norm-based training corpus was at least 140 times larger than the individ-
ual training corpora. Therefore, we think that this is sound evidence that representativeness of a corpus 
for individual long-term memory structure can outperform size in predicting individual reading perfor-
mance (e.g. Banko and Brill, 2001, inter alia). 

One reason for our conclusion that individual corpora may better predict eye movements lies in the 
time period, in which the text corpus reflecting human experience was acquired. The individual corpora 
were collected in a two-month time period that preceded the eye tracking study by about 1-2 months. 
Therefore, the individual corpora may primarily reflect more recently acquired knowledge. Ericsson and 
Kintsch (1995) proposed multiple buffer stores in their theory of long-term working memory (cf. Kintsch 
and Mangalath, 2011). Recently acquired knowledge is held in these buffers before it is integrated into 
long-term memory. Therefore, participants can stop reading a text, and when carrying on reading later, 
only the first sentences are read slower as compared to continuous reading of these texts (Ericsson and 
Kintsch, 1995). Our early eye-movement effects may be explained by the proposal that the recently 
acquired knowledge still resides in Ericsson and Kintsch’s (1995) long-term buffer stores. While they 
argue that football knowledge can well predict comprehension of football-related texts, for instance, it 
is hard to answer the question of which knowledge has been acquired in which time period. First, indi-
vidual corpora may help to free such studies from the investigation of one particular type of knowledge, 
because each individual corpus reflects the knowledge of this individual. Second, individual corpora 
collected at different time periods may provide a novel approach to the question of how long information 
may persist in these knowledge buffers. Our results suggest that information still residing in long-term 
memory buffers elicits faster and more efficient memory retrieval. 

There are several studies, in which participants are required to write diaries, which can be considered 
as extremely small individual corpora (e.g. Campbell & Pennebaker, 2003). Another example is the task 
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to write emails to predict individual traits: For instance, Oberlander and Gill (2006) found that partici-
pants with high extraversion tend to use “will not” for expressing negation, while participants with low 
extraversion tend to use “not really” (see Johannßen and Biemann, 2018, for a recent overview). While 
such studies focused on the language output, the present study provided two input variables. First, indi-
vidual corpora allow to estimate individual experience. Second, we selected the materials based on a 
language model to specifically capture the individual experience of the participants in the eye-tracking 
experiment. The language models can be considered an algorithmic approach to the neurocognitive sys-
tem between the inputs and the output.  

Much as differences of the cognitive architecture of the participants, there are “interindividual” dif-
ferences between language models. For instance, n-gram models may reflect the capability of partici-
pants to remember particular words in context of specific other words, while neural network models 
more closely reflect the human capability to generalize from experiences (e.g. Hofmann et al., 2020; 
McClelland & Rogers, 2003). Thus, comparing such models with respect to the question of which model 
predicts which participant may provide information about the cognitive architecture of the respective 
participant. With respect to human intelligence testing, individual corpora should be a suitable approach 
to face Catell’s (1943, p. 157) challenge of “freeing adult tests from assumptions of uniform knowledge“. 

For future work, we would like to proceed in three directions. First, we would like to improve the 
collection procedure: the corpora collected via screenshots and OCR contain a high number of artifacts 
stemming from non-textual material, as well as non-contiguous texts as a result from complex webpage 
layouts. Second, we like to increase the number of participants in future studies. Third, it would be 
interesting to compare our word2vec results with more recent contextual embeddings such as BERT 
(Devlin et al., 2019), which have been shown to achieve better performance across a wide range of 
natural language processing tasks than language models with static word embeddings. While it is non-
trivial to use BERT’s bi-directional architecture and its masking mechanism for language modelling 
tasks, Salazar et al., (2020) have recently shown how to obtain prediction values for BERT and other 
architectures trained with masking loss. Subword representations as used in BERT may also help to 
compensate OCR-based errors, when only a few letters have been falsely recognized. On the downside, 
it is questionable whether the present corpus sizes of 300/500K token are large enough to obtain reliable 
estimates for the large number of BERT’s parameters. A potential solution is to rely on a BERT model 
pre-trained by a large corpus, and to use the individual corpora to fine-tune the language model. Though 
such fine tuning may enhance the predictions over the pre-trained model only, such an approach would 
mix norm-based and individual corpus information. The aim of the present study, in contrast, was to 
focus on the comparison of norm-based vs. strictly individual corpora, so we leave this extension for 
future work2. 
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Abstract

Functional Magnetic Resonance Imaging (fMRI) provides a means to investigate human con-
ceptual representation in cognitive and neuroscience studies, where researchers predict the fMRI
activations with elicited stimuli inputs. Previous work mainly uses a single source of features,
particularly linguistic features, to predict fMRI activations. However, relatively little work has
been done on investigating rich-source features for conceptual representation. In this paper, we
systematically compare the linguistic, visual as well as auditory input features in conceptual rep-
resentation, and further introduce associative conceptual features, which are obtained from Small
World of Words game, to predict fMRI activations. Our experimental results show that those
rich-source features can enhance performance in predicting the fMRI activations. Our analysis
indicates that information from rich sources is present in the conceptual representation of human
brains. In particular, the visual feature weights the most on conceptual representation, which is
consistent with the recent cognitive science study.

1 Introduction

How a simple concept is represented and organized by human brain has been of long research interest in
cognitive science and natural language processing (NLP) (Ishai et al., 1999; Martin, 2007; Fernandino
et al., 2016). The rise of brain imaging methods such as fMRI technology has now made it feasible to
investigate conceptual representation within human brain. In particular, fMRI is a technique that allows
for the visualization of neuron activity in brain regions, which has become an essential tool for analyzing
the neural correlates of brain activity in recent decades (Mitchell et al., 2004; Mitchell et al., 2008;
Pereira et al., 2009; Pereira et al., 2011; Just et al., 2010).

Neuroscientists have shown that distinct patterns of neural activation are associated with both encod-
ing and decoding the concepts of different semantic categories in brains. Mitchell et al. (2008) first
introduced the task of predicting fMRI activation and proposed a featured-based model which takes a
semantic representation of a single noun to predict the fMRI activation elicited by that noun. Subse-
quent studies (Pereira et al., 2018) introduced distributed based methods to build correlations between
distributed semantic representations and patterns of neural activation. However, previous work mostly
focuses on a single source of input features, e.g. count-based word vectors (Devereux et al., 2010; Mur-
phy et al., 2012; Pereira et al., 2013; Pereira et al., 2018) to explore the in brain encoding process, which
builds correlation between neural signals and distributed representation, and thus can be useful for better
understanding both the brain and the word representation. But there has been little work systematically
investigating the effect of different modalities on predicting fMRI activations.

We address this limitation by empirically investigating two forms of rich source features: multimodal
features and associative conceptual feature. First, we systematically compare input features that come
from linguistic, visual and auditory sources into fMRI activation encoding. To investigate the influence
of each source of information in the brain conceptual representation, we build and evaluate a multimodal
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ativecommons.org/licenses/by/4.0/.
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Reference Stimuli Presentation mode Subj.
Mitchell et al. (2008) 60 concrete nouns Word, Image 9
Pereira et al. (2018) 180 words Word cloud, Sentence, Image 16

Table 1: fMRI datasets for language-brain encoding.

Categories Words
animal bear, cat, dog, horse, cow
vegetable lettuce, carrot, corn, tomato, celery
body part eye, arm, foot, leg, hand
man-made telephone, key, bell, watch, refrigerator
building igloo, barn, house, apartment, church
kitchen spoon, bottle, cup, knife, glass
vehicle truck, car, train, bicycle, airplane
clothing dress, skirt, coat, pants, shirt
furniture chair, dresser, desk, bed, table
build part door, chimney, closet, arch, window
insect fly, bee, butterfly, ant, beetle
tool hammer, chisel, screwdriver, saw, pliers

Table 2: 60 nouns, organized by categories (Mitchell et al., 2008).

conceptual representation model with different modal input features and their combinations. Second, we
investigate associative thinking of related concepts. We assume that associative thinking for concepts has
individual difference, and it is insufficient to reflect such differences via distributed semantics represen-
tation. To verify this assumption, we propose an associative conceptual embedding that predicts brain
activity by using associative conceptual words other than the concept presented to the subjects when
collecting the brain activity data.

Experiments of multi-sense representation show that not only linguistic features, but also visual and
auditory features, can be used to predict fMRI activations. It demonstrates that multimodal information
is present in the conceptual representation in human brains, and we also observe that the weights of vari-
ous modalities in brain conceptual representation are unequal. In particular, we find that performances of
visual feature grounded multimodal models are overall improved compared with unimodal models, while
the performances of auditory feature grounded models are not consistently improved. This observation
leads to a conclusion that the visual information weights the most in brain conceptual representations.
In addition, experiments of associative conceptual representation show that the associative conceptual
words, which though are distinct in distributed semantic vector space, are related in conceptual represen-
tation in human brains.

2 Related Work

Previous studies on conceptual representation mainly focus on correlation between words and corre-
sponding fMRI activations, including feature based methods and distributed representation based meth-
ods. Seminal work of Mitchell et al. (2008) pioneered the use of corpus-derived word representations to
predict brain activation data associated with the meaning of nouns. This feature based method selected
25 verbs (i.e., ‘see’, ‘say’, ‘taste’.), and calculated the co-occurrence frequency of the noun with each of
25 verbs. In this regard, a noun word is encoded into 25 sensor-motor features. Subsequent work includ-
ing Jelodar et al. (2010) used WordNet (Miller, 1995) to compute the values of the features. Obviously,
such feature based methods are constrained by corpora, and only focus on linguistic unimodal.

Pereira et al. (2013) proposed a distributed semantics based method using features learnt form
Wikipeida to predict neural activations for unseen concepts. Since then, various studies have shown
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Figure 1: Compute multimodal embeddings.

that distributed semantic representations have correlations with brain concept representation (Devereux
et al., 2010; Murphy et al., 2012; Pereira et al., 2013; Pereira et al., 2018; Bulat et al., 2017). However,
though these methods outperform the feature based methods, they still ignore the fact that the informa-
tion in the real world comes as different modalities. In contrast to their work, we investigate the human
conceptual representation mechanism via evaluating the effects of multimodal features rather than only
unimodal linguistic feature.

More closely related to our work, Bulat et al. (2017) presented a systematic evaluation and com-
parison of unimodal and multimodal semantic models in their ability to predict patterns of conceptual
representation in the human brain. However, they only focused on the model level, contrasting unimodal
representations and multimodal representations that involve linguistic and visual signals, but not the ef-
fect of each modality. While little previous work studied the influence of each source of information in
the brain conceptual representation, our study is more extensive by evaluating multiple modalities data
and their combinations. To our knowledge, we are the first to report auditory data in exploring human
conceptual representations. More vitally, we explore their importance in concrete noun representations.
Different from all work above, we are also the first to introduce associative conceptual words as input
features to human conceptual representation.

3 Task: Predicting the fMRI Activation

The task is to predict the corresponding fMRI activations with elicited stimuli. The encoder operates by
predicting fMRI activation given feature vectors. Each dimension (voxel) of fMRI activation is predicted
by using a separate ridge regression estimator. More formally, given the matrix X and the matrix Z, we
learn regression coefficients b and b0 that minimize

kXb + b0 � zk2 + ↵kbk2 (1)

for each column of z of Z matrix. X is the semantic matrix, the dimension is the number of words
(training set) by the dimension of semantic vector (300 for GloVe); and Z is the corresponding fMRI
activation matrix, the dimension is the number of fMRI activation by the imaging dimension (amount of
selected voxel, 500 for Mitchell et al. (2008) dataset and 5000 for Pereira et al. (2018) dataset).

We investigate three types of multi-sense inputs, namely, linguistic, visual and auditory sources. And
further we use associative conceptual input, namely, the associative conceptual words which is obtained
from Small World of Word game. In the next two sections, we will introduce how to obtain multi-sense
representations and associative conceptual representations.

4 Multi-Sense Representations

Following Bruni et al. (2014) and Kiela and Bottou (2014), we construct multimodal semantic represen-
tation vector, Vm, by concatenating the linguistic, visual and auditory representations as shown in Figure
1:

Vm = VlinguistickVvisualkVauditory, (2)

where k is the concatenation operator.
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4.1 Linguistic Representations
The linguistic representation can be a dense vector that represents a word associated with a concept.
Distributed word representations have been applied to statistical language modeling with considerable
success (Bengio et al., 2003). This idea has enabled a substantial amount of progress in a wide range
of NLP task, and was also shown useful for brain conceptual representation (Devereux et al., 2010;
Murphy et al., 2012). The approach is based on the distributional hypothesis (Firth, 1957; Harris, 1954)
which assumes that words with similar contexts tend to have similar semantic meaning. The intuition
underlying the model is ratios of word-word co-occurrence probabilities have the potential for encoding
some form of meaning. GloVe (Pennington et al., 2014) provides multiple versions of pre-trained word
embeddings. In this paper, we use a 300-dimensional version of GloVe, which trained on a corpus
consisting of Wikipedia 2014 and Gigaword 5.

4.2 Visual Representations
Visual representation is used to represent an image associated with a concept in a dense vector. Our
approach to constructing the visual representations component is to utilize a collection of images associ-
ated with words representing a particular concept. For example, given a stimulus ‘carrot’, the associated
images are a collection of ‘carrot’ images that we retrieve from the dataset. In our implementation, we
use Deep Residual Network (ResNet) (He et al., 2016) to produce the image feature map.

ResNet is widely used in image recognition as it is a deep neural network with many convolution
layers stack together and can extract rich image features. The network is pre-trained on ImageNet (Deng
et al., 2009), one of the largest image databases. Then, we chop the last layer of the network and use the
remaining part as the feature extractor to compute the 2048-dimensional feature vector for each image.
To represent a particular concept, we extract the image features of all images belong to that concept.
Then, we directly compute the average of all image features as the visual representation.

4.3 Auditory Representations
Auditory representation is a dense vector used to present the acoustic properties of a concept. For ex-
ample, given the concept ‘key’, correlated sounds are keys hitting or rubbing together; and for ‘hand’,
correlated sounds can be applause. For the auditory representations, we retrieve 3 to 100 audios from
Freesound (Font et al., 2013) for each concept. To generate the auditory representation for each noun, we
first obtain Mel-scale Frequency Cepstral Coefficients (MFCCs) (O’Shaughnessy, 1987) features of each
audio and then quantize the features into a bag of audio words (BoAW) (Foote, 1997) representations.
MFCCs are commonly used as features in speech recognition, information retrieval, and music analysis.
After obtaining a BoAW set, we take the mean of each BoAW as the auditory representation. In this
paper, we use MMFeat (Kiela, 2016) to generate 300-dimensional auditory representations. The code is
available at https://github.com/douwekiela/mmfeat.

5 Associative Conceptual Representation

Associative conceptual representation is a dense vector obtained from the associative conceptual words
that are produced by humans in a game scene, and it is used to presented human’s associative thinking
related a concept. To investigate that whether associative thinking can be reflected in the fMRI activation,
we fuse the word vectors linearly and use it as our associative conceptual representations. The linear
fusion is represented as:

Vm = VstimulikVassociate, (3)

where k is the concatenation operator.

6 Experiments

We apply three sources of features to predict fMRI activations with unimodal model and multimodal
models, and compare their performances. Further, we compare the performances of models with irrele-
vant words and associative conceptual words as inputs respectively.
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Linguistic Visual Auditory L+V1 L+A2 V+A3 L+V+A4

W/I B/W W/I B/W W/I B/W W/I B/W W/I B/W W/I B/W W/I B/W
P1 0.49 0.91 0.61 0.95 0.68 0.76 0.58 0.95 0.62 0.87 0.63 0.92 0.64 0.92
P2 0.47 0.75 0.60 0.81 0.55 0.67 0.52 0.80 0.54 0.70 0.54 0.77 0.52 0.78
P3 0.68 0.85 0.57 0.83 0.57 0.66 0.61 0.85 0.59 0.78 0.62 0.83 0.63 0.84
P4 0.55 0.89 0.57 0.92 0.51 0.71 0.57 0.92 0.51 0.85 0.58 0.91 0.55 0.92
P5 0.58 0.79 0.58 0.80 0.53 0.64 0.61 0.81 0.48 0.75 0.54 0.79 0.58 0.80
P6 0.55 0.77 0.59 0.80 0.53 0.65 0.55 0.80 0.57 0.77 0.62 0.79 0.60 0.78
P7 0.57 0.75 0.54 0.81 0.68 0.73 0.53 0.81 0.68 0.80 0.64 0.83 0.61 0.83
P8 0.61 0.76 0.52 0.67 0.54 0.63 0.56 0.69 0.62 0.70 0.55 0.68 0.61 0.70
P9 0.57 0.83 0.57 0.83 0.59 0.69 0.60 0.84 0.53 0.79 0.57 0.84 0.57 0.85
Mean 0.56 0.81 0.57 0.82 0.58 0.68 0.57 0.83 0.57 0.78 0.59 0.82 0.59 0.82
1 LINGUISTIC+VISUAL 2 LINGUISTIC+AUDITORY 3 VISUAL+AUDITORY 4 LINGUISTIC+VISUAL+AUDITORY
W/I WITHIN CATEGORY B/W BETWEEN CATEGORY

Table 3: Accuracies of within and between-category examples for all participants (Pi). Within-category
refers to stimuli coming from the same category (e.g. bear and cat come from the category of the animal)
whereas between-category refers to stimuli coming from different categories.

(a) Mean ± SE accuracy of
participants

(b) Mean ± SE accuracy of
within-category

(c) Mean ± SE accuracy of
between-category

Figure 2: Mean ± SE accuracies of participants for all modals of data, using results in Table 3.

6.1 Datasets

6.1.1 fMRI Datasets

In this paper, we use the fMRI activation datasets of Mitchell et al. (2008) and Pereira et al. (2018). The
summary of the datasets is shown in Table 1.

Mitchell et al. (2008)’s fMRI activation dataset was collected from nine right-handed subjects (5
females and 4 males between 18 and 32 years old). Each time, every subject was presented with noun
labels and line drawings of 60 concrete objects from 12 semantic categories with 5 exemplars per cat-
egory and the corresponding fMRI activation was recorded. The 60 concrete nouns and categories are
shown in Table 2. Each exemplar was presented six times with randomly permutation and each exemplar
was presented 3 seconds followed by a 7 seconds rest period. During the exemplar presenting, subjects
were required to think about the proprieties of it freely. For example, for the concept ‘dog’, the propri-
eties might be ‘pet’, ‘fluffy’, and ‘labrador retrievers’. It is not required to obtain consistency properties
across subjects. Given an exemplar, the fMRI activation of each subject was recorded during the present-
ing each of the six times. In this paper, we create one representative fMRI activation for each exemplar
by averaging six scans.

Pereira et al. (2018)’s fMRI activation dataset was collected from 16 subjects. Similarly to Mitchell
et al. (2008), subjects were asked to think about the properties when they were presented with stimulus
in form of words, pictures and sentences. But the exemplar words of Pereira et al. (2018) cover a broader
semantic vector space and are more distinct in vector space. First, they applied 300-dimensional GloVe
(Pennington et al., 2014) to obtain semantic vectors for all words in a vocabulary size of approximately
30,000 words (Brysbaert et al., 2013). They then utilized spectral clustering (Luxburg, 2007) to group
the vectors into 180 regions, and hand-selected 180 representative words for each regions.
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Categories Linguistic Visual Auditory L-V1 L-A2 V-A3 L-V-A4

man-made 27 24 27 26 25 26 27
building 38 31 38 31 33 32 30
build part 56 64 40 62 48 62 61
tool 44 56 40 62 44 46 50
furniture 36 47 50 47 40 44 45
animal 22 34 36 35 32 36 33
kitchen 16 17 19 12 13 12 11
vehicle 50 40 37 42 44 37 34
insect 38 34 38 34 42 33 36
vegetable 32 33 49 30 48 42 37
body part 58 30 48 33 50 28 32
clothing 44 52 39 51 44 45 47
1 LINGUISTIC+VISUAL 2 LINGUISTIC+AUDITORY 3 VISUAL+AUDITORY 4 LINGUISTIC+VISUAL+AUDITORY

MOST ERROR LEAST ERROR

Table 4: Selected within-category error statistics.

6.1.2 Multi-Sense Dataset

We obtain linguistic features from the GloVe (Pennington et al., 2014), which is trained on Wikipedia
2014 and Gigaword 5. For visual features, We retrieve 300 to 1500 images for each concept noun from
ImageNet, except human body word: ‘hand’, ‘foot’, ‘arm’, ‘leg’ and ‘eye’, which are not included in
the ImageNet. Thus, we retrieve these images from Google Image (Afifi, 2017). The retrieved images
from ImageNet and Google are combined together as the image dataset for visual feature extraction.
For auditory features, we use the Freesound dataset (Font et al., 2013), which is a huge collaborative
database of audio snippets, samples, recordings, and bleeps.

6.1.3 Associative Word Dataset

In this paper, we use Small World of Words (SWW) (De Deyne et al., 2018) as the word association data
source. SWW is a mental dictionary or lexicon in the major languages of the world. It collects associative
words by inviting participants globally to play an online game of word associations1. The game is
simple and easy to play: given a list of 18 cue words, participants are asked to give first three words
that come to mind. It counts and demonstrates the human level word associations. For example, top ten
forward associations of the cue word ‘machine’ are ‘robot’, ‘computer’, ‘engine’, ‘metal’, ‘gun’, ‘work’,
‘car’, ‘washing’, ‘factory’, ‘sewing’; and top ten backward associations of it are ‘slot’, ‘fax’, ‘pinball’,
‘mechanism’, ‘sewing’, ‘washing’, ‘xerox’, ‘contraption’, ‘cog’, ‘copier’. Here, forward association
refers to the words will come to mind when participants see the cue word ‘machine’; and backward
association refers to the word ‘machine’ will come to mind when participants view other cue words. And
their rankings indicate the average order of the word that participants think of in the SWW game.

In our paper, we use 60 concrete words from Mitchell et al. (2008) and choose 175 words from Pereira
et al. (2018) (we discard 5 words: ‘argumentatively’, ‘deliberately’, ‘emotionally’, ‘tried’, ‘willingly’,
which do not present in the associative words data source) as the cue words.

6.2 Training

As mentioned in Section Task: Predicting the fMRI Activation, the task is to predict the fMRI acti-
vations. Following Mitchell et al. (2008), we train the encoder consisting of several estimators (500 for
Mitchell et al. (2008) and 5000 for Pereira et al. (2018)). Each estimator predicts a fMRI activation value
of a specific position in the brain. The estimator is trained by ridge regression where the loss function is
the linear least squares function and is regularized by the L2-norm (Eq. 1). The regularization strength
↵ is chosen by cross-validation.

1https://smallworldofwords.org/en
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6.3 Evaluation

We evaluate each encoder’s performance by following the strategy of Mitchell et al. (2008) and Pereira et
al. (2018). For each possible pair of fMRI activation, we compute the cosine similarity between predicted
and actual one. If the predicted fMRI activation is more similar to its actual one than the alternative, we
deem the classification correct. For the data of Mitchell et al. (2008), each encoder is trained on 58 words
and tested on the 2 left out words. The training and testing procedure iterates 1770 times. For the data
of Pereira et al. (2018), each encoder is trained within a cross-validation procedure. In each fold, the
parameters are learned from 165 word vectors, and predicted fMRI activation from the 10 left out words.
The overall classification accuracy is the fraction of correct pairs. The match score S is calculated as:

S(p1 = i1, p2 = i2) = cosine(p1, i1) + cosine(p2, i2). (4)

6.4 Results and Discussion

6.4.1 Uni- and Multi- Modal in fMRI Prediction
The cross-validated prediction accuracies are presented in Table 3. The expected accuracy of matching
the left-out words and images is 0.5 if the model was randomly matching. All learned models predict
unseen words significantly above the chance level.

In terms of unimodal prediction, VISUAL based model overall outperforms others, which verifies the
picture superiority effect — human brain is extremely sensitive to the symbolic modality of presenta-
tion. VISUAL and LINGUISTIC significantly outperform AUDITORY based model, with the mean between
category accuracy drops from approximately 0.8 to 0.68.

In terms of multimodal prediction, adding visual features improves performance as LINGUIS-
TIC+VISUAL outperforms LINGUISTIC, VISUAL+AUDITORY outperforms AUDITORY and LINGUIS-
TIC+VISUAL+AUDITORY outperforms LINGUISTIC+AUDITORY. These results provide a new proof for
the interactive model of brain in behaviour measures which holds that structural and semantic informa-
tion interact immediately during comprehension at any point in time, and weaken the serial model which
proposes that semantic aspects only come into play at later stage and do not allow overlap with previ-
ous stages. We also notice that AUDITORY weakens model’s prediction ability except for P6 and P7.
Together with the finding in unimodal experiments that auditory based model performs less significantly
than the linguistic and visual based model, the result suggests that visual properties contribute the most
in conceptual representation in conceptual representations of nouns in the human brain, while acoustic
properties contribute less. The results from P6 and P7 also suggest there are individual differences in
the effects of different modality data on conceptual representations in the brain.

Kiela and Clark (2015) indicate that multimodal representations enriched by auditory information per-
form well on relatedness and similarity on words that have auditory associations such as instruments. We
explore if the fMRI activation can be predicted by sound features, which is generated by using the objects
which do not have obvious acoustic properties such as hand, foot, etc. Although the prediction accuracy
is lower when using auditory features than using linguistic and visual features, it is significantly above
the chance level. The results suggest that acoustic properties play a less important role but are ubiquitous
in cognitive processes. We may need to consider the sound factors in the conceptual representation in
general.

Figure 2 shows the individual mean SE±accuracy and mean SE±accuracy of within-category and
between category. From Figure 2, we can see that individual performances vary in prediction and also,
the result of between category prediction is better than within category prediction. We assume that this
is because the features are much different between a category but more similar within a category, which
makes predictions within category more demanding. For example, for linguistic feature, ‘dog’ has a
very similar context with ‘cat’, such as play, eat, but a very different context from ‘machine’, of which
the context might be artificial, fix. Previous research has suggested that brain may rely on enhanced
perceptual processing in order to compensate for inefficient higher level semantic processing, thus the
phenomena of high within-category error rate and low between category error rate reflects the sensory
compensation mechanism of brain in language processing.

18



Stimuli Forward Association Word
1 2 3 4 5

s-random 0.80 0.73 0.73 0.74 0.74 0.74
s-linear 0.80 0.79 0.78 0.79 0.80

(a) Mean accuracy on Mitchell et al. (2008) dataset.

Stimuli Forward Association Word
1 2 3 4 5

s-random 0.73 0.67 0.68 0.68 0.67 0.68
s-linear 0.71 0.71 0.71 0.71 0.71

(b) Mean accuracy on Pereira et al. (2018) dataset.

Table 5: Mean FORWARD fMRI activation prediction accuracy on Mitchell et al. (2008) and Pereira et
al. (2018) dataset.

Stimuli Backward Association Word
1 2 3 4 5

s-random 0.80 0.74 0.74 0.74 0.74 0.74
s-linear 0.77 0.78 0.80 0.79 0.78

(a) Mean accuracy on Mitchell et al. (2008) dataset.

Stimuli Backward Association Word
1 2 3 4 5

s-random 0.73 0.68 0.68 0.69 0.69 0.68
s-linear 0.71 0.71 0.71 0.71 0.71

(b) Mean accuracy on Pereira et al. (2018) dataset.

Table 6: Mean BACKWARD fMRI activation prediction accuracy on Mitchell et al. (2008) and Pereira
et al. (2018) dataset.

Table 4 shows the within category error, and we observe that Auditory features reduce the error of
some categories, for example, for body part, VISUAL+AUDITORY outperforms simply VISUAL, and for
building part, LINGUISTIC+AUDITORY outperforms simply LINGUISTIC. It reflects that the brain does
trigger auditory senses during the rapid visual analysis and the activation of semantic knowledge, and
also supports behavioural neuroscientists on that semantic processes can strongly affect generation of
auditory imagery.

6.4.2 Associated Concept in fMRI Prediction
We choose the top 5 forward associate words and 5 backward words in our experiments. The concept
of ’associate’ and associative word dataset are introduced in section 6.1.3. For example, for the word
‘invention’, the associative words that people most likely to think of are ‘new’, ‘light bulb’, ‘idea’,
‘innovation’, ‘creation’, ‘patent’, ‘Edison’, ‘Einstein’, ‘science’, ‘scientist’, ‘clever’, ‘smart’, ‘creative’,
‘create’, ‘Genius’. We use the word ‘invention’, its associative words and their combinations to predict
the fMRI activation separately.

Table 5a and Table 5b are the prediction accuracy that we use stimuli and forward associative words as
the input on both datasets. Tables 6a and 6b are the prediction accuracy that we use stimuli and backward
associative words as input. s-random means using linear combination of stimuli and irrelevant word,
which is randomly chosen. s-linear means using linear combination of stimuli and one correspondent
associate word. It is important to note that, the irrelevant word is randomly chosen, and it is not associa-
tive to the stimuli. For example, for the stimuli ‘invention’, we may choose the word ‘washing’, which
is not in the associative word pool of ‘invention’, as the irrelevant word. Figure 3 is the comparison of
using various word association, where the original data is extracted from Table 5a, Table 5b, Table 6a
and Table 6b.

Compared with (a), (b) in Figure 3, the prediction accuracy in (c), (d) is the average of 175 words.
Thus, the lines in (c), (d) are more smooth. However, though the results in (a), (b) vary, they can
still show the overall trend. Further, compared with using forward associative words (results from (a),
(c)), using backward associative words has an equivalent performance, which means both forward and
backward associative thinkings can reflect the associative conceptual representation.

We observe that all models with associative conceptual features outperform above the chance level on
both datasets. Compared with using only stimuli or associate word (bottom blue line in Figure 3), we
also find that the model can better predict fMRI activation by using their linear combination (top yellow
line in Figure 3). Particularly, by using stimuli and their associative words, the model has the best ability
to predict fMRI activations (top yellow line in Figure 3). We also observe that after added the irrelevant
word, the model’s performance decreases. These results show that even though both associative words
and irrelevant words are not directly associated with the stimuli words and are distinct from the stimuli
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(a) 60 concrete noun forward (b) 60 concrete noun backward

(c) 175 words forward (d) 175 words backward

Figure 3: Comparison of various word association features. The top yellow line is corresponding to the
results of s-linear, the below blue line is the result of s-random. For the point (x, y) in bottom blue line
or top yellow line, x means using only the x � th ranked associative word, or using linear combination
of stimuli word and x � th ranked associative word to predict the result. The rank tag of an associative
word here means the average order of the word that participants think of in the SWW game.

words in distributed semantic representation in vector space, the associative words share some significant
commonality with stimuli words in human conceptual representations while irrelevant words do not. It
demonstrates that associative words serve as a complement to the stimuli words and accord with the brain
activity, but the irrelevant words are noise to the conceptual representation.

In addition, there is a clear trend that the prediction accuracy decreases as the associative word rank
decreases (bottom blue line in Figure 3). This result suggests that, given a stimuli, the higher ranked
associate word can better reflect associative thinking related to a concept, and the subsequent associa-
tive words are less related. In other words, the rank of associative words can reflect the its weight of
associative thinking in conceptual representations.

7 Conclusion and Future Work

We explored conceptual representation in human brains by evaluating the effect of multimodal data
in predicting fMRI activation, observing a clear advantage in predicting brain activation for visually
grounded models. This finding consistent with the neurological evidence that the word comprehension
first involves activation of shallow language-based conceptual representation , which is then comple-
mented by deeper simulation of visual properties of the concept (Louwerse and Hutchinson, 2012).

From the associative thinking perspective, we find that though the associative words might be far away
in the distributed semantic vector space, we could still use them to better predict fMRI activation. We
carried out more thorough and extensive work compare to the work of Bulat et al. (2017). The findings
also support the hypotheses that the linguistic, conceptual and perceptual systems interplay in the hu-
man brain (Barsalou, 2008). The fMRI datasets used in our study are generated by presenting subjects
with written words together with pictures. In other words, the fMRI representations are the participants’
reactions to linguistic and visual input - but not acoustic. To further study human brain response repre-
sentations to the acoustic stimuli, we plan to collect fMRI when presenting acoustic concepts.
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Abstract

Cross-linguistic studies of concepts provide valuable insights for the investigation of the mental
lexicon. Recent developments of cross-linguistic databases facilitate an exploration of a diverse
set of languages on the basis of comparative concepts. These databases make use of a well-
established reference catalog, the Concepticon, which is built from concept lists published in
linguistics. A recently released feature of the Concepticon includes data on norms, ratings, and
relations for words and concepts. The present study used data on word frequencies to test two
hypotheses. First, I examined the assumption that related languages (i.e., English and German)
share concepts with more similar frequencies than non-related languages (i.e., English and Chi-
nese). Second, the variation of frequencies across both language pairs was explored to answer
the question of whether the related languages share fewer concepts with a large difference be-
tween the frequency than the non-related languages. The findings indicate that related languages
experience less variation in their frequencies. If there is variation, it seems to be due to cultural
and structural differences. The implications of this study are far-reaching in that it exemplifies
the use of cross-linguistic data for the study of the mental lexicon.

1 Introduction

The structure and functioning of the mental lexicon have been studied for many decades (Aitchison,
2012). The inner workings of the links and connections of the mental lexicon have been investigated in
large scale studies and with non-invasive techniques such as EEG and fMRI. However, many of those
studies focus solely on one language. Especially in experimental settings, creating a stimulus set across
multiple languages that is controlled for the same variables such as frequency is difficult. But what if
we could compare the properties of the same words in different languages to explore the similarities and
differences that arise? We would need the word frequencies of translation equivalents for every word,
for example, the first-person pronoun in English (I), German (ich), and Chinese (wǒ ⌘).

Although we have resources available that offer word frequencies for each of the three languages
(Brysbaert and New, 2009; Brysbaert et al., 2011; Cai and Brysbaert, 2010), they lack a link between
each other to make a comparison of the same word across languages possible. One solution would be
to translate the words in the data set to a meta-language (e.g., English) and compare the translation
equivalents. However, this comes with a risk of ignoring important information. An alternative is to link
the words in the data sets to concepts. The Concepticon project (List et al., 2016) provides a list with
3,755 comparative concepts with links to elicitation glosses for various languages, including English,
German, and Chinese. The decision of whether a word is mapped to a specific concept, for instance, the
link between the word tree and the concept TREE, is based on elicitation glosses that are used in linguistic
studies. Those studies often draw upon Swadesh lists which assess the genealogical relatedness between
languages (Swadesh, 1955). The words in the list represent ‘comparative concepts’ (Haspelmath, 2010)
that relate to basic meanings. The concept lists are linked to the concepts in Concepticon and provide
the basis for the connection between a word and a concept. Tjuka et al. (2020b) used the Concepticon

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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concept sets as a basis for the creation of the Database of Cross-Linguistic Norms, Ratings, and Relations
for Words and Concepts (NoRaRe). This resource offers links to the Concepticon concept sets and
various psycholinguistic values so that they can be easily compared across languages. The database also
provides the opportunity to create and reproduce experiments on the basis of well-founded data curated
by linguists.

The advantage of a cross-linguistic perspective on the mental lexicon is that we can discover general
patterns and language-specific variation. The NoRaRe database promotes comparison of a shared part
of the mental lexicon in different languages. The present study uses a set of three languages: English,
German, and Chinese. On the one hand, English and German are related languages (both belong to the
Germanic sub-branch of the Indo-European language family) and no large differences in the frequencies
of the words in both languages are expected. English and Chinese, on the other hand, are genealogically
different languages (Chinese belongs to the Sino-Tibetan language family). The assumption is that larger
differences in the distribution of word frequencies can be found in the data of non-related languages. The
aim of this study is to illustrate a database approach to language comparison on a large number of lexical
items between multiple languages. The study sheds light on a cross-linguistic investigation of the mental
lexicon.

Another aim of the study is to examine the variation of individual word frequencies in more detail
and explore two patterns that could lead to different distributions. The first option is cultural differences
in the structure of the mental lexicon. Cross-linguistic studies showed that languages vary in how they
structure certain semantic domains such as color (Gibson et al., 2017) or emotion (Jackson et al., 2019).
The second pattern that seems to emerge is a correlation between word frequency and the number of
meanings (Zipf, 1945). If this is a valid principle, differences in frequencies of the same word in two
languages might be due to differences in the number of meanings of the word in the two languages. For
example, the word back (as a noun) seems to have more meanings in English than Rücken “back” in
German, based on a search in the Extended Open Multilingual WordNet (Bond and Foster, 2013). A
few studies demonstrated that Zipf’s meaning-frequency law seems to hold across multiple languages,
for instance, English, Turkish, Spanish, Dutch, among others (Ilgen and Karaoglan, 2007; Hernández-
Fernández et al., 2016; Casas et al., 2019; Bond et al., 2019). Each of those studies compared the
frequencies of words in different corpora with the number of meanings for the words in an individual
language, which was taken from the respective WordNet (Fellbaum, 2012). They did not show particular
words in each of the languages that gave rise to the correlation. Therefore, the pattern emerged on the
basis of a black box. If one would analyze the words in a given data set in more detail, the Zipf’s
meaning-frequency law might only be true for specific words (e.g., high-frequency words) and could
vary across word types (e.g., verbs, adjectives, nouns).1

By using the NoRaRe data (Tjuka et al., 2020b), the basis for the word frequencies can be uncovered
and a well-established set of concepts in the Concepticon curated by linguists provides a solid basis for
cross-linguistic comparison. The NoRaRe database facilitates a quantitative analysis in that frequency
values for many concepts across languages can be correlated. Furthermore, the link to the concept sets
in Concepticon offers the possibility for a qualitative analysis of outliers that show language-specific
variation. The pattern of more frequent words having more meanings can thus be investigated based on
individual cases to test its validity as an explanation for language specificities.

In the next section (Sect. 2), the materials and methods used for preparing the data sets of the present
study are discussed. Section 3 shows the results of the correlation between the three languages as well
as cases of cross-linguistic variation. Finally, in Section 4 and Section 5, the study is summarized and
its implications for the investigation of the structure and functioning of the mental lexicon with cross-
linguistic data are illustrated.

1For a detailed discussion of the limitations of Zipf’s meaning-frequency law see Piantadosi (2014).
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2 Material and Method

The foundation of this study is the concepts listed in the Concepticon resource (List et al., 2016; List et
al., 2020). The Concepticon project2 links concept sets consisting of a standardized identifier, a concept
label, and a description, to elicitation glosses used in concept lists for research in linguistics such as
Swadesh lists (Swadesh, 1955). The concept lists exist for a variety of glossing languages and the
Concepticon currently supports mappings for common languages such as English, Spanish, Russian,
German, French, Portuguese, and Chinese. For example, the glosses of the first-person pronoun in the
languages English (I), German (ich), and Chinese (wǒ ⌘) are linked to the concept set with the ID
1209 and the label “I.” The concepts in Concepticon represent comparative concepts (Haspelmath, 2010)
that are commonly used to assess the relatedness of languages. The words linked to the concepts are
based on elicitations from linguists either working in language documentation or historical linguistics
to study basic meanings across languages. It is therefore assumed that a cross-linguistic comparison
between the words that are linked to a specific Concepticon concept can be carried out. The mapping
of elicitation glosses to concept sets is based on a manual workflow in which the Concepticon editors
(a group of linguists) review and discuss each list that is integrated into the database. The Concepticon
offers information on more than 3,500 concept sets linked to more than 300 concept lists.3 It is also used
as a reference catalog to add specialized data collections such as the NoRaRe data (Tjuka et al., 2020b)
or data on colexifications (Rzymski et al., 2020).

The NoRaRe database4 links additional information to the concept sets in Concepticon (Tjuka et al.,
2020b). This information includes norms, ratings, and relations on words and concepts. The data come
from studies in psychology and linguistics and currently include more than 70 data sets (Tjuka et al.,
2020a). The ‘norms’ category consists of data on word frequencies or reaction times. The ‘ratings’
category provides participant judgments for psycholinguistic criteria such as age-of-acquisition, arousal,
valence, among others. The category of ‘relations’ comprises, for instance, semantic field categorization
and semantic networks. In the case of the NoRaRe data, the words I, ich, and wǒ⌘, as well as the values
for a property in a given data set, are linked to the Concepticon concept set 1209 I. The NoRaRe database
also incorporates the word frequencies in subtitles for film and TV-series in English (Brysbaert and New,
2009), German (Brysbaert et al., 2011), and Chinese (Cai and Brysbaert, 2010) for several Concepticon
concept sets.5

Another data collection that is based on the Concepticon is the Database of Cross-Linguistic Colexifi-
cations (CLICS) (Rzymski et al., 2020).6 The term ‘colexification’ was established by François (2008)
and refers to one lexeme having multiple meanings. It is an umbrella term for instances of vagueness,
homonymy, and polysemy. The database comprises colexifications for almost 3,000 Concepticon con-
cept sets across more than 2,000 language varieties. The colexifications are computed on the basis of
the information in the concept lists by identifying whether a given elicitation gloss is mapped to mul-
tiple Concepticon concept sets. The database also offers colexification weights between concept sets.
For example, the concept set 1209 I colexifies with 1212 WE in 31 language varieties compared to the
colexification with the concept set 1405 NAME in 3 language varieties.7

All three resources are accessible online and the data can be easily retrieved. In addition, the data
sets are presented in a standardized format. The workflows for the creation of each database rely on
the standardization efforts of the Cross-Linguistic Data Formats initiative (CLDF) (Forkel et al., 2018).8

The data is converted into a tabular format with an additional metadata file. This allows to instantly
compare the data sets and reuse them. The Concepticon concept sets as a reference provide the further
possibility for cross-linguistic comparison. The present study uses word frequencies in the SUBTLEX

2A web application of the Concepticon is available at https://concepticon.clld.org/
3The data is openly accessible on GitHub: https://github.com/concepticon/concepticon-data
4A web application of the NoRaRe database is available at https://digling.org/norare/
5The data is curated on GitHub: https://github.com/concepticon/norare-data
6A web application of the CLICS database is available at https://clics.clld.org/
7The data is available on GitHub: https://github.com/clics/clics3
8Wilkinson et al. (2016) proposed that data should be findable, accessible, interoperable, and reusable (FAIR). The CLDF

initiative builds on this principle and offers standards for multiple data types.
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data sets for English (Brysbaert and New, 2009), German (Brysbaert et al., 2011), and Chinese (Cai and
Brysbaert, 2010) in the NoRaRe database. For information on colexifications in each of the languages,
data included in CLICS from Key and Comrie (2016) as well as Haspelmath and Tadmor (2009) was
selected.

The study presented in this article aims to test two hypotheses:

1. Related languages (i.e., belonging to the same language family) have more similar frequencies
across a set of shared concepts than non-related languages (i.e., belonging to different language
families).

2. In related languages, there are fewer concepts that have a large difference between frequencies than
in non-related languages.

The hypotheses are examined on the basis of two comparisons: English–German and English–Chinese.
The first language pair (English–German) was chosen because the languages represent closely related
languages (both belong to the Germanic sub-branch of the Indo-European language family) while
English–Chinese is the other side of the extreme, as the languages do not have a common ancestral
language and therefore, are not related. To my knowledge, no study has tested either of the hypotheses
with data on word frequencies before. Therefore, I assume that the correlation between word frequencies
in English and German is higher than between English and Chinese. In addition, greater differences in
frequency values for individual concepts between English and Chinese compared to English and German
are expected. The results of the study are discussed in the next section.

3 Results

3.1 Correlations of Frequencies
The links between the Concepticon concept sets and the data in English (Brysbaert and New, 2009), Ger-
man (Brysbaert et al., 2011), and Chinese (Cai and Brysbaert, 2010) are already provided in the NoRaRe
database. Each data set consisted of more than 1,000 Concepticon concept sets with the respective values
for word frequencies in subtitles of films and TV-series in English (2,329 concept sets), German (1,291
concept sets), and Chinese (1,644 concept sets). The language pair English–German had an overlap of
1,149 concept sets. In the language pair English–Chinese, the overlap amounted to 1,313 concept sets.9

The shared concept sets were the basis for the correlation between each language pair.
To test the hypothesis that related languages have more similar frequencies across a set of shared con-

cepts than non-related languages, two correlations were performed. First, the log10 frequencies of the
1,149 concept sets in English and German were correlated. The Pearson coefficient was 0.67 with a
statistically highly significant p-value of p < .001. The distribution of the word frequencies is illustrated
in Figure 1. Second, the log10 frequencies of the 1,313 concept sets in English and Chinese were com-
pared. The Pearson coefficient was 0.55 with a statistically highly significant p-value of p < .001 (for
the distribution see Fig. 1).

The correlation coefficients for both language pairs were not particularly high. However, there seems
to be a slight difference between the data in the related languages English and German compared to
English and Chinese. The next section investigates the differences between the data in more detail.

3.2 Cases of Language Variation
The mapping of the word frequency data sets to the Concepticon makes a qualitative cross-linguistic
comparison possible. Tables 1 and 2 show the 15 most frequent concept sets in the two language pair
data sets English–German and English–Chinese.

The logarithmic word frequencies for the concept set 1209 I across the three languages is now appar-
ent: English I has a log10 frequency of 6.31, German ich has a log10 frequency of 5.97, and Chinese wǒ⌘

9The overlap of the concept sets in the language pair German–Chinese was only about 700 concepts. Thus, the comparison
would have been based on a much smaller data set than in the other two language pairs. The differences in the size of the
data sets would most likely blur the result. For this reason, the study focused on the comparison between English–German and
English–Chinese.
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Figure 1: Distribution of the log10 word frequencies across the language pairs: English–German (left),
English–Chinese (right). The data was taken from Brysbaert and New (2009), Brysbaert et al. (2011),
and Cai and Brysbaert (2010) provided as subsets in the NoRaRe database (Tjuka et al., 2020b).

Table 1: The 15 most frequent concept sets in the overlapping data of English (Brysbaert and New, 2009)
and German (Brysbaert et al., 2011) sorted by the English log10 word frequencies. The blue cell color
indicates that the concept set does not appear in the English–Chinese language pair data set.

ID Label English log10 German log10

1209 I 6.31 5.97
1577 AND 5.83 5.57
1236 WHAT 5.70 5.45
1212 WE 5.66 5.45
1211 HE 5.59 5.33
1269 NO 5.48 4.97
1240 NOT 5.44 5.65
136 HERE 5.36 5.11
1937 THERE 5.35 4.13
2336 OF THIS KIND (SUCH) 5.34 5.13
817 THEY 5.32 5.75
1019 RIGHT 5.31 3.24
1117 LIKE 5.31 3.43
684 OWN 5.23 2.64
1376 NOW 5.21 4.85

has a log10 frequency of 6.23. The similar values indicate that the first-person pronoun occurred almost
equally frequent in all three corpora. Other concept sets that are similarly common across all three data
sets include 1577 AND, 1236 WHAT, 1212 WE, 1211 HE, 1937 THERE, and 817 THEY.

In contrast, some concept sets which have a high frequency in English appear to have lower frequencies
in German and/ or Chinese. For example, the concept sets 1269 NO and 1240 NOT have relatively high
log10 frequencies in English (5.48 and 5.44, respectively) and German (4.97 and 5.65, respectively),
whereas the log10 frequencies in Chinese are considerably lower with 2.58 for the concept set 1269 NO
and 2.69 for the concept set 1240 NOT. In the case of the concept set 1019 RIGHT, the English log10
frequency is higher (5.31) compared to German and Chinese which have the same lower log10 frequency
of 3.24.

Some concept sets occurred only in one of the language pair data sets. On the one hand, the concept
sets 2336 OF THIS KIND (SUCH), 1117 LIKE, 684 OWN, and 1376 NOW appeared in the data of the
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Table 2: The 15 most frequent concept sets in the overlapping data of English (Brysbaert and New, 2009)
and Chinese (Cai and Brysbaert, 2010) sorted by the English log10 word frequencies. The blue cell color
indicates if a concept set does not appear in the English–German language pair data set.

ID Label English log10 Chinese log10

1209 I 6.31 6.23
2754 TOWARDS 6.06 4.24
1577 AND 5.83 5.18
1236 WHAT 5.70 5.37
1212 WE 5.66 5.57
1211 HE 5.59 5.60
1269 NO 5.48 2.58
1240 NOT 5.44 2.69
1579 BE 5.42 5.98
84 JUST 5.38 4.04
136 HERE 5.36 4.73
506 MAIZE 5.35 2.82
1937 THERE 5.35 4.01
817 THEY 5.32 5.15
1019 RIGHT 5.31 3.24

English–German language pair. The concept sets 2754 TOWARDS, 1579 BE, 84 JUST, and 506 MAIZE,
on the other hand, occurred only in the English–Chinese data set.

The comparison of the 15 most frequent concept sets across the language pairs indicates that there
are substantial differences in the data across the three languages. The second hypothesis of the present
study was that fewer concepts have a large difference between frequencies in related languages than in
non-related languages. To investigate this hypothesis, the differences in the log10 frequencies across the
language pairs were compared. Tables 3 and 4 show the results of the comparisons for the English–
German and English–Chinese data sets. Only concept sets that vary largely in their frequencies across
the languages (difference greater than 3) were included for a qualitative comparison. These concept
sets are extreme cases, but as discussed in the previous section, both language pair data sets share many
concept sets that have similar log10 frequencies.

Table 3: Comparison of the differences in the log10 frequencies across English and German. The list
includes the concept sets which vary greatly in their frequencies (difference greater than 3).

ID Label English log10 German log10 Difference

1301 FOOT 3.79 0.60 3.19
492 THREE 4.44 1.38 3.06

One obvious observation that becomes apparent in the comparison is the number of concept sets that
have large differences between log10 frequencies. In the English–German data set only two concept sets
vary greatly in their frequencies: 1301 FOOT and 492 THREE. Both concept sets occurred more often in
English. The concept set 492 THREE refers to the natural number three in English and German (drei).
The difference between the frequencies could be due to the fact that in German, the number word starts
with a capital letter in some contexts, for instance, in the sentence Sie hat eine Drei gewürfelt. “She
rolled a three.” The concept set 1301 FOOT refers to the human body part. In English and German, foot
is used also in other contexts, for instance, foot of the mountain or metrical foot. However, in German,
the word Fuß “foot” often occurs as a compound word, as in Versfuß “metrical foot.” This might explain
the low frequency of the standalone word compared to English in which most compounds are written
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Table 4: Comparison of the differences in the log10 frequencies across English and Chinese. The list
includes the concept sets which vary greatly in their frequencies (difference greater than 3). The red row
color indicates that the frequency of the concept set is higher in Chinese than in English.

ID Label English log10 Chinese log10 Difference

1235 WHO 5.05 0.48 4.58
1203 LONG 4.54 0.48 4.06
2483 COLD (OF WEATHER) 4.00 0.00 4.00
1417 KILL 4.36 0.48 3.89
702 CATCH 3.84 0.00 3.84
648 PAPER 3.72 0.00 3.72
1458 SAY 4.75 1.26 3.50
156 RED 3.88 0.48 3.40
705 GO UP (ASCEND) 1.68 5.06 3.38
1238 WHEN 5.02 1.69 3.33
1446 COME 4.37 1.11 3.26
1424 YELLOW 3.24 0.00 3.24
930 VILLAGE 3.23 0.00 3.23
711 TALL 3.22 0.00 3.22
1215 THOU 3.06 6.12 3.06
1208 CAT 3.53 0.48 3.05

with a space between the words, as in three times or foot brake.
The comparison between the frequencies in English and Chinese resulted in 16 concept sets with a

large difference (greater than 3) in their log10 frequencies (see Tab. 4). A closer look at some of the
concepts revealed cases of language variation which could lead to the differences in the frequencies. For
example, the concept set 1235 WHO is mapped to English who, but Chinese has two word-forms shuı́�
and shéi � to ask about one person or people. The former is written in the simplified Chinese script,
whereas the latter uses the traditional Chinese characters. Because both of them occurred in the original
data, but only one word is mapped to the concept, the data set includes the frequency for shéi� instead
of shuı́ � which has a log10 frequency of 4.72. The zero frequency of the concept set 930 VILLAGE
results from a choice between two words: the concept set was mapped to the compound cūnzhài ��
instead of the more frequent word cūnzi�� (log10 frequency: 2.66). The expression cūnzhài�� is
used to refer to an area in which specific cultural groups live. In contrast, cūnzi�� is a more general
word that can be used for all villages. In the case of the concept set 2483 COLD (OF WEATHER), the word
liáng�was mapped instead of the more frequent compound liángshuǎng��with a log10 frequency of
1.72. The term liángshuǎng�� would in fact be a more accurate word for the concept set 2483 COLD
(OF WEATHER) since it relates to a state of weather with low temperature. Nevertheless, in English, the
concept seems to appear more frequently than in Chinese. The reason could be the climate that Chinese
speakers live in. The differences in the frequencies of the concept set 1238 WHEN (English log10 5.02
and Chinese log10 1.69) is due to Chinese having two distinct question pronouns: shénme shı́hòu��
�� and jı̌shı́�� of which only the latter was included in the original data set. Note that the former
seems to be the default option for the concept set 1238 WHEN in everyday language, whereas jı̌shı́��
is used by the older generation.

Interestingly, two concept sets – 705 GO UP (ASCEND) and 1215 THOU – appear to be more frequent
in Chinese compared to English. Chinese uses shàng ⌦ to indicate an upward movement. It can also
occur as a compound: shàngqù⌦� “go up.” In English, however, there is a specific verb for moving
from a lower to a higher position by walking or climbing: ascend. The difference in the frequencies of
the concept set 1215 THOU, which describes a second-person pronoun singular form, can be explained
by the fact that Chinese has two forms of second-person pronoun singular nı̌� and nı̌n�, which is the
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formal version. Similarly, German has Du and Sie (informal and formal, respectively). English used to
have thou to indicate the second-person pronoun singular, but in common day English, you refers to both
forms: second-person pronoun singular and plural. Note that the concept set 1215 THOU also has the
highest diversity in glossing (List, 2018). The reference to one person or more was not distinguished in
the SUBTLEX data and therefore, the frequencies cannot be separated. For the other concepts sets no
conclusive explanation was apparent. The implications of the results are discussed in the next section.

4 Discussion

The present article set out to study the mental lexicon from a cross-linguistic perspective. The distribution
of word frequencies across three languages, namely English, German, and Chinese was investigated. The
advantage of the cross-linguistic database approach of the study is that it allowed a comparison of the
same property across a set of diverse languages. The NoRaRe database (Tjuka et al., 2020b) was used
to correlate data sets of frequencies in subtitles (Brysbaert and New, 2009; Brysbaert et al., 2011; Cai
and Brysbaert, 2010) with one another and the CLICS database (Rzymski et al., 2020) was used to
search for colexifications in the languages. Both databases are built upon the same reference catalog:
Concepticon (List et al., 2016). This resource is based on a link between elicitation glosses in concept
lists that comprise comparative concepts. The lists are provided by linguists and are used to compare
basic meanings across languages. The Concepticon offers stable identifiers for those concepts and makes
a direct comparison of concepts in multiple languages possible. The elicitation glosses are the basis for
the word that can be mapped to a specific concept. Thus, the Concepticon can be used for an in-depth
study of cross-linguistic lexical variation.

The goal of this study was to test whether related languages have more similar frequencies across a
set of shared concepts than non-related languages. In addition, I examined the hypothesis that related
languages share fewer concepts with a large difference in their frequencies than non-related languages.
To test the hypothesis, correlations and qualitative analysis of individual concepts were carried out across
two language pairs: English–German (related) and English–Chinese (non-related). Both hypotheses
were supported by the findings in Section 3. The correlation of the frequencies between the language pair
English–German was slightly higher than between English–Chinese. Furthermore, the comparison of the
log10 frequencies of the concept sets shared in each language pair revealed language-specific variation.
In the case of English–German, fewer concept sets with a large difference in their log10 frequencies were
found (2 concept sets) compared to 16 concept sets in the English–Chinese data set.

The findings of the study indicate that frequencies of the same concepts can differ greatly across
languages. The detailed examination of the individual concepts showed that two processes may lead to
the differences in frequencies. First, cultural diversity, for instance, different regional climates, drives
the use of certain weather-related concepts such as COLD (OF WEATHER). Second, the use of two
word-forms as in the case of shuı́ � and shéi � for the concept set 1235 WHO can result in varying
cross-linguistic frequencies. The meaning-frequency law (Zipf, 1945) was not supported by the data. No
influence of the number of colexifications for a concept on its frequency across languages was found.

When comparing frequencies across languages, it is challenging to consider the many differences
that distinguish languages from one another. Nevertheless, researchers should not confine themselves
to the study of single languages. The cultural differences that emerge from cross-linguistic studies offer
valuable insights into the connections that languages draw between concepts in certain semantic domains,
for example, emotions (Jackson et al., 2019). In addition, the study by Jackson et al. (2019) illustrated
that general patterns of psycholinguistic measures, such as arousal and valency, exist independently of
the family to which a given language belongs. Another advantage of the database approach used in this
study is the possibility to explicitly look up comparative concepts and compare their properties across
languages. Although some mappings might need refinement, the overall results prove the validity of the
database. The comparison could be further improved by using frequencies in large parallel text corpora,
but the data sets based on subtitles already account for a related context.
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5 Conclusion

In recent years, a wealth of data for individual languages and data from cross-linguistic studies became
available. The implementation of the diverse findings in databases makes a new field of exploration
possible: a cross-linguistic comparison of variables such as word frequencies. Future studies can build
on the hypotheses presented in this study and test other assumptions of general patterns or language
variation in different areas of the mental lexicon. All data used in the present article are readily accessible
and can be reused by other researchers.
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Marc Brysbaert and Boris New. 2009. Moving beyond Kučera and Francis: A critical evaluation of current word
frequency norms and the introduction of a new and improved word frequency measure for American English.
Behavior Research Methods, 41(4):977–990.

Marc Brysbaert, Matthias Buchmeier, Markus Conrad, Arthur M. Jacobs, Jens Bölte, and Andrea Böhl. 2011. The
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Abstract

Language users process utterances by segmenting them into many cognitive units, which vary
in their sizes and linguistic levels. Although we can do such unitization/segmentation eas-
ily, its cognitive mechanism is still not clear. This paper proposes an unsupervised model,
Less-is-Better (LiB), to simulate the human cognitive process with respect to language uniti-
zation/segmentation. LiB follows the principle of least effort and aims to build a lexicon which
minimizes the number of unit tokens (alleviating the effort of analysis) and number of unit types
(alleviating the effort of storage) at the same time on any given corpus. LiB’s workflow is inspired
by empirical cognitive phenomena. The design makes the mechanism of LiB cognitively plau-
sible and the computational requirement light-weight. The lexicon generated by LiB performs
the best among different types of lexicons (e.g. ground-truth words) both from an information-
theoretical view and a cognitive view, which suggests that the LiB lexicon may be a plausible
proxy of the mental lexicon.

1 Introduction

During language comprehension, we cannot always process an utterance instantly. Instead, we need
to segment all but the shortest pieces of text or speech into smaller chunks. Since these chunks are
likely the cognitive processing units for language understanding, we call them cognitive units in this
paper. A chunk may be any string of letters, characters, or phonemes that occurs in the language, but
which chunks serve as the cognitive units? Traditional studies (Chomsky, 1957; Taft, 2013, for example)
often use words as the units in sentence analysis. But speech, as well as some writing systems such as
Chinese, lack a clear word boundary. Even for written languages which use spaces as word boundaries,
psychological evidence indicates that the morphemes, which are sub-word units, in infrequent or opaque
compound words take priority over the whole word (Fiorentino et al., 2014; MacGregor and Shtyrov,
2013); at the same time, some supra-word units such as frequent phrases and idioms are also stored in
our long-term mental lexicon (Arnon and Snider, 2010; Bannard and Matthews, 2008; Jackendoff, 2002).
The evidence suggests that the cognitive units can be of different sizes; they can be words, or smaller
than words, or multi-word expressions.

Despite the flexible size of the cognitive units, and the lack of overt segmentation clues, infants are able
to implicitly learn the units in their caregivers’ speech, and then generate their own utterances. Arguably,
children’s language intelligence allows them to build their own lexicons from zero knowledge about the
basic (cognitive) units in the particular language the child is learning, and then use the lexicon to segment
language sequences. Can we mimic this ability of a human language learner in a computer model? This
question is often phrased as the task of unsupervised segmentation. Several types of computational
models or NLP algorithms have been proposed for segmentation, taking different approaches:

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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• Model the lexicon: A straightforward basis for segmentation is to build a lexicon. One of the
lexicon-building algorithms, Byte pair encoding (BPE) (Sennrich et al., 2016), is popular for NLP
preprocessing. It iteratively searches for the most common n-gram pairs and adds them into the n-
gram lexicon. Some other models such as the Chunk-Based Learner (McCauley and Christiansen,
2019) and PARSER (Perruchet and Vinter, 1998) are also based on the local statistics of tokens
(e.g., token frequency, mutual information, or transitional probability).

• Model the grammar: Some studies attempted to analyze the grammar patterns of sentences and
then parse/segment the sentences based on these patterns. To find the optimal grammar, de Marcken
(1996) used Minimum Description Length, and Johnson and Goldwater (2009) used the Hierarchi-
cal Dirichlet Process.

• Model the sequences: Recurrent neural networks and its variations are able to learn the sequential
patterns in language and to perform text segmentation (Chung et al., 2017; Kawakami et al., 2019;
Sun and Deng, 2018; Zhikov et al., 2013).

In general, lexicon models capture only the local statistics of the tokens so they tend to be short-sighted
at the global level (e.g. long-distance dependencies). The other two types of models, in contrast, learn
how the tokens co-occur globally. Yet, the ways grammar models and sequence models learn the global
information makes them more complicated and computing-intensive than the lexicon models.

In this paper we propose a model that builds a lexicon, but does so by using both local and global
information. Our model is not only a computational model but also a cognitive model: it is inspired by
cognitive phenomena, and it needs only basic and light-weight computations which makes it cognitively
more plausible than the grammar- and sequence-learning models mentioned above. We show that our
model can effectively detect the cognitive units in language with an efficient procedure. We also show
that our model can detect linguistically meaningful units. We further evaluate our model on traditional
word segmentation tasks.

2 The Less-is-better Model

2.1 Cognitive principles

We want our system to mimic human cognitive processes of language unitization/segmentation by sim-
ulating not only the behavioral output, but also the cognitive mechanism. We designed such a computa-
tional model by emulating three cognitive phenomena: the principle of least effort, larger-first processing,
and passive and active forgetting.

The principle of least effort: The essence of the model is a simple and natural cognitive principle:
the principle of least effort (Zipf, 1949), which says human cognition and behavior are economic; they
prefer to spend the least effort or resources to obtain the largest reward. Since a language sequence can be
segmented into different sequences of language chunks, we assume the cognitive units are the language
chunks in the sequence which follow the principle of least effort.

Larger-first processing: As we mentioned, any language chunk may be the cognitive unit, short or long.
A broadly known finding is that global/larger processing has priority over local/smaller processing for
visual scene recognition; an effect named “global precedence” (Navon, 1977). This follows from the
principle of least effort: the larger the units we process, the fewer processing steps we need to take. For
visual word processing, the word superiority effect (Reicher, 1969) shows the precedence of words over
recognizing letters. Recent work (Snell and Grainger, 2017; Yang et al., 2020) extends global precedence
to the level beyond words, and also shows that we do not process only the larger units: smaller units also
have a chance to become the processing units when processing larger units does not aid comprehension.
In other words, cognitive units may be of any size, but the larger have priority.

Passive and active forgetting: To mimic human cognition, the model should have a flexible memory
to store and update information. Forgetting is critical to prevent the accumulation of an extremely large
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number of memory engrams. It has been commonly held that forgetting is merely the passive decay of
the memory engram over time, but recent studies put forward that forgetting can also be an active process
(Davis and Zhong, 2017; Gravitz, 2019). Passive forgetting by decay can clean up the engrams that are
no longer used in our brains. However, our brains may sometimes need to suppress counter-productive
engrams immediately. Active forgetting may thus be called upon to eliminate the unwanted engram’s
memory traces, which enhances the memory management system (Davis and Zhong, 2017; Oehrn et al.,
2018).

2.2 General idea

We assume the cognitive units are the chunks in the language sequence which follow the principle of
least effort (Section 2.1). In other words, the less information we need to encode the language material,
the better cognitive units we have. This less-is-better assumption grounds our model, so we named it
Less-is-Better, or LiB for short.

The LiB model accepts any sequence S of atomic symbols s: S = (s1, s2, . . .), as the input. A collection
of S forms a document D and all D together form the training corpus. S can be segmented into chunk
tokens (c1, . . . , cN ), where each chunk is a subsequence of S: c = (si, . . . , sj) and N is the number of
chunk tokens in S. The segmentation is based on a lexicon L (Fig. 1) where all chunk types are stored
in order. The ordinal number of chunk type c in L is denoted ⇥(c), and |L| is the number of chunk types
in L.

Let I(c) be the amount of information (the number of encoding bits) required to identify each chunk
type in L, that is, I(c) = log2 |L|, and I(S) be the amount of information required for the input S, then:
I(S) = I(c)N . Our model aims to minimize the expected encoding information to extract the cognitive
units in any S, which means minimizing E[I(S)], which is accomplished by simultaneously reducing
|L| (smaller |L| means lower I(c)) and E[N ] (the expected number of chunk tokens in S). In practice
our model:

1. Starts with an empty L;
2. Randomly selects a D from the corpus and analyzes the S in D;
3. Adds previously unseen symbols s as (atomic) chunk types to L;
4. Recursively combines adjacent chunk tokens into new chunk types, reducing E[N ] but increasing

|L|;
5. Removes less useful types from L, reducing |L|;
6. Repeats steps 2 to 5 for a predetermined number of epochs.

The LiB model can segment any string S into a sequence of chunks (c1, ..., cN ) based on the lexicon
L. The chunk types in L are ordered based on their importance inferred from the segmentation. The
lexicon quality and the segmentation result mutually affect each other: LiB learns from its own segmen-
tation results and updates L accordingly, then improves its next segmentation (Figure 1). The bootstrap
procedure makes the model unsupervised.

Figure 1: Information flow in the LiB model.
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2.3 Implementation

2.3.1 Segmentation

Larger-first selection: An S can be segmented in different ways. For example, if both “going” and
“goingto” are in L, and the given S is “goingtorain”, then the first chunk token can be “going” or
“goingto”. The Larger-first principle (Section 2.1) dictates that LiB takes the largest substring of S
that matches a chunk type in L (in the example case, it is “goingto”), i.e. greedy matching, and selects it
as a chunk token (segment). If there is no chunk type in L that matches the current S, the first symbol s
becomes the selected chunk token.

Chunk evaluation: In most cases, selecting larger chunk tokens will reduce the number of tokens N in
S, but in some cases it will not. Let us continue the example we gave: If “goingtor”, “a”, “in”, and “rain”
are also in L, the largest chunk token becomes “goingtor”, resulting in the segmentation “goingtor/a/in”.
If “goingto” had been selected, this would result in “goingto/rain”. Hence, selecting the largest chunk
type resulted in a larger N . The average chunk token sizes of the two segmentations are 5.5 and 3.6
letters, respectively.

In order to test whether the selected chunk type c reduces N , LiB compares the proposed segmentation to
the segmentation that results if c is not in L, i.e., if the second largest chunk type in L is selected instead
of c. In case L cannot provide a second largest chunk token, there is no evaluation and c is selected
directly. Otherwise, c is evaluated as “Good” if it results in fewer chunk tokens or in the same number of
tokens but with lower total ordinal numbers (i.e., chunks that are higher up in the lexicon):

segment(S, L) : S ! (c1, c2, . . . , cN )

segment(S, L � c) : S ! (c0
1, c

0
2, . . . , c

0
N 0)

evaluate(c) =

8
>>>>>>><

>>>>>>>:

(
Good if N < N 0

Bad if N > N 0 if N 6= N 0

8
>><

>>:

Good if
NP

i=1
⇥(ci) 

N 0P
i=1

⇥(c0
i)

Bad if
NP

i=1
⇥(ci) >

N 0P
i=1

⇥(c0
i)

if N = N 0

If evaluate(c) is Good, c is selected; otherwise, the second largest chunk token is selected.

2.3.2 Lexicon update

Memorizing: LiB learns new chunks from the segmentation results. There are two types of new chunks
in the results: unknown symbols s /2 L and concatenations of known chunks (ci, ci+1) (with ci 2 L and
ci+1 2 L) that occur consecutively in S. L starts empty, learns the symbol chunks, then the smallest
chunks construct larger chunks and the larger chunks construct even larger chunks. Thus, L can contain
chunks in different sizes.

The number of all (ci, ci+1) in the training corpus can be enormous, and most of them are infrequent
chunks. In order to reduce the lexicon size |L|, LiB will memorize all s, but not all (ci, ci+1). To
recognize the frequent chunks, a strategy is to count all chunks’ occurrences and delete the infrequent
ones (Perruchet and Vinter, 1998). However, this strategy asks for storing all chunks at the beginning,
which is memory inefficient for both a brain and a computer. Thus, LiB adopts a sampling strategy: The
model samples from all possible (ci, ci+1) tokens in the current S and memorizes only the tokens which
were sampled at least twice. The probability of sampling a chunk pair is the sampling probability ↵.
The sampling strategy is implicitly sensitive to the chunk token frequency in the text. It makes sure that
even without explicit counting, higher-frequency chunks have a higher probability to be memorized. The
at-least-twice strategy is not cognitively inspired but heuristic; it helps to prevent memorization of many
arbitrary chunks.
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Re-ranking and active forgetting: To avoid storing the frequencies of all possible chunk types, and
to be more efficient, LiB bypasses explicit frequency counting of chunk types. Instead, LiB encodes the
types’ importance by their ordinals ⇥(c) in L – the lower the more important. The importance reflects not
only the frequency but also the principle of least effort (preference for fewer tokens and fewer types). In
general, newly memorized chunk types are less frequent than known chunk types, so new chunk types are
appended to the tail of L. The ordinals of known chunk types also need to be adjusted after new training
text data comes in. The chunk evaluation we described in Section 2.3.1 is not only for segmentation, but
also for importance re-ranking. The “good” chunk types, which result in fewer chunk tokens in S, will
move closer to the lexicon head (i.e., lower ordinal); The “bad” chunk types, which result in more chunk
tokens in S, will move closer to the lexicon tail, i.e., they get a higher ordinal number. The updated ⇥(c)
of a chunk type is relative to its previous ordinal ⇥0(c) in L:

⇥(c) =

(
b⇥0(c)(1 � �)c if c is good
b⇥0(c)(1 + �)c if c is bad

where 0 < � < 1 is the re-ranking rate. In case the updated ⇥(c) > |L|, c will be deleted from L.

Passive forgetting: Obviously, the re-ranking also influences other chunk types whose ordinals are be-
tween ⇥(c) and ⇥0(c). So even though the sampling strategy of the memorizer may add a few infrequent
chunk types into L, the re-ranker will move them closer to the tail of L. Those chunk types, as well as
the “bad” chunk types, are “junk chunks” which increase I(c). The passive forgetter removes them from
L to reduce I(c).

The junk chunk types tend to be at the tail of L, but the tail may also store some non-junk types. A
cognitive strategy to avoid deleting them is waiting for more evidence. So instead of deleting these types
immediately, LiB uses a soft deleting strategy: after each training epoch, LiB will select the last !|L| (at
least one) chunk types in L and assign them a probation period ⌧ . Here, ! is the forgetting ratio and ⌧
is the remaining time until deletion; it is initialized at ⌧0 and decreases by one after each training epoch
(LiB analyzes one document D in each training epoch). Once the probation time is over, when ⌧ = 0, the
chunk is forgotten (i.e., removed from L). If a chunk type was evaluated as “good” during its probation
period, its probation is cancelled. The c that occur in fewer documents are more likely to be forgotten.

3 Model Training

We trained the LiB model on both English and Chinese materials (Table 1). The English material is
BR-phono, which is a branch of the Brent corpus (Bernstein-Ratner, 1987), containing phonetic tran-
scriptions of utterances directed at children. We used it for testing segmentation of spoken language.
LiB accepts the document as an input batch in each training epoch but the utterances in the BR-phono
corpus have no document boundaries. We randomly sampled 200 utterances (without replacement) from
BR-phono to form one document and repeated this 400 times to create 400 documents for model train-
ing. The Chinese materials are taken from Chinese Treebank 8.0 (CTB8) (Xue et al., 2013), which is
a hybrid-domain corpus (news reports, government documents, magazine articles, conversations, web
discussions, and weblogs). As preprocessing, we replaced all the Roman letters and Arabic numbers
with [X], and regarded all punctuation as sequence boundaries.

In order to examine the unsupervised performance of LiB, all spaces in the corpora were removed before
training. We trained LiB on BR-phono and on CTB8 separately. The parameter settings are shown
in Appendix A. The example segmentations with increasing number of training epochs are shown in
Appendix B. The related code and preprocessed corpora are available online1.

1https://github.com/ray306/LiB
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Corpus Documents Sentences Word tokens Word types
BR-phono 400 9,790 33,399 1,321
CTB8 3,007 236,132 1,376,142 65,410
MSR / 18,236 89,917 11,728
PKU / 15,492 88,327 12,422

Table 1: The training and test corpus statistics after preprocessing. MSR and PKU are the (Chinese) test
corpora which are mentioned in Section 4.5. Word units are presegmented in the CTB8, MSR, and PKU
corpora.

4 Model Evaluation

4.1 Subchunks

After training, we evaluated the chunk units in the training corpora from two information-theoretical
views that bear a relation to cognitive processing: description length and language model surprisal. We
also examined the performance of LiB on word segmentation tasks. However, since LiB can learn new
chunks from the concatenation of known chunks, the learned chunks are not only words, but also possible
multi-word expressions. For the word segmentation task, we want to know the words in those multi-word
expressions, so we had LiB find the subchunks c[, which are the chunks inside the original chunks (e.g.,
“you” and “are” inside “youare”), and regarded the subchunks as the words. LiB defines the subchunk
by searching all the potential chunk sequences in the original chunk (craw) and selecting the sequence
with lowest sum of ordinals unless craw has the lowest sum:

(c[
1, . . . , c

[
n) = arg min

(c1,...,cn)

 
X

i

⇥(ci)

!
, where (c1, . . . , cn) = craw

Subchunk(s) of craw =

(
(c[

1, . . . , c
[
n) if maxi(⇥(c[

i)) < ⇥(craw)

craw otherwise

4.2 Qualitative evaluation

Since the LiB lexicon is ordered, we may examine the head of the trained lexicons (Table 9), which are
the highest-ranked chunk units. They show that LiB appears to learn common words and collocations.
Among the learned units we observe some collocations (e.g., “that’sa”) which are not linguistic phrases.
The lexicon of LiB trained on CTB8 shows that the high-ranked Chinese chunk units are usually bigrams
(Appendix C). The middle and the tail of the trained lexicons are also shown in Appendix C. We present
examples of chunk and subchunk segmentation results in Table 3. The results show the chunk units
include common collocations, while the subchunk units are very close to the linguistic words.

4.3 Description length evaluation

LiB provides two types of new units to segment language: LiB chunks are the raw segmentation result
of LiB, and LiB subchunks are the subchunks inside LiB chunks. In order to examine the encoding
efficiency of LiB chunks and LiB subchunks, we compared the description lengths (DL) on different
segmentations. The DL is the number of bits required to represent the corpus; it sums the number of bits
required to encode the lexicon and the number of bits required to encode the corpus when segmented by
the lexicon (Zhikov et al., 2013):

DL(total) = DL(lexicon) + DL(corpus) = �
#sX

i=1

Freq(si) log2 P (si) �
#uX

j=1

Freq(uj) log2 P (uj)
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Corpus Top 50 entries (translated) in Lexicon
BRphono the, yeah, you, what, wanna, can you, two, and, that’s, okay, four, now, it, they’re, he’s,

in, look, with, you want, who, he, that, all, your, here, i think, put, that’s a, what’s, you
can, his, my, see, you wanna, no, is that, high, whose, this, good, there’s, very, see the,
its a, is it, alright, this is, are you, ing, have

CTB8 haven’t, China, we, economics, already, kid, but, education, can, now, government,
country, a, these, self, can’t, if, journalist, today, they, although, require, tech, process,
this, Xinhua News Agency, wish, issue, is, mainland, because, some, and, all are, so,
now, may, Taiwan, should, political, development, also is, also is, society, such, via,
continue, isn’t, Shanghai, ’s

Table 2: Transliterations/translations into English of the top 50 entries in the lexicons. The original re-
sults of BRphono are in phonemic characters, and the original results of CTB8 are the Chinese characters.
For completeness, in Appendix C we repeat these results with the original results included.

Corpus Level Segmentation
BRphono Input allrightwhydon’tweputhimawaynow

Chunks allright·whydon’t·we·puthimaway·now
Subchunks all·right·why·don’t·we·put·him·away·now
Words all·right·why·don’t·we·put·him·away·now

CTB8 Input Ÿ*˙„·7yÓ‘X-˝ˆL:„⌃ˆL
Chunks Ÿ*·˙„·7·yÓ·‘X·-˝ˆL·:·„⌃·ˆL
Subchunks Ÿ*·˙„··7·yÓ·‘X·-˝·ˆL·:·„⌃·ˆL
Words Ÿ·*·˙„··7·yÓ·‘X·-˝·ˆL·:·„⌃·ˆL

Table 3: Example segmentations of strings in the two corpora. BRphono’s results are transcribed into
English words for ease of presentation.

Here, #s denotes the number of unique symbols s in L (either as a single-symbol chunk or as part of a
larger chunk); Freq(si) and P (si) are the occurrence count and ratio of si in L; #u denotes the number
of unique units u in the corpus; Freq(uj) and P (uj) are the occurrence count and ratio of uj in the
corpus.

As benchmarks, we used Symbol (the indivisible units; in our two corpora, phonemes and characters re-
spectively), Word (the words presegmented in the corpora), and BPE subword (the Byte Pair generated
by SentencePiece (Kudo and Richardson, 2018) with default parameters setting). The DL result (Table
4) shows that LiB chunks result in shortest DL; they minimze the information; they are the most concise
encodings.

4.4 Language model evaluation

Besides the DL, which compares the information efficiencies of different lexicons, we are also interested
in whether the LiB lexicon can reflect the mental lexicon. We lack a ground truth of what is in the
putative mental lexicon. However, we can regard natural language material as a large-scale result of
human language use and language behavior. Trained on a very large corpus, a recent study by Brown
et al. (2020) shows that Language Models (LMs) can closely predict human performance on various
language tasks. LMs capture the probabilistic constraints in natural language and perform the tasks
by making predictions, which is a fundamental cognitive function (Bar, 2007). So, by measuring the
prediction surprisal in the corpus segmented by different lexicons, we can evaluate different lexicons
from a cognitive view, and we presume that the lexicon that gets the best LM performance is a better
approximation of the mental lexicon.

Many studies have shown that word surprisal is positively correlated with human word-reading time
(Monsalve et al., 2012; Smith and Levy, 2013) and size of the N400 component in EEG (Frank et al.,
2015). From the cognitive principle of least effort, it follows that readers try to minimize reading time.
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Segmentation
Corpus Evaluation metric Symbol BPE subword Word LiB subchunk LiB chunk

BRphono

Average length 1 2.8 2.9 2.9 3.6
Lexicon size 50 5,574 1,321 1,119 1,869
DL(lexicon) <1 173 28 24 47
DL(corpus) 490 278 262 258 233
DL(total) 490 451 289 282 281

CTB8

Average length 1 1.4 1.7 1.7 1.9
Lexicon size 4,697 7,980 65,410 24,763 39,320
DL(lexicon) 57 133 1,767 621 1,153
DL(corpus) 21,864 18,229 15,669 16,188 15,602
DL(total) 21,921 18,362 17,436 16,809 16,755

Table 4: Average token lengths, lexicon sizes, and the DL results of different types of segmentation on
the two corpora. The unit of Average Length is phoneme (BRphono) or Chinese character (CTB8). The
unit of DL is kilobit.

Segmentation
Corpus Model Symbol BPE subword Word LiB subchunk LiB chunk

BRphono 2-gram 1.539 0.695 0.677 0.649 0.548
3-gram 0.950 0.390 0.405 0.378 0.335

CTB8 2-gram 2.466 1.932 1.617 1.668 1.452
3-gram 1.404 0.827 0.806 0.748 0.626

Table 5: Bits-per-character scores on different segmentations.

Hence, it follows that readers would try to find lexical units such that total surprisal is also minimized.

Surprisal, defined as � log2(P (w|context)), is not comparable between models with different segmenta-
tions. Instead we use bits per character (BPC) (Graves, 2013), which is average surprisal/|c|, where |c|
is the average chunk length over the whole test set. We tested the segmentations2 on both bigram and
trigram language models and the results show that the corpora represented by LiB chunks achieve the
lowest surprisal (Table 5).

4.5 Word segmentation evaluation

As we already illustrated in Table 3, subchunk units tend to be close to linguistic words. We thus
tested LiB subchunks as a resource for word segmentation. To evaluate LiB on English word segmen-
tation, we compared LiB with Adaptor Grammar (AG) (Johnson and Goldwater, 2009), which achieves
state-of-the-art performance on the segmentation task of BR-phono. AG requires grammar construc-
tion rules that encode prior linguistic knowledge. These rules presuppose knowledge about unigrams
only, or unigrams+collocations, or unigrams+collocations+syllables. This yields three versions of AG.
Table 6a shows that AG(syllable), whose rules carry extra linguistic knowledge (Johnson and Goldwa-
ter, 2009), achieves the highest score. The score of LiB is higher than AG(unigram) and slightly lower
than AG(collocations), the two versions of AG comparable to our approach. AG(syllable) presumes
knowledge that our model does not have (and that could possibly benefit LiB).

In the Chinese segmentation task. we compared LiB with three popular word segmentation toolboxes:
Jieba3, THULAC (Sun et al., 2016), and pkuseg (Luo et al., 2019). These toolboxes are supervised,
learning the ground truth (word boundaries) during training. For comparison, we also modified a su-

2The code of the BPC calculations was modified from a Github project: https://github.com/joshualoehr/
ngram-language-model. We kept all tokens during training.

3https://github.com/fxsjy/jieba
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pervised LiB (LiB(sup)) for the word segmentation task. LiB(sup) skips the training phase. Instead, it
counts all the ground-truth words in the training set and adds them as the chunk types to L. The higher
the frequency of a type in the training set, the smaller its ordinal in L. We trained and tested the models
on CTB8. To test the generalization performance of the models in the word segmentation task, we also
test the training result on two additional corpora: MSR and PKU (Table 1) provided by the Second In-
ternational Chinese Word Segmentation Bakeoff (Emerson, 2005). The segmentation rules are slightly
different among MSR, PKU, and CTB8. MSR and PKU are news domain, which is different from CTB8.
MSR and PKU were preprocessed in the same way as CTB8.

Table 6b shows that the scores of the unsupervised original version of LiB are lower than the supervised
models4, but the scores of the supervised version of LiB are close to the supervised models and are
even higher on MSR. Due to the low out-of-vocabulary (OOV) rate of MSR (Emerson, 2005), the good
performance on MSR shows that the lexicon is important for LiB. The only difference between the two
versions of LiB is in their lexicons: the original LiB learned the lexicon from zero and the supervised
LiB directly uses the ground-truth words in its lexicon. It shows that the segmentation module in LiB is
appropriate for the word segmentation task.

[a]

Model Scores
AG (unigram) 56
AG (collocations) 76
AG (syllable) 87
LiB subchunk 71

[b]

Test set scores
Model CTB8 MSR PKU
Jieba 87.1 82.8 87.1
THULAC 94.6 83.5 89.1
pkuseg 95.7 83.7 89.7
LiB subchunk 76.1 78.7 78.9
LiB(sup) chunk 94.7 84.5 88.3

Table 6: Token F1 scores (%) of segmentations. [a] the scores on BR-phono by three versions of Adaptor
Grammar (AG) and LiB subchunks. [b] the scores of Jieba, THULAC, PKUSEG, LiB subchunks, and
LiB(sup) chunks. LiB(sup) represents the supervised adaptation of LiB.

5 Conclusions and Future Work

This paper presented an unsupervised model, LiB, to simulate the human cognitive process of language
unitization/segmentation. Following the principles of least effort, larger-first processing, and passive
and active forgetting, LiB incrementally builds a lexicon which can minimize the number of unit tokens
(alleviating the effort of analysis) and unit types (alleviating the effort of storage) at the same time on any
given corpus. Moreover, it is able to segment the corpus, or any other text in the same language, based
on the induced lexicon. The computations in LiB are light-weight, which makes it very efficient. The
LiB-generated lexicon shows optimal performances among different types of lexicons (e.g., ground-truth
words) both in terms of description length and in terms of statistical language model surprisal, both of
which are associated with cognitive processing. The workflow design and the computation requirement
make LiB cognitively plausible, and the results suggest that the LiB lexicon may be a useful proxy of the
mental lexicon.

Future work will be to allow skip-gram units in the lexicon. Skip-grams may help to capture
longer-distance dependencies, and further lessen the cognitive effort by reducing the number of unit
types/tokens. Furthermore, as the word segmentation results of the current LiB are not ideal, we hypoth-
esize that skip-gram units may also benefit the detection of infrequent named entities (e.g., the skip-gram
“Mr. said” helps to detect “Mortimer” in “Mr.Mortimersaid”) and thus improve the word segmentation
performance. Other future work includes a LiB variant that accepts speech input and a semi-supervised
LiB variant that uses semantic knowledge (e.g., word embeddings) to enhance the language unitization.

4The scores of Jieba, THULAC, and pkuseg are provided by https://github.com/lancopku/pkuseg-python
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A Training parameter settings

Since BR-phono is a child-directed speech corpus, its chunk types are usually very common, and so
they often have much higher document ratios than CTB8 chunks. We use a lower ⌧0, which is related
to document ratio, to balance the corpus difference. The number of training epochs for CTB8, which is
large-scale, was set to a higher number than for BR-phono. The epochs numbers are well beyond the
convergence points. ↵ and � mainly affect the training speed, while ! and ⌧0 mainly affect |L|. The
current parameter settings may not be optimal for end tasks such as word segmentation; in preliminary
experiments we optimized for speed5.

Corpus ↵ � ! ⌧0 epochs
BR-phono 0.25 0.2 0.0001 10 5,000
CTB8 500 50,000

Table 7: The parameter settings in the training on two corpora. ↵ is the sampling probability, � the
re-ranking rate, ! the forgetting ratio, ⌧0 the probation period.

B Segmentations with increasing number of training epochs

The progression in chunking over training epochs before convergence (Table 8) shows LiB can learn
some word chunks even in the very early epochs. Also, Table 8 illustrates that convergence is reached
well before the preset number of runs.

Corpus Epoch Segmentation
BRphono 0 Olr9tW9dontwipUthIm6wenQ

1 O·l·r·9·t·W·9·don·t·w·i·pUt·h·I·m·6·w·e·nQ
2 Ol·r·9t·W·9·dont·wi·pUt·h·I·m·6·we·nQ

10 Olr9t·W9·dont·wi·pUt·hIm·6we·nQ
100 Olr9t·W·9dont·wi·pUthIm6we·nQ

1,000 Olr9t·W·9dont·wi·pUthIm6we·nQ
CTB8 0 Ÿ*˙„·7yÓ‘X-˝ˆL:„⌃ˆL

1 Ÿ·*·˙·„···7·y·Ó·‘·X·-·˝·ˆ·L·:·„·⌃·ˆ·L
2 Ÿ·*·˙·„···7·y·Ó·‘·X·-˝·ˆ·L·:·„·⌃·ˆ·L

10 Ÿ·*·˙„···7·y·Ó·‘·X·-˝·ˆ·L·:·„·⌃·ˆ·L
100 Ÿ*·˙„···7·yÓ·‘·X·-˝·ˆ·L·:·„·⌃·ˆ·L

1,000 Ÿ*·˙„··7·yÓ·‘·X·-˝·ˆL·:·„·⌃·ˆL
10,000 Ÿ*·˙„·7·yÓ·‘X·-˝ˆL·:·„⌃·ˆL

Table 8: Example segmentations of strings in the two corpora with increasing number of training epochs.
See Table 3 for the correct word-level segementation.

5The training of BR-phone costs 57 s and the training of CTB8 costs 31 min 55 s. The code is written in pure Python 3.7
and ran on a single core of Intel Core i5-7300HQ.
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C Top, middle and tail entries in lexicon

Corpus Entries in Lexicon
BRphono
(Top 50)

D6 the, y& yeah, yu you, WAt what, wan6 wanna, k&nyu can you, tu two, &nd and,
D&ts that’s, oke okay, f% four, nQ now, It it, D* they’re, hiz he’s, In in, lUk look,
wIT with, yuwant you want, hu who, hi he, D&t that, Ol all, y) your, h( here, 9TINk
i think, pUt put, D&ts6 that’s a, WAts what’s, yuk&n you can, hIz his, m9 my, si
see, yuwan6 you wanna, no no, IzD&t is that, h9 high, huz whose, DIs this, gUd
good, D*z there’s, v*i very, siD6 see the, Its6 its a, IzIt is it, Olr9t alright, DIsIz this
is, #yu are you, IN ing, h&v have

BRphono
(Middle 20)

siD&t see that, nik, lEtmiQt let me out, DIsgoz this goes, d&diznat daddy’s not,
9ms%i i’m sorry, kIN, lUksl9k6n9s, wITDiz with these, hizwe he’s way, lON long,
h&p happen, lEtssiIf let’s see if, lEtspUthIm6we let’s put him away, diIzf%, pR,
brEkf6st breakfast, h9c* high chair, lUk&tD6bUk look at the book, W*zD6kIti

BRphono
(Tail 20)

Nkyu, T, uyuwant, * air, 3, ( ear, Z, c, ), M, InhIzhQs, 6mily6 amelia, dOghQs
doghouse, wITt7z with toys, &ndsAmt9mzwi, holdh&ndz hold hands, tIkLmi tickle
me, h9ke high kay, tekItQt, k&nyubrAShIzh*

CTB8
(Top 50)

° haven’t,-˝ China,⌘Ï we,œN economics,Úœ already,iP kid,F/
but,Y≤ education,ÔÂ can,ÓM now,?ú government,˝∂ country,�* a,
Ÿõ these,ÍÒ self,�˝ can’t,Çú if,∞⇧ journalist, ) today,÷Ï they,
}6 although, ÅB require, Ä/ tech, €L process, Ÿ* this, ∞N> Xinhua
News Agency,�� wish,Óò issue,1/ is,'F mainland,‡: because,�õ
some, Â  and, ˝/ all are, ‡d so, ∞( now, Ô˝ may, ~ Taiwan, îÂ
should,?ª political,—U development,_/ also is,ÿ/ also is,>⇢ society,
Ÿ7 such,⇢« via,ÁÌ continue,�/ isn’t,⌦w Shanghai,Ñ ’s

CTB8
(Middle 20)

ù✏ liver,õã?ÿ®˚ military coup overthrows,(v÷0π in other places,
(Œøõ opposition force, �Ÿ* and this, ƒÑ, .÷ help him, ùîø
Baoying County, ?ª∞˚ political news, œNä economic more, TØ, ≈�0
rapidly,≈ pencil,∆SœN collective economy,wê origin,ì¯lO© Tang
Xiangyang assisted,˙6 establishment,ôå after writing,ÙÑ£7 as said,�
~ look back

CTB8
(Tail 20)

X(;C there is sovereignty,nC confirm rights,IHÿ the draft also,L⇢Æ,
,�ñ¯ the first prime minister,Íe dior,�'Ü grown up,1÷ love him,Ù
÷ say him,PZL, ° ¬� did you participate,%(Ñ rigorous,Õ6/ is
still, Ÿ⌦f, –ìr Transport Department, @: murderous, ≥ decided, ˙⇣
⇢f completed and opened to traffic, ;ÅÃë∫V�� the main suspect Lai
Changxing,Úœ⌘†ˇ' has to Canada

Table 9: The top 50 entries, the middle 20 entries and the tail 20 entries in the lexicons. The original
results of BRphono are in phonemic characters; we transcribed the entries containing complete words
into English words (in bold font) for ease of presentation. The original results of CTB8 are the Chinese
characters; we added the English translations (in bold font) with the entries containing complete words.
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Abstract

The shared task of the CogALex-VI workshop focuses on the monolingual and multilingual
identification of semantic relations. We provided training and validation data for the following
languages: English, German and Chinese. Given a word pair, systems had to be trained to identify
which relation holds between them, with possible choices being synonymy, antonymy, hypernymy
and no relation at all.

Two test sets were released for evaluating the participating systems. One containing pairs for each
of the training languages (systems were evaluated in a monolingual fashion) and the other one
proposing a surprise language to test the crosslingual transfer capabilities of the systems.

Among the submitted systems, top performance was achieved by a transformer-based model in
both the monolingual and in the multilingual setting, for all the tested languages, proving the
potentials of this recently-introduced neural architecture.

The shared task description and the results are available at https://sites.google.com/site/
cogalexvisharedtask/.

1 Introduction

Determining whether two words are related and what kind of relations holds between them is an important
task in Natural Language Processing, and it has inspired a lot of research for more than one decade (Santus,
2016). Discovering relations between words is essential also for the creation of linguistic resources, such
as ontologies and thesauri (Grefenstette, 1994), and this is especially true for specialized domains.

Research on semantic relations benefited from the success of Distributional Semantic Models (Budanit-
sky and Hirst, 2006; Turney and Pantel, 2010), since they allow to easily generate semantic representations
for words from text, in the form of semantic vectors. However, the semantic similarity measured by vector
models is an underspecified relation, and it is not easy to tell, given two similar words, in which way they
are similar (Baroni and Lenci, 2011; Chersoni et al., 2016; Schulte Im Walde, 2020).

In the previous edition of the CogALex workshop, co-located with COLING 2016 in Osaka, the
organizers set up a shared task dedicated to the corpus-based identification of semantic relations for
English (Santus et al., 2016c). For the first time, systems were being evaluated in a shared task on the
classification of multiple relations at once and, not surprisingly, the task proved to be challenging for
computational models. For this new edition of the workshop, we have decided to launch a new version
of the same shared task, adding more languages to the evaluation and encouraging the participants to
evaluate their system also in a multilingual setting. Among the three teams that submitted their systems,
the top performance was achieved by a RoBERTa-based system, XLM-R, in all the four languages, and
both in the monolingual and in the multilingual setting.

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/.
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2 Related Work

The earlier methods for identifying semantic relations were based on patterns. Patterns are generally very
precise for identifying relations such as hypernymy-hyponymy (Hearst, 1992; Snow et al., 2004) and
meronymy (Berland and Charniak, 1999; Girju et al., 2006), or even multiple relations at once (Pantel and
Pennacchiotti, 2006), but their limit is that the two related words have to occur together in a corpus, and
thus their recall is limited (Shwartz et al., 2016).

Distributional Models, which do not suffer from such limitations, became then the first choice for
the NLP research on semantic relations. In a first phase, researchers focused on the similarity metric,
proposing alternatives to cosine that can be more efficient in setting apart a specific semantic relation from
the others, e.g. hypernymy (Weeds and Weir, 2003; Clarke, 2009; Lenci and Benotto, 2012; Santus et
al., 2014a), synonymy (Santus et al., 2016a) or antonymy (Santus et al., 2014b), or looked for specific
differences in their distributional contexts (Scheible et al., 2013). In parallel, the first large datasets
for evaluating the identification of semantic relations were being released, including relations such as
hypernymy, cohyponymy and antonymy (Baroni and Lenci, 2011; Lenci and Benotto, 2012; Scheible and
Schulte Im Walde, 2014; Weeds et al., 2014; Santus et al., 2015).

In a second phase, following the increasing popularity of publicly-available frameworks for training
word embeddings such as Word2Vec (Mikolov et al., 2013) and Glove (Pennington et al., 2014), the focus
quickly shifted on the usage of these vectors as features for supervised classifiers. Some of these methods
train classifiers directly on pairs of vectors (Baroni et al., 2012; Weeds et al., 2014), while others compute
DSMs-based metrics first and then use them as features (Santus et al., 2016b). Late attempts to conciliate
similarity metrics and word embeddings brought to proposals such as APSyn (Santus et al., 2018).

Some of the more recent contributions proposed even more sophisticated classification approaches.
(Shwartz et al., 2016; Roller and Erk, 2016) aim at integrating word embeddings with information coming
from lexical patterns, which proved to be extremely accurate for detecting relations. Other researchers
introduced modifications to the structure of the vector spaces with the goal of identifying a specific type
of semantic relation, for example by modifying the objective function of the Word2Vec training to inject
external knowledge from a lexical resource (e.g. WordNet) (Nguyen et al., 2016; Nguyen et al., 2017),
or by adding an extra postprocessing step that projects the word vectors into a new space, expressly
specialized for modeling the target relation (Vulić and Korhonen, 2018) or even more refined techniques
of vector space specialisation (e.g. adversarial specialisation) (Kamath et al., 2019).

However, these contributions mostly tried to address one relation at a time, with rare attempts of
tackling the problem in a multiclass setting. The shared task organized in coincidence with CogALex
2016 (Zock et al., 2016) was one of the few exceptions, and the low results achieved by most systems (the
top F-score being 0.44) showed the difficulty of distinguishing between multiple relations at once. For
this reason, we have decided to propose a similar challenge, yet including another factor of complexity:
multilingualism. Considering the recent approaches that have been introduced for semantic relations
in multilingual (Wang et al., 2019), crosslingual (Glavaš and Vulic, 2019) and meta learning (Yu et al.,
2020) settings, we provided datasets in multiple languages (English, German, Chinese and Italian) and
encouraged the participants to train their systems for both monolingual and multilingual evaluation.

3 Shared Task

The CogALex-VI shared task was organized as a friendly competition: participants had access to both
training and testing datasets, which were respectively released on August 1 and September 1, 2020. The
scores of the participating systems were evaluated with the official scripts, and each team had to submit a
short paper containing the system description. Among the three participants that submitted their systems,
one only submitted results for the English data.

3.1 Task Description
The shared task was split into two main subtasks. In subtask 1, training and validation data are provided
for the following languages: English, German and Chinese. Participants are required to use the given
datasets to train their model and then, utilize it to identify which relation – among synonymy, antonymy,
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hypernymy and no relation at all – holds between two words in a testing set. Predictions are evaluated
separately for each language. Subtask 2 aims at evaluating the crosslingual transfer capabilities of the
participating systems by testing the already trained models on a surprise language, for which no training
data was provided. The chosen evaluation language was Italian.

3.2 Datasets and Tasks
In order to build the CogALex-VI multilingual dataset, four data collections have been adopted: English
(Santus et al., 2015), German (Scheible and Schulte Im Walde, 2014), Chinese (Liu et al., 2019) and
Italian (Sucameli and Lenci, 2017). Data format was standardized across languages to obtain a word pair
per line, followed by the semantic relation holding between the words. A description of the four semantic
relations of the shared task is provided in Table 1.

Relation (label) Description Example
Synonymy (SYN) w1 can be used with the same meaning of w1 new-novel
Antonymy (ANT) w1 can be used as the opposite of w2 big-small
Hypernymy (HYP) w1 is a kind of w2 cat-animal

Random (RANDOM) w1 and w2 are not related dog-fruit

Table 1: Description of the semantic relations

For each language, we tried to obtain a balanced distribution of pairs across classes. A stratified
sampling is adopted for English, German and Chinese. 60% of the whole dataset is provided as training
dataset, and 20% is used as validation set for above languages. Participants are expected to use the above
data for model and parameter tuning. The remaining 20% is given as a test set, with no ground truth.
Detailed class statistics can be found in Table 2 (no training and validation data was provided for Italian).

English German Chinese Italian
train valid test train valid test train valid test test

SYN 842 259 266 782 272 265 402 129 122 187
ANT 916 308 306 829 275 281 361 136 142 144
HYP 898 292 279 841 294 286 421 145 129 153
RANDOM 2554 877 887 2430 786 796 1330 428 445 523
TOTAL 5210 1736 1738 4882 1627 1628 2514 838 838 1007

Table 2: Dataset Statistics

3.3 Participating Teams
Three participants submitted their system to CogALex-VI shared task: HSemID (Colson, 2020), Text2CS
(Wachowiak et al., 2020) and TransDNN (Karmakar and McCrae, 2020). All teams took part in subtask 1,
while only two of them participated in subtask 2.

Text2TCS exploited a multilingual language model based on XLM-RoBERTa (Conneau et al., 2020),
which is pretrained on 100 different languages using CommonCrawl data. To adapt the system to the task,
the authors appended a linear layer to XLM-R, followed by a softmax for the classification. This system
was fine-tuned on the three training set from different languages simultaneously.

TransDNN proposed an architecture combining BERT (Devlin et al., 2018), LSTM and CNN, in which
the BERT embeddings are passed to an LSTM that helps to represent terms having multiple words, and
finally reach a convolutional layer followed by a dense layer and a softmax, devised for the classification.
This system was trained on the given English dataset and participated only in the first subtask.

HSemID proposed a multilayer perceptron combining 1st and 2nd order representations of semantic
associations. The system was trained with default parameters and the representations were built on WaCky
corpora for English, German, Italian and a translated WaCky corpus (Baroni et al., 2009) for Chinese.

The methods and corpora used are summarized in Table 3.
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Team Method Corpus

Text2TCS
multilingual language model XLM-RoBERTa,
multilingual training for English, German
and Chinese simultaneously

XLM-RoBERTa is trained on 100 different
languages using CommonCrawl data

TransDNN BERT, LSTM, CNN BERT is trained on 3.3 billion tokens using
BookCorpus and English Wikipedia Data

HSemID
combination of 1st-order and 2nd-order
representations of semantic associations,
multilayer perceptron

WaCky corpora for English, German, Italian
and a translated WaCky corpus based on
similar seed words of Chinese.

Table 3: Description of the participating systems

4 Evaluation

For the evaluation, participants had to submit their predictions. The output files were expected to contain
exactly the same pairs, in the same order, and using the same annotation labels of the gold standard.

Given the gold standard and the system output, our script calculates precision, recall and F1 score. The
weighted performance average across the classes was calculated ignoring the RANDOM pairs, as our
focus is on the system’s capability of detecting actual semantic relations. To this end, only SYN, ANT
and HYP were averaged in the final score. The overall ranking was based on such a weighted average.

4.1 Subtask 1
Table 4 summarizes the performance of the systems in the three languages. 1 With the only exception of
Text2TCS in Chinese, the relatively low F1 scores indicate that the task of identifying semantic relations
is still hard to solve and that performance would benefit from more attention by the research community.
Another interesting fact is that all participating systems show a similar pattern with regard to precision
and recall. These systems tend to result in higher precision, while recall remains relatively low.

System Overall Precision Overall Recall Overall F1
English
Text2TCS 0.602 0.455 0.517
TransDNN 0.563 0.355 0.428
HSemID 0.400 0.276 0.320
German
Text2TCS 0.592 0.435 0.500
HSemID 0.395 0.258 0.312
Chinese
Text2TCS 0.904 0.860 0.881
HSemID 0.501 0.331 0.377

Table 4: Performance of participating systems for subtask 1

The best performing system is Text2TCS. It outperforms the others in every metric for three languages,
achieving 0.52 F1 score for English, 0.50 for German, and 0.88 for Chinese. Due to the lack of non-English
pre-trained models, TransDNN only provided results for English, ranking second with 0.43 F1 score.
The gap between Text2TCS and TransDNN is lower for precision (0.039) than for recall (0.1). HSemID
performs worse in subtask 1, lagging behind the other systems by a large margin.

As described in Table 3, all the systems utilize neural networks, although they differ in the architecture
complexity and corpus size. In particular, transformer-based architectures demonstrate to outperform
simpler approaches, such as the HSemID one.

As for the different languages, it is unexpected that systems perform best in Chinese. In order to gain
insights into this surprising result, we investigated misclassification for both English and Chinese. In
English, 287 pairs out of 1738 were misclassified by all the systems. Errors concerned 79 SYN, 76 ANT
and 90 HYP, which were in most cases misclassified as RANDOM. This indicates that recall still needs to

1The detailed scores by class can be found in the system description papers.
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be improved. As it is shown in Table 5, RANDOM represents an important interference factor in every
relation type. On the contrary, we did not find any RANDOM instance which was incorrectly classified
as SYN. Another common confusion of the system was between SYN and HYP, because of the similar
nature of these semantic relations (see for example the pairs "gauge-test" and "confine-constrain").

English Chinese
W1 W2 Gold Pred W1 W2 Gold Pred
fan blow on SYN RANDOM ¡∫(private) lÀ(public) ANT RANDOM
workforce loiterers ANT RANDOM ±(diverse) <±ZÇ(dazed) SYN RANDOM
zone reguale HYP RANDOM S#(cheer) …(encourage) HYP RANDOM
swat hit SYN RANDOM Íœ(where)  (now) RANDOM SYN
misconstrue gesture RANDOM HYP º(stick) œ(sticky) HYP SYN
maze path ANT HYP ˘ò(narrow) Ñ(narrow) HYP ANT
guage test SYN HYP �r(whisper) Nr(low voice) SYN ANT
confine constrain HYP SYN •(blame) �(enable) HYP SYN
chap dude SYN ANT ´x(medicine) xS(academy) HYP SYN
arrive rest RANDOM ANT ’(cake) ’fi(cake) HYP SYN

Table 5: Sample of pairs that were misclassified by all systems

The common misclassified pairs for Chinese were less than for English. Only 47 instances out of 838
were wrongly classified by both Text2TCS and HSemID. It can be found in Table 5 that most errors
are related to SYN and HYP. The Chinese dataset seems to show a neater distinction between semantic
relations, compared to other tested languages. Moreover, it was not possible to identify any evidence for
regular errors in the Chinese dataset (i.e. no relation types were more prone to be confused).

4.2 Subtask 2
Table 6 summarizes the results for the subtask 2, that is in the identification of semantic relations in Italian,
proposed in the test as the surprise language. Both systems obtain metrics that are comparable to those
obtained in subtask 1 for English and German. The small gap between trained models in subtask 1 and
zero-shot learning approaches subtask 2 implies a certain degree of commonalities between European
languages. Also in this case, Text2TCS largely outperforms HSemID. Once more, both systems retain
higher precision than recall. Interestingly, however, the gap between the systems is this time higher for
precision (0.192) than for recall (0.133).

System Overall Precision Overall Recall Overall F1
Text2TCS 0.557 0.429 0.477
HSemID 0.365 0.296 0.325

Table 6: Performance of participating systems for subtask 2 (Italian)

5 Conclusions

In this paper, we have described the CogALex-VI shared task, which focused on monolingual and
multilingual identification of semantic relations. Three teams have submitted their system. All of them
have addressed subtask 1 (i.e. identifying relations in languages for which a training set was released:
English, German and Chinese), while only two teams addressed subtask 2 (i.e. identifying relations in a
surprise language: Italian). All the submitted systems utilized neural networks, but with different level
of complexity. The evaluation shows that transformer-based approaches obtain better performance than
other neural methods. These approaches, in particular, are also behind the recent developments in natural
language processing, showing incredible capabilities in a large set of domains and applications. Probably
because of such capabilities, traditional NLP tasks, such as the identification of semantic relations, are
gradually losing traction in the community. This shared task meant to show how such core NLP tasks
remain a big challenge, which would require more attention by the community to possibly generate even
more powerful and robust semantic representations.
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Abstract 

The HSemID system, submitted to the CogALex VI Shared Task is a hybrid system relying 
mainly on metric clusters measured in large web corpora, complemented by a vector space 
model using cosine similarity to detect semantic associations. Although the system reached ra-
ther weak results for the subcategories of synonyms, antonyms and hypernyms, with some dif-
ferences from one language to another, it is able to measure general semantic associations (as 
being random or not-random) with an F1 score close to 0.80. The results strongly suggest that 
idiomatic constructions play a fundamental role in semantic associations. Further experiments 
are necessary in order to fine-tune the model to the subcategories of synonyms, antonyms, hy-
pernyms and to explain surprising differences across languages. 

 

1 Introduction 

This paper is a system description of HSemID (Hybrid Semantic extraction based on IDiomatic associ-
ations), presented at CogALex VI. Contrary to most models dedicated to the extraction of semantic 
associations, HSemID is based on a similar model developed for the extraction of multiword expressions, 
HMSid, presented at the Parseme 1.2. workshop of the Coling 2020 conference. From a theoretical point 
of view, we wished to explore the link between general meaning associations and associations based on 
idiomaticity, in the general sense of multiword expressions (MWEs). For instance, beans may display a 
general meaning association with food (as many of them are edible) or with coffee, but there is an idio-
matic association between spill and beans because of the idiom spill the beans (reveal a secret). Thus, 
general meaning associations are mainly extralinguistic and cultural, whereas idiomatic associations are 
mainly intralinguistic, as they are just valid for one specific language, although similar associations may 
exist in other languages because they are cognate or have influenced each other. 

The implicit link between semantics and idiomaticity has already been mentioned in the literature. 
Lapesa and Evert (2014) point out that using larger windows with statistical scores yields extraction 
models that can be adapted from MWEs to semantic associations. According to them, 1st-order models 
(based on co-occurrence statistics such as the log-likelihood, dice score or t-score) and 2nd-order models 
(based on similar contexts of use, as in the case of cosine similarity in a vector space model) appear to 
be  redundant on the basis of the first experiments and do not really benefit from a combination of both 
approaches. 

Our model for the extraction of multiword expressions (HMSid, Hybrid Multi-layer System for the 
extraction of Idioms) yielded promising results for French verbal expressions. In the official results of 
the Parseme 1.2. shared task, our model obtained an F1-score of 67.1, with an F1-score of 36.49 for 
MWEs that were unseen in the training data; in an adapted version proposed just after the workshop, we 

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecom-
mons.org/licenses/by/4.0/. 
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reached an even better F1-score of 71.86 in the closed track, relying only on the training data, with no 
external resources, and an F1-score for unseen MWEs of 40.15, which makes it by far the best score in 
the closed track for unseen French MWEs. It should be pointed out that the model used for the extraction 
of MWEs is corpus-based and derives from metric clusters used in Information Retrieval (Baeza-Yates 
and Ribeiro-Neto, 1999; Colson, 2017; 2018), but does not use any machine learning architecture.  

We adapted this model in a deep learning approach for the CogALex VI Shared Task, as described in 
the following section. From a theoretical point of view, we wished to explore the performance of a model 
used for MWE extraction, in a related but very different context: the extraction of semantic associations. 
Although we realize that the main goal of the CogALex VI Shared Task was to improve the extraction 
of the specific categories of synonyms, antonyms and hypernyms, we did not have enough time to train 
our model for this subcategory distinction, and were mainly concerned with the identification of a se-
mantic association (being random or non-random) on the basis of idiomatic patterns.   

 

2 Methodology 

Our model was tested for the different languages taking part in the CogALex VI Shared Task, using the 
datasets provided for English (Santus et al., 2015), Chinese (Liu et al., 2019), German (Scheible and 
Schulte Im Walde, 2014) and Italian (Sucameli and Lenci, 2017).  

As suggested by the acronym (HSemID, Hybrid Semantic extraction based on IDiomatic associa-
tions), our methodology was hybrid, as we used both a vector space model (Turney and Pantel, 2010) 
and a co-occurrence model based on metric clusters in a general corpus (Colson, 2017; 2018). However, 
most features of the model were derived from the second part, so that the model mainly relies on co-
occurrence and therefore on idiomatic meaning, as explained below. 

For the vector space model, we measured cosine similarity in the Wikipedia corpora. We relied on the 
Wiki word vectors1 and on the Perl implementation of Word2vec, by means of the multiword cosine 
similarity function2. 

For the metric cluster, we used the cpr-score (Colson, 2017; 2018), a simple co-occurrence score 
based on the proximity of the ngrams in a large corpus. In order to avoid redundancy with the Wikipedia 
corpora, this score was computed by using other, general-purpose web corpora: the WaCky corpora 
(Baroni et al., 2009) for English, German and Italian. For Chinese, we compiled our own web corpus by 
means of the WebBootCat tool provided by the Sketch Engine3. As we have only basic knowledge of 
Chinese, we relied for this purpose on the seed words originally used for compiling the English WaCky 
corpus. The English seed words were translated into Chinese by Google Translate4. All those corpora 
have a size of about 1.4 billion tokens; for Chinese (Mandarin, simplified spelling), we reached a com-
parable size by taking into account the number of Chinese words, not the number of Chinese characters 
(hans).  

In order to train our model, we implemented a neural network (multi-layer perceptron), relying on 
most of the default options provided by the Microsoft Cognitive Toolkit (CNTK)5. We imported the 
CNTK library in a python script. Our neural network used minibatches, had an input dimension of just 
11 features (for the 4 output classes), 2 hidden layers (dimension: 7), and we used ReLU as an activation 
function. For the loss, we relied on cross entropy with softmax. 

Among the 11 features used for training the model, it should be noted that the vector space approach, 
represented by the multiple cosine similarity, only played a limited role, as it represented just one of the 
11 features to be weighted by the model. The other features were based on the metric clusters. For these, 
the association score (cpr-score) was measured with a narrow window between the grams composing 
the pairs from the datasets, and with wider windows for a number of linguistic markers favoring semantic 
associations (typically or, and, not, and their equivalents in the different languages). The frequencies of 
the different grams in the WaCky corpora were also used as input features. All features were smoothened 
to real figures between 0 and 1. For measuring the average test error during training, we used 80 percent 

 
1 The Wiki word vectors can be downloaded from http://fasttext.cc/docs/en/pretrained-vectors.html 
2 https://metacpan.org/pod/Word2vec::Word2vec 
3 https://www.sketchengine.eu/ 
4 https://translate.google.com 
5 https://www.microsoft.com/en-us/research/product/cognitive-toolkit 
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of the training data as the trainer, and 20 percent (with the correct labels) as the test data. The average 
test error when training the model was situated around 20 percent.  

 

3 Results and discussion 

Table 1 below displays the official results obtained by HSemID at the CogALex VI Shared Task for the 
various languages (English, Chinese, German, Italian). 

 
 
 

 
HSemID    

English P R F1 

SYN 0.483 0.214 0.297 

HYP 0.416 0.366 0.389 

ANT 0.313 0.248 0.277 

Overall 0.400 0.276 0.320 

Chinese    

SYN 0.282 0.328 0.303 

HYP 0.610 0.194 0.294 

ANT 0.591 0.458 0.516 

Overall 0.501 0.331 0.377 

German    

SYN 0.374 0.219 0.276 

HYP 0.386 0.273 0.320 

ANT 0.422 0.281 0.338 

Overall 0.395 0.258 0.312 

Italian    

SYN 0.418 0.371 0.393 

HYP 0.344 0.294 0.317 

ANT 0.319 0.201 0.247 

Overall 0.365 0.296 0.325 
 

Table 1: Official results obtained with HSemID at the CogALex VI Shared Task 
 

As shown in Table 1, the overall results yielded by HSemID are situated between an F1 of 0.312 and 
0.377. Strangely enough, the best result was reached for Chinese, in spite of the fact that we only have 
basic mastery of Chinese and have assembled our web corpus, as described in the preceding section, 
without any feedback from native speakers or specialists of the language. It should also be noted that 
there is some variation as to the category that receives the best F1 score: English and German score best 
for hypernyms (respectively 0.389 and 0.320), Chinese for antonyms (0.516) and Italian for synonyms 
(0.393). Our hypothesis for explaining this phenomenon, in spite of the fact that the methodology was 
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the same for all languages, is that the hybrid approach checked the cosine similarity in the Wikipedia 
corpus, but the metric cluster in the web corpora; as the word pairs from the dataset contained several 
technical terms, the presence or absence of those words in the web corpora was often a matter of pure 
chance, which may have an influence on the final score from one language to another. The fluctuating 
results for the Chinese dataset are also striking: not only is the overall F1 score for Chinese the best 
result of the model, but the model reaches surprising scores for Chinese antonyms (P=0.591, R=0.458), 
although this category is much more problematic for the European languages.  

For lack of time, we didn’t have the opportunity of fine-tuning our model to the specific subcategories 
SYN, HYP and ANT, as was the main goal of the CogALex VI Shared Task. As a matter of fact, our 
objective was to focus the training of the model on the general semantic associations (random or not-
random), in the hope that this would also yield acceptable subcategories SYN, HYP and ANT. Obvi-
ously, this was not really the case, although high scores for European languages are hard to reach (the 
best F1 scores for English, German and Italian at the Shared Task are resp. 0.517, 0.500 and 0.477). A 
closer analysis of the errors produced by our model reveals that too many idiomatic associations of 
synonyms and antonyms are similar. For instance, turn right and turn left are equally strong idiomatic 
associations, and it is unclear how right and left should be considered as antonyms from this point of 
view. In the same way, hypernyms are very hard to discriminate from synonyms if we pay attention to 
their idiomatic associations. A further improvement of our model may therefore consist in a more com-
plex neural network, in which the different contexts for SYN/ANT and SYN/HYP would be specified 
by additional features. 

In spite of these shortcomings, our model reached pretty good scores for the general task of extracting 
semantic links, which does not appear in the official results but may be computed by means of the eval-
uation score provided in the training data, which contains the RANDOM category. If we take into con-
sideration the F1 score obtained for the RANDOM label, we obviously get a picture of the general ability 
of the model to extract strong semantic associations, be they cases of synonymy, hypernymy or anything 
else (such as metaphors or idiomatic meaning).  

For lack of space, Table 2 below just displays the results obtained in English and Chinese by our 
model, for the RANDOM category. The scores were computed with the official gold dataset and the 
original evaluation script included in the training data of the shared task.  

 
HSemID    

English P R F1 

RANDOM 0.748 0.822 0.783 

Chinese    

RANDOM 0.782 0.807 0.794 

 
Table 2: Results obtained by HSemID for the RANDOM category 

 
  It should also be reminded that the best F1 score obtained for this task (subtask 1) at the preceding 
edition of the CogALex Shared Task6, CogALex V, was 0.790. After sending the official results of the 
model to the Shared Task, we continued training the model for English with a more complex neural 
network and we can report an even better English F1 score: 0.802 (with P=0.716 and R=0.911). 
  In spite of the rather weak results obtained by our model for the elicitation of the subcategories SYN, 
HYP and ANT at the CogALex VI Shared Task, we therefore come to the conclusion that the HSemID 
model, relying mainly on the extraction of semantics by means of idiomatic associations, makes it pos-
sible to extract general semantic associations, with F1 figures for the RANDOM category that were 
rarely reached by any experiment carried out within distributional semantics. The results strongly sug-
gest that idiomatic constructions play a key role in semantic associations. Further experiments should 
improve the scores obtained for synonyms, antonyms and hypernyms, which clearly remains a daunting 
challenge in the case of European languages. 

 
6 https://sites.google.com/site/cogalex2016/home/shared-task/results 
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Abstract

We describe our submission to the CogALex-VI shared task on the identification of multilingual
paradigmatic relations building on XLM-RoBERTa (XLM-R), a robustly optimized and multi-
lingual BERT model. In spite of several experiments with data augmentation, data addition and
ensemble methods with a Siamese Triple Net, Translrelation, the XLM-R model with a linear
classifier adapted to this specific task, performed best in testing and achieved the best results in
the final evaluation of the shared task, even for a previously unseen language.

1 Introduction
Determining whether a semantic relation exists between words and which type of relation it represents
is a central challenge in numerous NLP tasks, such as extracting terminological concept systems and
paraphrase generation. Adding a multilingual dimension renders this task at the same time more rele-
vant and more challenging. Recent approaches rely on aligned vector spaces for individual languages
(Bojanowski et al., 2017) or meta-learning approaches (Yu et al., 2020) for hypernymy detection and a
Siamese Triple Net for antonymy-synonymy distinction inherent in word embeddings (Samenko et al.,
2020). However, in general a distinction of paradigmatic relations with word embeddings is difficult (im
Walde, 2020). In a multilingual scenario, frequently lexical resources are utilized to reinforce the model’s
transfer learning abilities (Geng et al., 2020). Given relatively small training datasets and a necessity to
support a previously unknown language, we decided to rely on a multilingual pretrained language model.

The CogALex-VI shared task focuses on the identification of semantic relations of the types synonymy
(e.g. chap and man), antonymy (e.g. big and small), hypernymy (e.g. screech and noise), or random (e.g.
ink and closure) between a given word pair. Random indicates that the word pair is unrelated. The shared
task provided two subtasks. For the first subtask, participating teams were allowed to design monolingual
systems being provided training and validation data for the languages Mandarin Chinese, German, and
English. For the second subtask, participating teams were expected to design a single multilingual system
that can correctly classify semantic relations in all three languages as well as a previously unknown
surprise language, which turned out to be Italian. Additional resources were permitted with the exclusion
of anything related to WordNet (Miller, 1995) or ConceptNet (Liu and Singh, 2004).

Our initial intention was to target the second subtask with a multilingual system relying on the state-of-
the-art multilingual model XLM-RoBERTa (XLM-R) (Conneau et al., 2020) adapted to the task at hand
utilizing a linear layer and CogALex-VI training datasets, a model we call Transrelation that we provided
within the Text to Terminological Concept System (Text2TCS)1 project. To support the model’s ability
to distinguish relations we experimented with data augmentation, data addition and ensemble methods,
joining Transrelation2 with a model trained on a Siamese Triple Net. Finally, the adapted XML-R model
outperformed all other experiments as well as all other submitted models to CogALex-VI on both tasks.
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.

1https://text2tcs.univie.ac.at/
2Code and datasets are available at https://github.com/Text2TCS/Transrelation
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2 Background
2.1 Lexico-Semantic Relations
Lexico-semantic relations, also called semantic and lexical semantic relations, represent the major or-
ganizing means for structuring lexical knowledge. A common distinction for such relations is between
paradigmatic and syntagmatic relations, where the former represents relations between natural language
expressions that could be found in the same position in a sentence and the latter refers to co-occurring
elements. Importance of paradigmatic relations might differ by word class (im Walde, 2020), i.e, hyper-
nymy is particularly central for the organization of nouns but less important for organizing verbs. In the
CogALex VI shared task all relations are paradigmatic, which are particularly difficult to be distinguished
by regular word embedding models and between different word classes (im Walde, 2020).

2.2 Relation Identification
Recent approaches trying to identify hypernym relations in a multilingual setting utilize fastText embed-
dings (Bojanowski et al., 2017) of different languages being aligned into a single vector space (Wang et
al., 2019) or train models using different fastText embeddings in a multilingual setting with the help of
meta-learning algorithms (Yu et al., 2020). Synonym and antonym differentiation has been a key prob-
lem for automatic relation identification and has in the past been tackled with partial success using word
alignment over large multilingual corpora with statistical methods to determine distributional similarity
(van der Plas and Tiedemann, 2006) or statistical translation to a pivot language for synonymy discovery
(Wittmann et al., 2014). Samenko et al. (2020) utilize Siamese Triple Nets (Bromley et al., 1994) to train
so-called contrasting maps, vector representations trained on monolingual embeddings that reinforce the
distinction between antonyms and synonyms. Approaches that tackle all three relations at once in a mul-
tilingual environment frequently rely on active transfer learning and lexical resources (Geng et al., 2020)
or prototypical vector representations for each type of relation (im Walde, 2020).

2.3 Language Models
Recent advances in the field of natural language processing are based on deep neural language models,
which can be pretrained on large amounts of data in an unsupervised fashion and are fine-tuned after-
wards on a specific task making use of the previously learned language representations. One of the most
prominent example of such a model is BERT (Devlin et al., 2018) utilizing the now ubiquitous Trans-
former architecture. Compared to earlier approaches like word2vec (Mikolov et al., 2013) and fastText
(Bojanowski et al., 2017) the word embeddings generated by these deep neural language models are
context-specific, i.e., a word’s embedding changes depending on its surrounding words. Language mod-
els do not have to be monolingual, but the pretraining can be extended to multiple languages at the same
time, e.g. by making use of a shared subword vocabulary. Prominent examples are multilingual BERT
and the more recent XLM-R (Conneau et al., 2020).

3 System Description
3.1 Architecture
Our system makes use of the multilingual language model XLM-R (Conneau et al., 2020). We use the
implementation provided by the transformers library (Wolf et al., 2019), which offers the XLM-R model
pretrained on 100 different languages using CommonCrawl data. We use the base model size, which
uses less parameters than the large version of XLM-R, but performed equally well in our experiments. A
linear layer is added on top of the pooled output in order to allow for classification into one of the four
possible classes, i.e., three semantic relations or random.

3.2 Datasets
The CogALex VI shared task provided training and validation datasets in English (Santus et al., 2015),
German (Scheible and Im Walde, 2014) and Mandarin Chinese (Liu et al., 2019). The test data for the
surprise language Italian were taken from Sucameli and Lenci (2017). Word pair counts for the training
datasets are provided in Table 1.
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Language ANT HYP SYN RANDOM
English 916 998 842 2554
German 829 841 782 2430
Chinese 361 421 402 1330

Table 1: Word pair counts of training sets

Language ANT HYP SYN Weighted
English 0.587 0.483 0.473 0.517
German 0.534 0.535 0.427 0.500
Chinese 0.914 0.876 0.849 0.881
Italian 0.447 0.462 0.513 0.477

Table 2: F1-score on test set

3.3 Input and Preprocessing
The input provided to the model consists of a word pair labeled with a relation surrounded by XLM-
R specific classification and sequence separation tokens, as well as additional padding tokens, which
guarantee that all inputs have the same length. For instance, the input pair tiger and animal is encoded
as ‘<s>’, ‘ tiger’, ’</s>’, ‘</s>’, ‘ animal’, ‘</s>’, excluding the padding tokens.

3.4 Training and Hyperparameters
This model was then trained on the training datasets (see Table 1) in three languages simultaneously.
Hyperparameters were fine-tuned manually and via gridsearch on the given validation sets. The best
results were achieved with the following hyperparameters: Optimizer: AdamW, Learning rate = 2e-5,
Epsilon = 1e-8, Weight Decay = 0, Warm-up steps = 0, Epochs = 7, Batch size = 32.

4 Results and Analysis

Table 2 shows the results of our model on the four provided test sets. The computed score is a weighted
F1-score excluding unrelated words labeled with RANDOM. The strongest performance can be observed
in Chinese with a weighted F1-score of 0.881. English and German are far behind with scores of 0.517
and 0.500 respectively. Interestingly, the model performs nearly as well on the Italian test set with a
score of 0.477, although the model had not been trained on this language, thus showing the remarkable
zero-shot-learning abilities of XLM-R.

Fig. 1 shows the normalized confusion matrix based on the joined results on all four test sets. Besides
confusing meaningful relations with RANDOM, which can be explained by the fact that RANDOM is
the majority class, the highest confusion exists between hypernyms and synonyms. For Chinese, for
instnace, 19 HYP/SYN labeled test examples were confused. From these examples, in 11 pairs some
characters in one sequence are present in the other, such asw4-4(sea water - water) (label: HYP) and
9-96(ship/boat - ship) (label: SYN). This also occurred in four SYN/ANT labeled examples, e.g. !
⁄- ⁄(wireless - wired) (gold: ANT). For the remainder of wrongly classified SYN/ANT examples,
our model frequently selected RANDOM, e.g. ¡∫-lÀ(private individual - public) (gold: ANT).

Figure 1: Normalized Confusion Matrix Figure 2: Learning Curve

The learning curve shown in Fig. 2 plots the achieved weighted F1 score in relation to the number of
samples in the training set. For each training set size we trained four models and reported the highest
observed score. The model greatly benefits from additional training samples when the training set size
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is below 8,000. However, the usefulness of adding more data diminishes quickly as the learning curve
seems to plateau towards the end. This was confirmed when we tried to add additional training data to
data provided by CogALex-VI observing the WordNet/ConceptNet exclusion.

5 Discussion

In additional experiments we trained a Siamese Triplet Net (Bromley et al., 1994) to learn meta-
embeddings that contrast synonyms and antonyms, which we also tried for hypernym and synonym
distinction. However, an ensemble method combining this model and XLM-R performed worse than
XLM-R on its own. Due to our model’s strong performance in Chinese we also experimented with data
augmentation by machine translating the training and validation sets from Chinese to the other languages.
The model’s performance on these translated datasets was, however, considerably worse than solely on
the original untranslated datasets. Additionally, performance of both models trained for individual lan-
guages or consecutively one language after another lagged considerably behind our final model.

Given the vast differences in model performance on the different languages, we briefly analyzed the
data quality. In the confusion matrix in Fig. 1 it becomes evident that our model tended to confuse
hypernyms and synonyms a well as random and antonyms. A brief check on the German data where
the model performed worse showed that some word pairs labeled as hypernyms might be understood
as synonyms by human classifiers, e.g. fett (fat) - dick (plump), unruhig (anxious/restless) - erregt (ex-
cited/aroused), and radikal (radical) - drastisch (radical/extreme) could instead be labeled as synonyms.
Additional training data not related to WordNet or ConceptNet we experimented with (e.g. Kober et al.
(2020)) had similar issues and data addition did not improve performance of both the tested models. So
on the one hand we attribute this confusion problem of our model to word pairs that might easily be
confused by human users. On the other hand, the number of training examples was rather low and data
augmentation/addition with high-quality data might have considerably improved performance.

Depending on the fact that the semantics of these examples change with context, we believe that
providing words in context could be one way to alleviate this misclassification problem. One curious
example underlining this issue was the result we got for the surprise language Italian not seen during
training, where farfalla (butterfly) and coccinella (ladybug) are labeled as antonyms, while our system
labeled the pair as a synonym. Since both can be used to lovingly refer to a young female person
in Italian, the result of our system could be regarded as correct if the words are understood in this
sense. Further such examples can be found in great number in the training, validation and test datasets.
Curiously, performance on Mandarin Chinese did not seem to be impacted as heavily by this problem,
which might be due to the fact that the training datasets were compiled from a different source of different
quality.

6 Conclusion

In this paper, we present our system Transrelation for the CogALex VI shared task on multilingual
relation identification called Transrelation. We experimented with data addition, data augmentation and
ensemble methods joining pretrained transformer-based models with a Siamese Triple Net. The final
system is based on the multilingual pretrained language model XLM-R, which turned out to be the
winning system and delivered a strong performance on all four languages, including one previously
unknown and unseen additional language.

In the future, it would be interesting to apply ideas from curriculum learning (Bengio et al., 2009) or
meta-learning, as already done for simpler models in the case of hypernymy detection (Yu et al., 2020)
to improve the learning process of our model. This would especially apply to similar scenarios of few
available training datasets. Furthermore, it would be interesting to evaluate the model’s performance on
different lexico-semantic relations as well as languages from different language families, e.g. Slavic.
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Abstract

This paper1 presents a bidirectional transformer based approach for recognising semantic rela-
tionships between a pair of words as proposed by CogALex VI2 shared task in 2020. The system
presented here works by employing BERT embeddings of the words and passing the same over
tuned neural network to produce a learning model for the pair of words and their relationships.
Afterwards the very same model is used for the relationship between unknown words from the
test set. CogALex VI2 provided Subtask 1 as the identification of relationship of three specific
categories amongst English pair of words and the presented system opts to work on that. The
resulted relationships of the unknown words are analysed here which shows a balanced perfor-
mance in overall characteristics with some scope for improvement.

1 Introduction

Predicting the relationship between two words in terms of semantics has become a quintessential problem
to be solved in the present day NLP world and reflect great impacts on the theoretical psycholinguistic
modeling of the mental lexicon as well. The field of NLP finds many useful applications through tackling
this direction, such as thesaurus generation (Grefenstette, 1994), ontology learning (Zouaq and Nkam-
bou, 2008), paraphrase generation and identification (Madnani and Dorr, 2010), question answering and
recognizing textual entailment (Dagan et al., 2013), as well as drawing inferences (Martı́nez-Gómez
et al., 2016). Many NLP applications make use of handcrafted resources such as WordNet (Fellbaum,
1998). As a matter of fact, WordNet came from a similar direction with a substantial manual effort. Cre-
ating such resources is expensive and time consuming; thus efforts of this sort do not cover the variety
of languages equally. Practically, coverage of a wide range of languages through such manual initiatives
also far from completion. Many organizations and institutes, who are interested in creating knowledge
bases on the field of their practice have attempted to classify such word pairs to shape taxonomies (Pereira
et al., 2019).

Lately distributional or corpus based approaches came into popularity for investigating the semantic
linkage between words; this approach utilizes the usage and appearance of the words in the corpus. These
methods have been able to reflect potential in pattern-recognition-based exploration for word to word
semantic mapping through distributional parameters. Exploring and connecting semantic relationships
are quite difficult and variety of approaches have been tried yet.

Cognitive Aspects of the Lexicon VI (CogALex VI)2 has arranged a shared task in 2020; it was
looking to explore different efforts to figure out paradigmatic semantic relations, specifically synonymy,
antonymy and hypernymy. In the field of NLP these type of relations are notoriously difficult to be
distinguished between word pairs given a distribution.

To tackle this problem, we employ a deep learning framework to develop training models and test their
performances through semantic link prediction between unknown word set. In this paper, we demonstrate
our bidirectional transformer based approach to classify whether a given pair of words are semantically

1This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http: //cre-
ativecommons.org/licenses/by/4.0/.

2https://sites.google.com/view/cogalex-2020/home/shared-task
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connected with one of the three relationships just mentioned above or some other random ones: as asked
by this shared task. In the following Section 2 we describe the related work, Section 3 provides the
system description; following that Section 4 describes the experimental set up, while Section 5 describes
the results and Section 6 lays out the conclusion and future direction.

2 Related Work

2.1 Identifications of semantic relations
Recognizing the semantic meaning of words in terms of connecting them with semantic relationships has
become a key direction to grow knowledge base and many further practices in NLP. This connects to a
wide range of applications, such as textual entailment, text summarization, sentiment analysis, ontology
learning, and so on. Following this, several supervised and unsupervised approaches have been initiated
and for reference the works of (Lenci and Benotto, 2012) and (Shwartz et al., 2016). (Mohammad et
al., 2013) and (Santus et al., 2014) on antonymy are of relevance here. One key commonality amongst
these were that these approaches targeted one semantic relationship discovery at once amongst the words
rather multiple. There were pattern based multiclass classification task carried out by (Turney, 2008) on
similarity, antonymy and analogy, and by (Pantel and Pennacchiotti, 2006) on generic pattern recognition
and filtering. These approaches resulted in higher precision and lower recall compared to distributional-
semantic-model-based methods due to their sole dependency on patterns. The later mentioned method
has been explored in an unsupervised manner (Weeds and Weir, 2003); (Lenci and Benotto, 2012);
(Santus et al., 2015) and didn’t measure up in terms of efficacy. Thereafter supervised methods have been
adopted (Kruszewski et al., 2015); (Roller and Erk, 2016); (Nguyen et al., 2016); (Shwartz et al., 2016)
in the very same direction aiming for classifying the multiclass relationships better. Count-based vectors
have been substituting the prediction based ones in some recent approaches, which apparently performed
better in some task, such as similarity estimation (Baroni et al., 2014), even though (Levy et al., 2015)
demonstrated that these improvements were most likely due to the optimization of hyper-parameters that
were instead left unoptimized in count based models. (Shwartz et al., 2016) had an approach combining
patterns and distributional information reflected promising parameters in hypernymy recognition.

2.2 Shared Task regarding Semantic Relations Identification
Several shared tasks has been emerged from the NLP related conferences in this decade and the fol-
lowing covers a brief survey on such tasks. Seven “encyclopedic” semantic relations between nouns
(cause-effect, instrument-agency, product-producer, origin-entity, content-container, theme-tool, part-
whole) were asked for exploration in the SemEval-2007 shared task 4 (Girju et al., 2007). The par-
ticipants were allowed to use WordNet synsets on the sentences in which the noun pairs could be ob-
served for this task. There were fifteen participants and the best one achieved 76.3% average accuracy.
Entity-destination, component-whole, member-collection and message-topic relations were added for
exploration along with the first five semantic relations of SemEval-2007 (Girju et al., 2007) shared task
4 in the SemEval-2010 shared task 8 (Hendrickx et al., 2009). Given a sentence and two tagged nomi-
nals, the task was to predict the relation between those nominals and its direction towards which these
nominals were pointing to the relationships. Twenty-eight participants explored this with the freedom
of using semantic, syntactic and morphological resources and the best system produced 82% accuracy.
SemEval-2015 (Bordea et al., 2015) and SemEval-2016 (Bordea et al., 2016) were the initiative to find
participation and exploration on taxonomy generation through a specific lexical semantic relation iden-
tification of hypernymy (and its inverse, hyponymy). A list of domain terms were provided as the test
data and formation of taxonomy (a list of pairs: [term, hypernym]) is asked with possible addition of
intermediate terms when needed. The participating systems experimented using dictionary definitions,
Wikipedia, knowledge bases, lexical patterns and vector space models. Related to this SemEval-2016
Task 14 (Jurgens and Pilehvar, 2016) asked participants to enrich WordNet taxonomy by augmenting
new words to the existing synsets (thus combining detection of hypernyms with word sense disambigua-
tion). The last CogALex shared task (CogALex V)3 is different in terms of the relationship explorations

3https://sites.google.com/site/cogalex2016/
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from the earlier mentioned shared tasks. CogALex V3 asked for the detection of synonymy, antonymy,
hypernymy, part-whole meronymy, and random or “semantically unrelated” relationships between word
pairs. Unlike the above tasks, the CogALex-V3 shared task forbade the use of any thesauri, knowledge
bases, or semantic networks (particularly WordNet and ConceptNet), forcing the participating systems
to rely on the merit of of the corpus data and their developing system. This CogALex shared task (Co-
gALex VI)2 has asked for finding synonymy, antonymy and hypernymy relationships amongst word pairs
along with undetectable relations as random ones. This one also blocked the usage of of any thesauri,
knowledge bases, or semantic networks (particularly WordNet and ConceptNet) so that the system merit
should reflect its capability without augmented help. This shared task brought a variant of English only
relationship mapping in the Subtask 1 and as well multilingual word mapping as in the Subtask 2.

3 System Description

The system first reads the training data and preprocess it to a structure consumable further in the process
flow. We use BERT (Devlin et al., 2018) embeddings to represent each words. BERT adopts the trans-
former architecture to learn embeddings for words. Since each term can have one or more words, we use
an LSTM layer to track the context of the terms. Each of the two terms is first sent into a BERT embed-
ding layer providing the embeddings of the two terms. Afterword each embedding is individually sent
into an LSTM layer. The output of the two LSTM layers are concatenated and sent to a convolutional
layer. The output of the convolutional layer is then flattened and sent to dense layer and further into a
softmax output layer of the model as final phase of training. System produced model trained on training
data is used for predicting on test data.

Cross entropy loss has been chosen as the loss function for this solution and a softmax output layer is
chosen since multiple semantic relationship classes have to be learnt and predicted.

Figure 1 shows the system architecture deployed for our experimentation.

3.1 Experimental Setup
This section specifies the system specific parameters chosen for experimentation in the model settings
section and then the description of the data follows.

3.1.1 Model Settings:
In the deployed BERT (Devlin et al., 2018) model for this experiment, each word is represented by an
embedding space of 768 dimensions. The embeddings of the two input terms are concatenated along the
row to produce an output of dimension 2 times 768. Further on the concatenated output 2Dconvolution
is applied with 9 filters, kernel size of 2 times 2, strides as 1 along each direction and the activation
function is chosen as “relu”. The output of the convolution layer is flattened and then passed through a
dense layer with 256 nodes and then sent to the final output layer.The learning rate for the model is kept
at 0.005 after tuning and the batch size for training is kept at 256. The above parameters were chosen
after tuning on this experiment keeping in mind of overfitting and underfitting.

3.1.2 Data Description:
For the Subtask 1, an English training data set as well test data set has been provided (Santus et al, 2015),
where each data set came in tab separated text file with each row having two words and correspond-
ing relationships in abbreviations of ”SYN” (synonymy), ”ANT” (antonymy), ”HYP” (hypernymy) and
”RANDOM”. Table 1 shows the distribution of relationship counts in the English dataset.

3.2 Results and Analysis
The participants of CogALex VI2 were provided with a Python script for the evaluation. The system
produced relationship labeled output file from the test data file and was tested with gold standard test file
with respect to their precision, recall and F1 score. All these metrics were tested individually and as well
as whole and Table 2 depicts them all.

Looking at these result from Table 2 we can see the system did an overall balanced job for synonymy
category in terms of precision, recall and F1 score. Noticeably for the other two categories of relation-
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Figure 1: System (Model Training) Architecture

Relationship Train( Count ) Test-Gold( Count)
SYN 842 266
ANT 916 306
HYP 898 279

RANDOM 2554 887
Total 5210 1738

Table 1: Relationship Distribution of English Data

ships (antonymy and hypernymy) the system had higher precision but lower recall while Table 1 reflects
that the support for these two types were higher than synonymy in both the training and gold test set.
These numbers reflect that the system does not detect the antonymy and hypernymy as greatly as com-
pared to the synonymy ones. That being said, it has been noticed that for antonymy and hypernymy
it doesn’t mis-classify as much through false positives. As the system is based on bidirectional trans-
former model BERT (Devlin et al., 2018), so maybe with BERT embeddings it finds higher support for
synonymous words compared to the other two types but whenever it founds any such it grasps well.

The system output shows highest recall for synonyms while the lowest for the hypernyms, whereas
the highest precision shows up for antonyms and lowest for synonyms.

We looked into the system-produced relationships with the gold-test-set data for tallying and analysing
some error spectrum. For example the implemented system correctly related the word ”fiscal” with
”commercial” as hypernym and ”non financial” as antonym, but it produced synonymy relationship with
the word ”financial” in place of hypernymy: I believe such intricate examples are pointers for further deep
diving. Another example to mention is the relationship between the words ”elephant” and ”goliath”: our
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Relationship Precision Recall F1 Score
SYN 0.472 0.417 0.443
ANT 0.654 0.402 0.498
HYP 0.548 0.244 0.337

Overall 0.563 0.355 0.428

Table 2: Precision, Recall and F1 Score for Subtask 1

implemented approach couldn’t find any specific kind of relationship and marked as random while in
actual it is synonymy. In this last example the word ”goliath” is quite of rare use and as our system was
primarily depended on the BERT embeddings, therefore the support might have been very less or null in
terms of the embedding: this calls for learning using further balanced and rich resources for reference.

4 Conclusion

The current BERT based system demonstrates here a prominent approach for recognizing semantical
classes between word pairs. This approach has been applied to the Shared task proposed by CogALex
VI2 on their Subtask 1 for English data to identify synonymy, antonymy, hypernymy or random semantic
relationship amongst provided words. These relationships are paradigmatic ones and quite hard for
discovering them together. The approach employed here through bidirectional transformer based deep
learning network BERT handles this task quite well and produce reasonable precision and recall for each
category.

Looking at the difference between the evaluation parameters observed amongst the relationship classes
on testing it seems like a thorough investigation should be guided further for better outcomes. To im-
prove the outcomes, introducing variability in deep learning models as well as tuning inside of the model
could well have potential. Some specific example based error analysis showed there is ample scope of
improvement in the identification of closely related word relationships as well relationship prediction for
rarely used words. The exploration of the multiclass semantic relationship mappings could be further
interesting if the classes for the experimentation are closely connected ones and many in numbers. Dif-
ferent distributional training data should be exploited further to train model for evaluating the efficacy of
such models on predicting such semantic relationships.
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Abstract
The majority of studies on detecting idiomatic expressions have focused on discovering poten-
tially idiomatic expressions overlooking the context. However, many idioms like blow the whistle
could be interpreted idiomatically or literally depending on the context. In this work, we lever-
age the Idiom Principle (Sinclair et al., 1991) and contextualized word embeddings (CWEs),
focusing on Context2Vec (Melamud et al., 2016) and BERT (Devlin et al., 2019) to distinguish
between literal and idiomatic senses of such expressions in context. We also experiment with
a non-contextualized word embedding baseline, in this case Word2Vec (Mikolov et al., 2013)
and compare its performance with that of CWEs. The results show that CWEs outperform the
non-CWEs, especially when the Idiom Principle is applied, as it improves the results by 6%. We
further show that the Context2Vec model, trained based on Idiom Principle, can place potentially
idiomatic expressions into distinct ‘sense’ (idiomatic/literal) regions of the embedding space,
whereas Word2Vec and BERT seem to lack this capacity. The model is also capable of produc-
ing suitable substitutes for ambiguous expressions in context which is promising for downstream
tasks like text simplification.

1 Introduction
The task of determining whether a sequence of words (a Multiword Expression - MWE) is idiomatic
has received lots of attention (Fazly and Stevenson, 2006; Cook et al., 2007). Especially for MWE
type idiomaticity identification (Constant et al., 2017), where the goal is to decide if an MWE can be
idiomatic regardless of context, high agreement with human judgments has been achieved, for instance,
for compound nouns (Reddy et al., 2011; Cordeiro et al., 2016). However, as this task does not take
context into account, these techniques have limited success in the case of ambiguous MWEs where the
same expression can be literal or idiomatic depending on a particular context. For example, such models
would always classify hit the road as idiomatic (or conversely always as literal) while the expression
could be idiomatic in one context and literal in another. As a consequence, for practical NLP tasks,
especially Machine Translation and Information Retrieval, token idiomaticity identification is needed,
with the classification of a potential idioms as literal (or idiomatic) in context. For example, hit the road
must be translated differently in “The bullets were hitting the road and I could see them coming towards
me a lot faster than I was able to reverse”, and “The Ulster Society are about to hit the road on one of
their magical history tours” (Burnard, 2000).
We argue that successful classification of potentially idiomatic expressions as idiomatic/literal is not
possible without taking the context into account. Recently introduced Contextualized Word Embeddings
(CWEs) are ideal for this task as they can provide different embeddings for each instance of the same
word type. CWEs such as Context2Vec (Melamud et al., 2016) and BERT (Devlin et al., 2019) proved
successful in the task of Word Sense Disambiguation (WSD) (Huang et al., 2019; Hadiwinoto et al.,
2019). We also argue that disambiguation of potentially idiomatic expressions is analogous to WSD in a
sense that it also tries to assign the most appropriate sense to an idiom, i.e. literal, or idiomatic depending
on its respective context.

⇤This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http: //cre-
ativecommons.org/licenses/by/4.0/
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Moreover, we hypothesize that in order to fully exploit the capacity of CWEs, an idiom should be
treated as a single token both in training and testing. This hypothesis is inspired by the evidence from
psycholinguistic studies which support the idea that the idiomatic expressions are stored and retrieved as
a whole from memory at the time of use (Siyanova-Chanturia and Martinez, 2014). It is also rooted in the
idea that different types of information are captured in vectors depending on the type of input, i.e. word,
character, phrase to the model (Schick and Schütze, 2019). Moreover, this method proved successful in
other tasks. For instance, Carpuat and Diab (2010) conducted a study for integrating MWEs in Statistical
Machine Translation (SMT) and improved the BLEU score by treating MWEs as single tokens in training
and testing.
Contribution: We show that CWEs can be utilized directly to detect idiomaticity in potentially idiomatic
expressions due to their nature of providing distinct vectors for the same expression depending on its con-
text. We also apply the Idiom Principle (Sinclair et al., 1991) when training the models which improves
the results as expected and supports our hypothesis that an MWE should be treated as a single token both
in training and testing the models. We further show that Context2Vec trained based on Idiom Principle
is able to provide suitable replacement for MWEs in both the idiomatic and literal senses. To the best of
our knowledge, this is the first attempt to integrate Idiom Principle into CWEs and directly use them for
the task of identification idiomaticity in MWEs at the token level.

2 Related work

Distributional Semantic Models (DSM) are computational models based on the Distributional Hypothesis
(Harris, 1954) and the idea that words occurring in similar contexts tend to have a similar meaning.
Recently, two flavours of Distributional Models have been introduced and utilized which are known as
contextualized and non-contextualized embedding models. The former produces different embeddings
for a word depending on the context and the latter offers only one embedding for a word regardless of
the context. Researchers have leveraged DSMs along with linguistic knowledge to deal with identifying
MWEs at type (Cook et al., 2007; Cordeiro et al., 2016; Nandakumar et al., 2019) and token level (King
and Cook, 2018; Rohanian et al., 2020).

For instance, the degree of linguistic fixedness was used as the basis for Fazly and Stevenson (2006) to
apply an unsupervised method to distinguish between idiomatic and literal tokens of verb-noun combi-
nations (VNCs). They argue that idiomatic VNCs come in fixed syntactic forms in terms of passivation,
determiner, and noun pluralization. They extracted these forms using known idiomatic/literal VNC pat-
terns and among all variations they determined which were the canonical form(s). Then they classified
new tokens as idiomatic if they appeared in their canonical forms.

Cook et al. (2007) leveraged the idea of canonical forms and the Distributional Hypothesis and built
co-occurrence vectors representing the idiomatic and literal meaning of each expression based on their
context and (canonical) forms. The problem with this model is relying solely on the canonical form
to label an expression as idiomatic/literal which is not enough as there are many MWEs, e.g. kick the
bucket that can be in their canonical form and yet have a literal meaning depending on the context they
appear in. Hence, each MWE should be disambiguated in its own individual context.

Cordeiro et al. (2016) also built their work based on Distributional Hypothesis and the Principle of
Compositionality to classify MWEs as idiomatic/literal. Their idiomaticity identification model at the
type level works well for MWEs that are either idiomatic or literal but falls short for idiomaticity identi-
fication at the token level when the MWE is ambiguous.

Nandakumar et al. (2019) used different types of contextualized and non-contextualized word embed-
dings from character-level to word-level models to investigate the capability of such models in detecting
nuances of non-compositionality in MWEs. When evaluating the models, they considered the MWEs
out of their context which is problematic especially in case of utilizing CWEs as the reason behind the
success (Peters et al., 2018; Devlin et al., 2019; Akbik et al., 2019) of these models is in their ability to
produce context-specific embeddings for each token.

The main drawback of above-mentioned works is that they do not take the context of each individ-
ual expression into account when classifying them. However, there have been some attempts to detect
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idiomaticity in MWEs in context (at token level) using Distributional Models.
Peng et al. (2015) exploited contextual information captured in word embeddings to automatically

recognize idiomatic tokens. They calculate the inner product of the embeddings of the context words
with the embedding of target expression. They argue that since the literal forms can predict the local
context better, their inner product with context words is larger than that of idiomatic ones, hence they tell
apart literals from idiomatic forms.

Salton et al. (2016) exploited Skip-Thought Vectors (Kiros et al., 2015) to represent the sentential
context of an MWE and used SVM and K-Nearest Neighbours to classify MWEs as idiomatic or literal
in their context. They compared their work against a topic model representation that include the full
paragraph as the context and showed competitive results.

King and Cook (2018) proposed a model based on distributed representations, non-CWE to classify
VNC usages as idiomatic/literal. First, they represented the context as the average embeddings of context
words and trained a Support Vector Machines (SVM) classifier on top of that. They further showed that
incorporating the information about the expressions canonical forms boosted the performance of their
model.

A related task of metaphor token detection has seen successful results with the combination of CWEs
and non-CWEs, along with linguistic features (Gao et al., 2018; Mao et al., 2019). For instance, Gao
et al. (2018) used Word2Vec and ELMo (Peters et al., 2018) as embeddings, with a bidirectional LSTM
to encode sentences, and a feed-forward neural network for classifying them as literal or metaphoric.

Rohanian et al. (2020) presented a neural model and BERT, to classify metaphorical verbs in their
sentential context using information from the dependency parse tree and annotations for verbal MWEs.
They showed that incorporating the knowledge of MWEs can enhance the performance of a metaphor
classification model.

We follow the intuition that CWEs can be directly used for the task of token level identification of
idiomaticity in MWEs due to their ability to produce different embeddings for the different tokens of the
same MWE. Our work is also inspired by the Idiom Principle which explains how human distinguish
idiomatic expressions.

3 Distributional Models and Idiom Principle

In this work, we use Word2Vec as non-CWEs and leverage the Context2Vec and BERT as CWEs in
combination with the Idiom Principle to detect idiomaticity in potentially idiomatic expressions. The
embedding models and Idiom Principle are briefly described here.

3.1 Word2Vec
For Word2Vec we use CBOW (Mikolov et al., 2013) which represents the context around a target word
as a simple average of the embeddings of the context words in a window around it. For example, for the
window size of two, two words before and two words after the target word are considered as the context of
the target word whose embeddings are averaged to represent context embeddings. To train our Word2Vec
model, we use Gensim (Řehůřek and Sojka, 2010) with window size of 5 and 300 dimensions. We ignore
all words that occur less than fifteen times in the training corpus. We perform negative sampling and set
the number of training epochs to five as in King and Cook (2018).

3.2 Context2Vec
Context2Vec (Melamud et al., 2016) uses a bidirectional LSTM recurrent neural network, where one
LSTM is fed with with the sentence words from left to right, and the other from right to left. Then right-
to-left and left-to-right context embeddings are concatenated and fed into a multi-layer perceptron to
capture dependencies between the two sides of the context. We consider the output of this layer as the
embedding of the entire joint sentential context around the target word. This is a better representation
of the context compared to that of Word2Vec, as it takes the order of words into account. To train our
Context2Vec model, we use the code provided by the authors1 having the same configuration for the

1https://github.com/orenmel/context2vec
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hyper-parameters.

3.3 BERT

Contrary to the Context2Vec, BERT (Devlin et al., 2019) does not rely on the merging of two uni-
directional recurrent language models, but using the transformer (Vaswani et al., 2017) encoder, it reads
the entire sequence of words at once. It also benefits from the next sentence prediction feature which
helps capture more contextual information. To train our BERT model, we use BERT-Base keeping the
configuration of the hyper-parameters intact.

3.4 Idiom Principle

The principle of idiom is that a language user has available to him or her a large number of semi-
preconstructed phrases that constitute single choices, even though they might appear to be analyzable
into segments (Sinclair et al., 1991). In other words, MWEs are treated as single tokens in mental
lexicon when stored in or retrieved from memory. One of the highly cited definitions of MWEs is also
supports the Idiom Principle; Wray (2002) defines MWEs as a sequence, continuous or discontinuous,
of words or other elements, which is, or appears to be, prefabricated:that is, stored, retrieved whole from
memory at the time of use, rather than being subject to generation or analysis by the language grammar.

Model Idiomatic Literal Ave.F
P R F P R F

Original Models
Word2Vec 0.75 0.80 0.77 0.51 0.51 0.51 0.64

Context2Vec 0.76 0.78 0.77 0.62 0.61 0.61 0.70
BERT 0.80 0.81 0.80 0.60 0.61 0.60 0.71

Idiom-Principle-inspired
Word2Vec 0.70 0.73 0.72 0.56 0.60 0.58 0.65

Context2Vec 0.80 0.82 0.81 0.71 0.72 0.71 0.76
BERT 0.77 0.79 0.78 0.66 0.63 0.64 0.71

King and Cook (2018)
W2V-CF 0.82 0.88 0.83 0.63 0.54 0.56 0.69
W2V+CF 0.83 0.89 0.85 0.76 0.68 0.69 0.77

Table 1: Precision (P), recall (R), and F1 score (F), for the idiomatic and literal classes, as well as average
F1 score (Ave.F) for the original and the Idiom-Principle-Inspired models. The results of King and Cook
(2018) are also reported for comparison.

Figure 1 Figure 2

Table 2: Box plot for average F-score for the original (Figure 1) and Idiom-Principle-inspired (Figure 2)
models.
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4 Experimental Setup

To test the hypothesis, we build 6 different context representations using three embedding models:
Word2Vec, Context2Vec and BERT in two different settings: 1- Their original models where each ex-
pression is not treated as a single token 2- Our own models, which we call Idiom-Principle-Inspired
models, where each expression is treated as a single token.

For the first setting, we use the original pre-trained models, Word2Vec, Context2Vec and BERT-base-
uncased. For the second setting, we use BNC corpus (Burnard, 2000) and first lemmatize it using spaCy
(Honnibal and Johnson, 2015). Then, we tokenize it where each MWE is treated as a single token with an
underline between the first and the second part (e.g. blow the whistle is mapped to blow whistle). Finally,
we build three semantic spaces, using Word2Vec, Context2Vec, and BERT. Our goal is to determine the
correct sense of an MWE in context, based on a manually tagged dataset, VNC (Cook et al., 2008).
Following Melamud et al. (2016), we use the simple non-parametric version of the kNN classification
algorithm (Cover and Hart, 1967) with k = 1 and for the distance measure, we rely on cosine distance of
the vectors. As we do not do any extra training on the dataset, we divide it into evaluation and test sets. To
classify a test MWE instance in context, we consider all the instances of the same MWE in the evaluation
set and find the instance whose context embedding is the most similar to the context embedding of the
test instance using the context-to-context similarity measure. Finally, we use the label of that instance as
the correct label for the MWE in the test set. The rationale behind such a simple classification model is
to make the comparison between the representations easy so that each model’s success can be attributed
directly to the input representations.

Model Original Idiom-Principle-inspired

Word2Vec

Context2Vec

BERT

Table 3: t-SNE plots of different senses of ‘blow the whistle’ and their contextualized embeddings. The
literal sense is in red and the idiomatic sense is in blue. Here, the VNC dataset is used.
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5 Dataset and Evaluation

We use VNC-Tokens dataset (Cook et al., 2008) to evaluate our models. The dataset includes sentences
containing Verb-Noun Combinations (VNC) tokens labelled as either idiomatic (I) / literal (L) (or “un-
known”). For our experiments, we only use VNCs that are annotated as I or L as in King and Cook
(2018). We evaluate the models using five-fold cross-validation and calculate the precision, recall, and
F-score per each expression and then report the average scores as in King and Cook (2018), the results
are reported per sense.

We also investigate to see how well different models encode information such as distinguishable senses
in their vector space.

6 Experimental Results

In this section, we report the results of the first set of experiments where we create context representation
using the original pre-trained models and then we present the results of the second set of experiments
in which inspired by the Idiom Principle, we train our own models by treating each MWE as a single
token. Then context embeddings are inferred using these trained models. Table 1 shows the results for
the original pre-trained embeddings. As it can be seen the CWE, i.e. Context2Vec and BERT outperform
the non-CWE, i.e. Word2Vec, up to 7% higher average F-score. In the next rows, Table 1 shows the
results for Idiom Principle-inspired models along with those reported by King and Cook (2018). As it
can be seen, the average F-score is the same for BERT and 1% higher for Word2Vec compared to the
original models. However, both models achieved higher F-scores in detecting literal sense of MWEs.
As for Context2Vec, the results improved by 6% on average and up to 10% in detecting literal sense of
MWEs. We used an ANOVA test to check the statistical significance of the results of our models and
found all our results to be significant at p <0.05.

We did not expect the results to improve for Word2Vec as it always conflates the senses so it will not be
able to learn different embeddings for different senses no matter how MWEs are treated in pre-processing
step. In regard to BERT, we cannot see the improvement observed for Context2Vec. We speculate this
might be due to the models inability to provide quality embeddings for rare words (Schick and Schütze,
2019) as treating each MWE as a single token turns it into a rare word for which the models need to learn
an embedding. We will be investigating this in our future work. Nevertheless, the improvement on the
results are noticeable (even for BERT) as we used a much smaller corpus to train our models compared to
those used by the original models. We used BNC which contains 100 million words whereas the original
models were trained on the corpora of much bigger size, namely Google News dataset with 100 billion
words for Word2Vec, ukWaC (Ferraresi et al., 2008) with 2 billion words for Context2Vec, and the entire
Wikipedia with about 2,500 million words and a book corpus with 800 million words for BERT.

King and Cook (2018) reported 0.69 F-score for the same dataset and then they used extra feature, the
expression being in its canonical form or not, and increased the F-score to 0.77. However, this method
is limiting as it requires feature engineering while our model of Context2Vec is capable of producing on
par results, 0.75, without any external knowledge and by only relying on the features extracted by the
model itself. We also used much smaller corpus to train our model in comparison with what they used,
which was a snapshot of Wikipedia from September 2015, consisting of approximately 2.6 billion tokens
(King and Cook, 2018). Moreover, they did extra training on the dataset after extracting the embeddings
from their model whereas we did not do any training on the dataset.

To see how robust the models are across different expressions, we created the box plot for the models
using the average F-scores of the models per expression. This is illustrated in Figure 1 and Figure 2 of
Table 2 which shows the most robust model is BERT in the first setting and Context2Vec in the second
setting. The robustness of a model is important as we do not want a model to work well for one MWE
and poor for the other.

We are also curious to see whether the models are capable of placing different senses of an expression
in different segments of their semantic space. For this, we use t-SNE (van der Maaten and Hinton,
2008) to map these high-dimensional spaces into two dimensional spaces. Table 3 shows t-SNE plots of

77



two different senses of the expression blow the whistle in the VNC dataset encoded by the six different
models in two settings: Original and Idiom-Principle-inspired.

As you can see, the Word2Vec and BERT embeddings hardly allow to distinguish any clusters as
the senses are scattered across the entire plot, both in the original and Idiom-Principle-inspired settings.
However, in Context2Vec embedding space, senses are placed in clearly separable clusters especially in
the Idiom-Principle-inspired setting. This made us dig deeper into the Context2Vec model and probe its
level of understanding through a lexical substitution task. In the lexical substitution task, the goal is to
find a substitute word for a given target word in sentential context. To do so, we remove the MWE from a
sentence and then get the embeddings of the remaining sentence which is in fact the context of the MWE.
Then we find the embeddings of which words have the highest cosine similarity with the embeddings of
the context. Table 4 shows the list of lexical substitutes proposed by the model for three MWEs per their
literal/idiomatic senses. As you can see the model seems to be able to distinguish well between literal
and idiomatic senses as it suggest suitable substitute for the removed MWE. The sentences are listed in
Table 5.

MWE Sense Sentence # Proposed Substitute
Kick heel I 1 wait, stay, stop

L 2 Clap, barefoot, kick
Hit road I 3 go, start, embark

L 4 smash, drop, shoot

Table 4: The lexical substitutes proposed by Context2Vec to replace MWEs in their literal or idiomatic
senses.

Sentence # Sentence

1 The man won’t step foot outside his castle without myself as escort so I have to [kick
my heels] until his business with Queen Matilda is done

2 I could see I was going to get warmer still because the bullock was beginning to enjoy
the game [kicking up his heels] and frisking around after each attempt

3 The Ulster Society are about to [hit the road] on one of their magical history tours

4 The bullets were [hitting the road] and I could see them coming towards me a lot
faster than I was able to reverse.

Table 5: List of sentences that are referred to in Table 4 by their number.

7 Conclusion and Future Work
In this work, we used Contextualized Word Embeddings (CWE), i.e. Context2Vec and BERT to include
contextual information for distinguishing between the idiomatic and literal senses of an idiom in context.
Moreover, inspired by the Idiom Principle, we hypothesized that to fully exploit the capacity of CWE, an
idiom should be treated as a single token both in training and testing; The results showed that by applying
Idiom Principle to CWE, especially Context2Vec, we can build a model to distinguish between literal
and idiomatic senses of a potentially idiomatic expression in context. Through dimensionality reduction
and lexical substitution, we further showed that Context2Vec is capable of placing literal and idiomatic
senses in distinct regions of semantic space; Besides, the model has a good level of understating of the
meaning as it suggests suitable replacement for both literal and idiomatic senses of set of MWEs. In
our future work, we are interested in improving the results for BERT. We also would like to train the
Idiom-Principle-inspired models on a bigger corpus to investigate how the results compare to what were
achieved here.
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Abstract

Textual definitions constitute a fundamental source of knowledge when seeking the meaning of
words, and they are the cornerstone of lexical resources like glossaries, dictionaries, encyclo-
pedia or thesauri. In this paper, we present an in-depth analytical study on the main features
relevant to the task of definition extraction. Our main goal is to study whether linguistic struc-
tures from canonical (the Aristotelian or genus et differentia model) can be leveraged to retrieve
definitions from corpora in different domains of knowledge and textual genres alike. To this end,
we develop a simple linear classifier and analyze the contribution of several (sets of) linguis-
tic features. Finally, as a result of our experiments, we also shed light on the particularities of
existing benchmarks as well as the most challenging aspects of the task.

1 Introduction

Definition Extraction (DE) is the task to extract textual definitions from naturally occurring texts (Navigli
and Velardi, 2010). The development of models able to identify definitions in freely occurring text has
many applications such as the automatic generation of dictionaries, thesauri and glossaries, as well as
e-learning materials and lexical taxonomies (Westerhout, 2009; Del Gaudio et al., 2014; Jurgens and
Pilehvar, 2015; Espinosa-Anke et al., 2016). Moreover, definitional knowledge has proven to be a useful
signal for improving language models in downstream NLP tasks (Joshi et al., 2020). The task of DE is
currently approached almost unanimously as a supervised classification problem, and the latest methods
have demonstrated an outstanding performance, to the point of reducing the error rate to less than 2%
in some datasets (Veyseh et al., 2019). However, the high performance of these models could be mainly
due to artifacts in the data, and thus they may not generalize to different domains.

The main aim of this paper is to analyze to what extent is possible to learn a universal definition
extraction system from canonical definitions, and to understand the core differences that currently exist in
standard evaluation testbeds. In particular, we propose experiments where we develop a machine learning
model able to distinguish definitions with high accuracy in a corpus of canonical definitions, and later
evaluate such model in different (pertaining to different domains and genres) datasets. Our evaluation
datasets are two, namely: the Word-Class Lattices (WCL) dataset from Navigli et al. (2010), and DEFT,
from the SemEval 2020 Task 6 - Subtask 1 (Spala et al., 2019). The former provides an annotated set
of definitions and non-definitions with syntactic patterns similar to those of definition sentences from
Wikipedia (what the authors call syntactically plausible false definitions). The latter presents a robust
English corpus that explores the less straightforward cases of term-definition structures in free and semi-
structured text from different domains (i.e., biology, history and government), and which is not limited
to well-defined, structured, and narrow conditions.

We include a detailed descriptive analysis of both corpora that identifies similarities and differences
between definitions and non-definitions, later used for feature selection and analysis. We come to conclu-
sions regarding the discriminative power of certain linguistic features. Interestingly, these features alone

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/.
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do not have a strong effect on the results, but, the combining feature sets of different nature can improve
performance, even in target corpora having heterogeneous domains and non-canonical definitions.

To train and first evaluate the model, we use the annotated WCL dataset. This dataset contains sen-
tences from a sample of the WCL corpus that includes both definitions and non-definitions with syntac-
tic patterns very similar to those found in definitions (e.g. “Snowcap is unmistakable”). The syntactic
patterns are simple and represent what we could refer to as canonical definitions. We will test the per-
formance of a model trained on this dataset, and evaluate on the DEFT dataset, which contains a set of
definitions and non-definitions from various topics such as biology, history and government.

2 Related Work

Over the last years, DE has received notorious attention for its applications in Natural Language Process-
ing, Computational Linguistics and Computational Lexicography (Espinosa-Anke and Saggion, 2014),
as it has been proven to be applicable to glossary generation (Muresan and Klavans, 2002; Park et al.,
2002), terminological databases (Nakamura and Nagao, 1988) or question answering systems (Saggion
and Gaizauskas, 2004; Cui et al., 2005), among many others.

Research on DE has seen contributions where the task is typically proposed as a binary classification
problem (whether a sentence is a definition or not), although with exceptions (Jin et al., 2013). DE
has also been studied in languages other than English, e.g., Slavic languages (Przepiórkowski et al.,
2007), Spanish (Sierra et al., 2008) or Portuguese (Del Gaudio et al., 2014). Many of these approaches
use symbolic methods depending on manually crafted or semi-automatically learned lexico-syntactic
patterns (Hovy et al., 2003; Westerhout and Monachesi, 2007) such as ‘refers to’ or ‘is a’.

A notable contribution to DE is the Word Class Lattices model (Navigli and Velardi, 2010), which
explores DE on the WCL dataset, a set of encyclopedic definitions and distractors, and which we use
in this paper. In a subsequent contribution, Espinosa-Anke and Saggion (2014) present a supervised
approach in which only syntactic features derived from dependency relations are used, and whose results
are reported higher to the WCL method. For identifying definitions with higher linguistic variability,
a weakly supervised approach is presented in Espinosa-Anke et al. (2015). And finally, models based
on neural networks have been leveraged for exploiting both long and short-range dependencies, either
combining CNNs and LSTMS (Espinosa-Anke and Schockaert, 2018) or BERT (Veyseh et al., 2019),
and which are currently the highest performing models on WCL.

3 Data

In this section we present the datasets utilized for our analysis, namely WCL (Section 3.1) and DEFT
(Section 3.2), and provide a descriptive analysis comparing both datasets (Section 3.3).

3.1 WCL dataset
The WCL dataset (Navigli et al., 2010) contains 1,772 definitions and 2,847 non-definitions. Each in-
stance is extracted from Wikipedia, and definitions follow a canonical structure following the genus et
differentia model (i.e., ‘X is a Y which Z’). A preliminary (and shallow) analysis that can be per-
formed without any linguistic detail revolves around comparing the length of definitions vs non defini-
tions. Specifically, definitions have 27.5 words on average, while non-definitions have an average length
of 27.2 words. The median for definitions and non-definitions, respectively, is 25 and 24. Although the
difference is quite small, it seems that encyclopedic definitions are in general slightly longer.

A particular feature of the WCL dataset is that each candidate is composed of a sentence with part-of-
speech and phrase chunking annotation. For definitional sentences, an additional set of tags is provided,
which identify core components in definitions such as DEFINIENDUM (term defined), DEFINITOR (defi-
nition trigger), DEFINIENS (cluster of words that define the definiendum) and REST (rest of the sentence).

Let us look now at the average length of each of these definition components (see Table 1). The
DEFINIENS is typically the most important part of definition sentences (where the definition actually hap-
pens), however, it is also the shortest one, followed by the DEFINIENDUM. Moreover, REST is generally
the longest but also the one with the highest variance, which fits in with the fact that it is a non-essential
part of the definition that can contain varying amounts of information. These results seem to suggest
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that the part of the sentence that actually makes it a definition (definiens and definiendum) is, in many
occasions, quite short compared to the overall length of the sentence.

Mean 25% Quartile Median 75% Quartile Standard deviation
Definiendum 7.03 2.0 4.0 9.0 7.70

Definiens 4.47 3.0 4.0 5.0 2.94
Rest 14.4 7.0 13.0 20.0 11.66

Table 1: Summary statistics of the length of definiendum, definiens and rest.

The original annotation of the WCL dataset also identifies the main verb of the definition, i.e. that are
not in the REST part (Table 1(a) lists the frequent ones). As expected, the verb “to be” tops the list, with
four different conjugations taking up the top 5 verbs. Note that these 5 verbs together appear in 1,670 of
the 1,772 definitions in the WCL corpus, which could be a sign that the appearance of one of these verbs
is a relevant feature to identify definitions. We can also find the most common hypernyms in Table 1(b),
although their counts are significantly lower, matching the fact that they are related to the term defined.

Verb Counts
is 1405

was 114
are 58

refers 58
were 35

Hypernym Counts
instrument 28

person 22
plants 19
device 14

mammal 12

Table 2: 5 most common main verbs and hypernyms in definitions in the WCL dataset.

3.2 DEFT dataset

The DEFT dataset (Spala et al., 2019) contains 853 sentences, of which 279 are definitions and 574 are
non-definitions. It presents a corpus of natural language term-definition pairs embracing different topics
such as biology, history, physics, psychology, economics, sociology and government. Sentences have
been classified following a new schema that explores how explicit in-text definitions and glosses work
in free and semi-structured text, especially those whose term-definition pairs span crosses a sentence
boundary and those lacking explicit definition phrases. Thus, they identify as definitions sentences where
the relation between a term and a definition requires more deduction than finding a definition verb phrase.
Their focus is to identify terms and definitions, but not necessarily the verb that may or may not connect
them two, which identifies as definitions a broather variety of structures.

In this case, the average length of definitions is 27.38 and non-definitions have an average length of
23.84. The median length for definitions and non-definitions is 26 and 22 respectively.

3.3 Descriptive analysis

In this section we perform a short descriptive analysis comparing the two datasets. Continuing with the
instance length analysis, Table 3 shows statistics for both datasets, this time comparing length of positive
(definition) and negative (non definition) sentences. As can be observed, definitions generally tend to be
longer than non-definitions, although the main part of the definition is quite short compared to its overall
length. Moreover, while the distribution of definitions/non-definitions is similar, the number of instances
is considerably larger in the WCL corpus, which is improtant to note, as we will use it as our training set
in our experiments (cf. Section 4.1.)

Regarding frequency of specific POS tags, in Section 3.1 we have seen how some verbs are extremely
abundant in definitions in the WCL corpus. However, these are quite common verbs in general in these
datasets, as Figures 1(a) and 1(b) show. Note that, for instance, ‘is’ is more frequent in definitions in both
datasets, with an average frequency greater than 1 in both datasets (1.4% and 1.1% in WCL and DEFT,
respectively). However, ‘was’ is actually the opposite and is more frequent in non-definitions while the
others are much less common and do not seem to be as present in both types of sentences.
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Instances Mean Length Median Length

WCL Definitions 1772 (38.36%) 27.5 25
Non-Definitions 2847 (61.64%) 27.2 24

DEFT Definitions 279 (32.71%) 27.38 26
Non-Definitions 574 (67.29%) 23.84 22

Table 3: Number of instances, mean and median length for definitions and non-definitions from both
WCL and DEFT datasets.

(a) WCL dataset. (b) DEFT dataset.

Figure 1: Frequency of common verbs in definitions and non-definitions.

Concerning hypernyms (a.k.a genus in Aristotelian definitions), although the counts are much lower
for hypernyms than for verbs (Table 2), in Figure 2 we illustrate how the hypernyms that appear at least
5 times in the WCL dataset are usually more common in definitions in both datasets. The presence of
such hypernyms is likely to be more related to the topics defined than the structure of the sentence, but
having any kind of hypernym is probably a relevant feature of definitions, as canonical or lexicographic
definitions have (or should have) at least one.

We observed that definitions and non-definitions present different frequencies of POS and chunk pat-
terns. In the WCL dataset it seems that definitions have a higher frequency of noun phrases (denoted as
‘NP’ or ‘NP NN’, for instance), while non-definitions have more prepositional phrases (‘PP’ or ‘PP IN’).
However, we do not observe these similarities in the DEFT dataset.

Finally, we computed the most PoS-based patterns structures1 (occurring at least 5 times) in the main
part of definitions from the WCL dataset. We have observed that these structures are much more common
in definitions than in non-definitions in both corpora, which seems to indicate definitions tend to use a
particular morphosyntactic set of structures which can be strong indicators of definitional knowledge.

4 Evaluation
In this section we explain our experiments in definition extraction. In particular, we train a supervised
model on the WCL corpus of canonical definitions, and tested on the same corpus (via cross-validation)
and the DEFT corpus. With this experiment we aim at understanding relevant features for definition
extraction and whether features from canonical definitions can be extrapolated to other domains.

Section 4.1 describes the experimental settings and Section 4.2 presents the main results.

4.1 Experimental setting
In the following we explain the experimental setting for our definition extraction experiments. In Section
4.1.1 we explain our supervised definition extraction model and its features inspired by our descriptive
analysis. Then, we explain the data preprocessing (Section 4.1.2) and training details (Section 4.1.3).

4.1.1 Model and features
As supervised model we made use of a Support Vector Machine (SVM) given its efficiency and effec-
tiveness in handling a large set of linguistic features. The model uses an RBF kernel and a combination
of different features. The main one is based on n-grams of range 1 to 3 from the tagged sentences, i.e.
each word contains chunk tag, PoS tag and word separated by an underscore.

1PoS-based patterns are any ordered sequences of tags (PoS or chunk) such as ‘NP DT’ (noun phrase followed by a deter-
miner).
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Figure 2: Average frequency of common hypernyms in definitions and non-definitions.

(a) WCL dataset. (b) DEFT dataset.

Figure 3: Presence of chunk and PoS tags in definitions and non definitions.

The other features are based on the findings from Section 3.3. For each training set, the model com-
putes the 5 most common definition verbs, i.e. in the main part of the definition, the 20 most common
hypernyms, the 10 most common composition of chunk and PoS tags, the 6 most common chunk tags2,
the 10 most common structures of chunk and PoS tags combined, the 10 most common structures of
chunk tags and the maximum length of definitions. Using this, we obtain the following new features:

• VERB: Count of common verbs present in the sentence.

• HYP: Count of common hypernyms present in the sentence.

• CT-Ch, CT-Ch&PoS: For each of the 6 most common chunk tags and the 10 most common combi-
nations of chunk and PoS, number of occurrences divided by total number of tags in the sentence.

• STR-Ch, STR-Ch&PoS: For each of the 10 most common structures (chunk and combination of
chunk and PoS respectively), a binary variable indicating if the structure is present in the sentence.

• LEN: The length of the sentence divided by the maximum length of a definition.

4.1.2 Data preprocessing
As each corpus contains different information and has a different structure, their preprocessing is slightly
different, although the output has the same format: a matrix where the features are obtained from.

2After the 6th most common, the appearances are significantly lower and hardly relevant.
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Figure 4: Presence of structures of chunk tags in definitions and non-definitions.

As the WCL dataset contains all the definitions’ annotations, we classify each part in a different col-
umn and also the verbs and hypernyms annotated. We later retag the sentences with PoS tags and chunk,
using, respectively, the NLTK3 pos tag function and the RegexpParser with the following grammar:
parser = RegexpParser(’’’

VP: {<MD>?<RB.?>?<V.*>+(<CC><V.*>+)*} {<TO>?<V.*>+(<CC><V.*>+)*}
PP: {<TO|IN>+<DT>*<CD>*<JJ.?>*<N.*>*<CC>*<N.*>*} {<TO|IN>+<WDT|EX|WP.?|PP.?|RB>*}
NP: {<DT>*<CD>*<JJ.?>*<N.*|P.*>*<CC>*<N.*|PP.?>*} {<WDT|EX|WP.?|P.*|RB>*}’’’

It distinguishes 3 phrases: verb phrases (contain a verb sometimes preceded by a modal or ‘to’, with
possible adverbs and another verb after a coordinating conjunction), prepositional phrases (starting with
a preposition and followed by determinants, cardinal numbers, nouns or pronouns) and noun phrases
(including a noun or pronoun sometimes preceded by determiners, cardinal numbers or adjectives).

The output is a matrix where each row corresponds to a sentence and each column has different in-
formation such as the sentence (tagged and not), the term being defined, the hypernyms annotated in the
sentence, the main verb of the definition, the label and different columns that contain the tags (both PoS
tags and chunk or only chunk) for the whole sentence and for the main part of the definition (definiendum
and definiens). For non-definitions, some columns such as the verb, hypernym and tags of the main part
of the definition contain NaN values, as they only exist for definitions.

The preprocessing for the DEFT corpus is simpler: we tag the sentences using the same rules and save
the sentences, tags and label in different columns. Numbers at the beginning of sentences have removed.

4.1.3 Training procedure
As mentioned earlier, the model was trained on the WCL dataset. We used sklearn4 for training and
evaluating the SVM model. For the experiments, the SVM hyperparameters were chosen after testing the
following values: [0.0001, 0.001, 0.1, 1, 5, 10, 50, 100] for C, and [0.0001, 0.001, 0.1, 1, 5, 10, 50, 100]
for gamma, both in a validation set. Finally, the evaluation on the WCL dataset is performed through
10-fold cross-validation, with 10% of the corpus used for validation in each fold. Then, the model is
trained on the whole WCL corpus and evaluated on the DEFT corpus. The final hyperparameters of the
SVM were C = 5 and gamma= 0.1. In addition to the SVM model, as a baseline we trained a Naive
Bayes with the same features. This model was trained with its standard implementation in sklearn.

4.2 Results
The results on the WCL dataset are displayed in Table 4. As a naive baseline we include the results
of a system that would identify all sentences as definitions (referred to as Naive(all defs) in the table).

3https://www.nltk.org/
4https://scikit-learn.org/stable/
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As can be observed, all metrics are above 0.97 and the average metrics are all close to 0.98. This
proves the reliability of the SVM model with all our proposed linguistic features, which attains the
highest performance of any non-linear model in the task. As a point of comparison, recent works have
reported slightly worse results using highly parametrized models such as convolutional and recurrent
neural networks (Espinosa-Anke and Schockaert, 2018).

Fold Accuracy Precision Recall F1-Score
1 0.9805 0.9820 0.9776 0.9797
2 0.9762 0.9755 0.9761 0.9758
3 0.9827 0.9838 0.9796 0.9816
4 0.9870 0.9872 0.9847 0.9859
5 0.9740 0.9756 0.9667 0.9710
6 0.9740 0.9748 0.9717 0.9731
7 0.9892 0.9901 0.9876 0.9888
8 0.9784 0.9767 0.9732 0.9750
9 0.9827 0.9828 0.9810 0.9819
10 0.9805 0.9784 0.9796 0.9790

Average 0.9805 0.9807 0.9778 0.9792

Naive Bayes 0.8837 0.8849 0.8686 0.8743

Naive(all defs) 0.3836 0.1918 0.5000 0.2768

Table 4: Results of the SVM model on the WCL dataset using 10-fold cross validation. Precision, recall
and F1 are macro metrics. The last two rows include the average results of the two baselines considered.

When testing the model on the DEFT corpus, the results are not close to being as satisfactory as they
are in the WCL dataset, as we can see in Table 5. The model trained on the WCL dataset performs
significantly worse than other recent models (Spala et al., 2020), which could be expected given the
different nature of the definitions. In the following section we provide a more extensive analysis that also
attempts at explaining the performance difference between the two datasets.

Model Accuracy Precision Recall F1-Score
SVM 0.7011 0.6573 0.5900 0.5872

Naive Bayes 0.5909 0.5626 0.5689 0.5611

Naive(all defs) 0.3271 0.1635 0.5000 0.2465

Table 5: DEFT results of the SVM and baselines trained on the WCL corpus.

5 Analysis

5.1 Feature analysis
Figure 5 shows the features of the model with highest �2. Some of them are compositions extremely
common in definitions such as ‘is a’, ‘is an’ or ‘refers’, but we also find others more topic related such
as ‘mythology’ or ‘greek’, which would probably be artifacts from the WCL dataset.

For a detailed view of each additional feature’s significance, we ran the model removing one or more
features at a time. Morever, we also ran the model using the n-gram features only, with different com-
binations of words and tags. We can find this feature analysis in Table 6. Although the accuracy in the
10-fold cross-validation setting does not change significantly when removing only one feature, and even
improves slightly in the case of hypernyms, they do show changes when evaluating on the DEFT cor-
pus. We observe significantly lower accuracy when removing more than one feature at a time (last two
rows), decreasing regularly when removing more features and obtaining between 0.93 � 0.94 using only
n-gram features, which indicates that these features rely on and interact with each other to improve accu-
racy. The differences are more significant when evaluating the model on the DEFT corpus, the accuracy
goes from around 0.70 when using all features to 0.55 when removing some of them. This proves that the
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Figure 5: Features from the SVM model trained on WCL with highest �2.

additional features are relevant to identify definitions and improve the metrics significantly, especially in
unseen corpora. In fact, the performance of using n-grams features only achieves a performance of 0.934
F1 in the in-domain WCL corpus, and a significantly lower 0.575 performance on the DEFT corpus.

Features Removed Average of 10-fold cross validation Evaluation of model on DEFT corpus
(Number of features) Accuracy Precision Recall F1 Accuracy Precision Recall F1

None (0) 0.9805 0.9807 0.9778 0.9792 0.7011 0.6573 0.5900 0.5872
VERB (1) 0.9805 0.9807 0.9778 0.9792 0.7011 0.6573 0.5900 0.5872
HYP (1) 0.9812 0.9818 0.9781 0.9799 0.7046 0.6626 0.5972 0.5968
LEN (1) 0.9801 0.9803 0.9773 0.9787 0.7022 0.6599 0.5909 0.5881

CT-Ch&PoS (10) 0.9803 0.9803 0.9777 0.979 0.6928 0.6395 0.5894 0.5889
CT-Ch (5) 0.9799 0.9795 0.9775 0.9785 0.6928 0.6398 0.6088 0.6132

STR-Ch&PoS (10) 0.9805 0.9807 0.9778 0.9792 0.7011 0.6573 0.5900 0.5872
STR-Ch (10) 0.9805 0.9807 0.9778 0.9792 0.7011 0.6573 0.5900 0.5872

CT (15) 0.9706* 0.9697 0.9673 0.9684 0.5557* 0.5842 0.5934 0.5515
STR (20) 0.9719 0.9707 0.9691 0.9699 0.6131 0.5951 0.6066 0.5918

CT and STR (35) 0.9706 0.9697 0.9673 0.9684 0.5662 0.5907 0.6013 0.5612
All except n-grams (38) 0.9379 0.9349 0.9336 0.934 0.5885 0.5875 0.5994 0.5754

Table 6: Results of the SVM model (trained on the WCL dataset) using different sets of features. For
accuracy, * indicates when the results start to show differences that are statistically significant (p-value<
0.05 according to a t-test) with respect to the model using all features (first row).

Furthermore, we can see in Table 7 how the n-gram model is significantly more accurate when using
both PoS and chunk tags and words rather than only some of them, which indicates that both words and
structure of the sentence determine whether it is a definition or not.

5.2 Error analysis
In Table 8 we can see some examples of predictions from the model that provide a more in-depth view.
We observe how the model is successful in correctly predicting sentences with unorthodox structures,
such as non-definitions using the verb “is”, and syntactically complex definitions. Moreover, some of
sentences that have been predicted wrongly as definitions could be considered as definitions, but they
are not defining the target word. The false negatives present complex structures probably unseen for the
model. Thus, evidence suggests the model succeeds most of the times at identifying definitions and non-
definitions, and has incorporated satisfactorily the distinctive characteristics of each kind of sentence.

As for the DEFT dataset, as expected from the obtained accuracy, the model makes numerous mistakes.
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Terms used for n-gram Average of 10-fold cross validation Evaluation of model on DEFT corpus
Accuracy Precision Recall F1 Accuracy Precision Recall F1

Chunk, PoS, words 0.9379 0.9349 0.9336 0.934 0.5885 0.5875 0.5994 0.5754
PoS tags, words 0.8809 0.8841 0.8624 0.8705 0.687 0.6383 0.551 0.5251

Words 0.8326 0.8249 0.8182 0.8206 0.6729 0.6009 0.5562 0.5452
Chunk, PoS tags 0.8465 0.8459 0.8259 0.8329 0.6917 0.6433 0.6433 0.5674

Table 7: Results of the SVM model using different types of n-gram features only.

It has a large number of false negatives (23.9 %), making its predictions less reliable in this setting. The
model does a good job at detecting true negatives (91.1% of all negative instances), also due to the fact
that most sentences are predicted as non-definitions. However, some false negatives do not seem to
contain definitional information. Something similar happens with false positives, as some of them would
most likely be considered definitions under more flexible criteria. Thus, although the performance of
the model on this data set seems to be relatively low overall, this is probably because of the different
tagging criteria, as many sentences that appeared as incorrectly predicted, could be labelled correctly
under the annotation criteria used in the WCL dataset. For instance, the sentence “Elimination blackjack
is a tournament format of blackjack.” could be considered a definition with the criteria used in the DEFT
dataset as it presents a direct-defines relation, while “It carries the correct amino acid to the site of protein
synthesis” would not be considered a definition in the WCL corpus as it is not an actual textual definition.

Predicted nodef* Predicted def*

W
C

L n
o
d
e
f

His death is deeply mourned by Alleycats fans as seen in the press and media. The term ”carbonate” is also commonly used to refer to one
of these salts or carbonate minerals.

Covering the head is respectful in Sikhism and if a man is not wearing a turban,
then a rumāl must be worn before entering the Gurdwara. Elimination blackjack is a tournament format of blackjack.

The following are links to pictures of Myddfai taken by the club. Balderton Old Boys also are a local football team.

d
e
f

The Callitrichinae form one of the four families of New World monkeys now
recognised

The Aurochs or urus (Bos primigenius) was a very large type
of cattle that was prevalent in Europe until its extinction in 1627.

In everyday usage, risk is often used synonymously with the probability of a
known loss.

In the 19th century the term anglicanism was coined to describe
the common religious tradition of these churches.

Both equivocation and amphiboly are fallacies arising from ambiguity. The term biotic refers to the condition of living organisms.

Predicted nodef* Predicted def*

D
EF

T n
o
d
e
f

Living things are highly organized and structured , following a
hierarchy that can be examined on a scale from small to large.

Transfer RNA ( tRNA ) is one of the smallest of the four types of RNA ,
usually 70 – 90 nucleotides long.

At its most fundamental level , life is made up of matter. A microphyll is small and has a simple vascular system.
It consists of a nucleus surrounded by electrons. An individual with dyslexia exhibits an inability to correctly process letters.

d
e
f

It carries the correct amino acid to the site of protein synthesis. The atom is the smallest and most fundamental unit of matter.

The rays themselves are called nuclear radiation. A prokaryote is a simple, mostly single-celled ( unicellular ) organism that
lacks a nucleus, or any other membrane-bound organelle.

Herbivores eat plant material , and planktivores eat plankton. Matter is any substance that occupies space and has mass.

Table 8: Definition (def*) and non-definition (nodef*) predictions on both WCL and DEFT ground
truth (for def and nodef classes).

6 Conclusion and Future Work

In conclusion, extracting definitions from texts is a challenging research task, which is highly dependant
on the distribution and scope of the application. Nonetheless, in this paper we have shown that a simple
SVM model trained on a dataset with canonical definitions using linguistic features can provide high
performance while helping us understand the task better. This model has also been evaluated on a corpus
with heterogeneous domains, which also provided us with insights on the qualitative difference among
definitions in each setting.

Our descriptive analysis discovered interesting differences and similarities between definitions and
non-definitions that can be used to differentiate them automatically. The inclusion of linguistic features
based on our analysis improved significantly the performance of the model. As future work it would be
interesting to extend the analysis to corpora of different characteristics and languages. As an straightfor-
ward application, a model with accurate performance across corpora would allow the automatic creation
of dictionaries from general or specialized domains, as well as to better understand certain topics.
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Abstract

Speech disfluencies have been hypothesized to occur before words that are less predictable and
therefore more cognitively demanding. In this paper, we revisit this hypothesis by using Ope-
nAI’s GPT-2 to calculate predictability of words as language model perplexity. Using the Switch-
board corpus, we find that 51% of disfluencies occur at the highest, second highest, or within one
token of the highest perplexity, and this distribution is not random. We also show that disfluen-
cies precede words with significantly higher perplexity than fluent contexts. Based on our results,
we offer new evidence that disfluencies are more likely to occur before less predictable words.

1 Introduction

Speech disfluencies occur naturally in spontaneous speech. Disfluencies such as filled pauses (‘uh’,
‘um’), repetitions (‘about about eight months ago’), and repairs (‘about eight days I mean months ago’)
are estimated to occur in 6% of words in spoken English (Kasl and Mahl, 1965; Tree, 1995). In 1954,
Lounsbury (1954) hypothesized a relationship between disfluencies and the likelihood of the next word.
He proposed that speakers have habitual ways of speaking, and the more unexpected a word given the
context, the greater the likelihood of a disfluency. Lounsbury did not test this hypothesis, saying that
calculating the probability of every word in every context was, at the time, “an impossible task” (Louns-
bury, 1954). Since then, several studies have found that disfluencies occur before less predictable words
(Tannenbaum et al., 1965; Beattie and Butterworth, 1979; Siu and Ostendorf, 1996; Arnold et al., 2007).

In this short paper, we revisit Lounsbury (1954)’s hypothesis with newer NLP technology. Using
OpenAI’s GPT-2 (Radford et al., 2019), a neural language model, we calculate the predictability of
words in disfluent sentences using language model perplexity. On the Switchboard corpus (Godfrey et
al., 1992), a large-scale spoken language dataset, we find that 22% of disfluencies precede the word
with the highest perplexity (i.e. the lowest probability), 51% of disfluencies occur either at the highest,
second highest, or within one token of the highest perplexity, and this distribution is not random. We
also find that words preceded by a disfluency have significantly higher perplexity than words in fluent
contexts. Based on these findings, we offer new evidence of a relationship between disfluencies and less
predictable words and conclude with suggested applications in NLP.

2 Related Works

Cognitive load has often been studied as a factor that affects disfluencies (Corley and Stewart, 2008).
Disfluencies are found more often before longer sentences (Shriberg, 1994), in new or unfamiliar con-
texts (Barr, 2001; Merlo and Mansur, 2004), and when speakers are performing more challenging tasks
(Oviatt, 1995). Lounsbury (1954) suggested that the likelihood of a word also affects disfluencies. Early
studies evaluating disfluencies and the probability of a word used the Shannon guessing technique (Shan-
non, 1951) or the Cloze procedure (Taylor, 1953). In these techniques, a spoken text was transcribed and
given to judges with missing words. In the Shannon guessing technique, judges guessed each word given
the preceding context. In the Cloze procedure, every nth word was deleted, so judges had both left and

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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right context. The probability of a word was based on how many judges could correctly guess it. With
the Shannon guessing technique, Goldman-Eisler (1958) found that words preceding a silent pause had
lower probability than words without a pause. Using the Cloze procedure, studies found that disfluen-
cies occurred before words with lower probability than fluent contexts (Tannenbaum et al., 1965; Cook,
1969). Beattie and Butterworth (1979) compared word frequency and contextual probability and found
that disfluencies were more likely to occur before words with lower contextual probability, even when
word frequency was held constant.

With the release of larger-scale datasets, contextual probability no longer needed to be hand-annotated
but could be calculated in a large enough corpus. The probability of a word given its previous word was
estimated by counting the number of times both words occurred together divided by the number of times
the first word occurred. This could be extended to the first n words in an n-gram language model. Using
large corpora and n-gram language models, studies again found that disfluencies occur before words with
significantly lower probability (Shriberg and Stolcke, 1996), probability varies for different disfluency
types and positions (Siu and Ostendorf, 1996), and disfluencies tend to be longer before lower probability
words (Harmon and Kapatsinski, 2015).

In related psychology works, eye-tracking studies have shown that listeners are primed to anticipate
low frequency words when hearing a disfluency (Arnold et al., 2007; Watanabe et al., 2008) and speakers
are more likely to hesitate before low frequency words (Hartsuiker and Notebaert, 2009; De Jong, 2016).
Many psychology studies, however, focus more on word frequency rather than contextual probability.

3 Method

To calculate the probability of a word, we use OpenAI’s GPT-2 (Radford et al., 2019), a large-scale
neural language model that has achieved state-of-the-art results on various NLP tasks. GPT-2 uses a
transformer-based architecture with 1.5 billion parameters and is trained on 8M documents. To our
knowledge, we are the first to evaluate the relationship between disfluencies and contextual probability
with a language model of this scale. To calculate probability, we use the perplexity returned by GPT-
2. Perplexity is the inverse probability of a sequence normalized by the number of words. Due to the
inverse, the lower the probability of a sequence, the higher the perplexity. The perplexity of a sequence
of words W is calculated with the joint probabilities P of each word w using the formula:

Perplexity(W ) = P (w1, w2..wN )�1/N

We use the implementation of GPT-2 available from HuggingFace (Wolf et al., 2019). Since GPT-2 is
trained on written text and we experiment with spoken language, we fine-tune our GPT-2 model with
the objective of predicting the next word given the previous words on 150K examples from Switchboard
(Godfrey et al., 1992) for 2 epochs. This prevents our language model from predicting high perplexities
for phrases that are common in spoken language but not in written language (e.g. “bye bye”).

4 Dataset

For our experiemnts, we use the Switchboard corpus (Godfrey et al., 1992), which was built by asking
volunteers to speak to each other on the telephone about a topic assigned by a computer operator. We
use the version released by Zayats et al. (2019)1. We modify this dataset by including ‘uh’ and ‘um’ as
disfluencies, which are included in the transcriptions but not labeled as disfluencies. From this dataset,
we use 150K examples to fine-tune our GPT-2 model. We hold out 10,000 disfluent sentences from the
model for our experiments. We filter this held-out disfluent set by: 1) Removing sentences that are fewer
than 5 words or longer than 15 words long (excluding disfluencies), as these are often incomplete (e.g.
“oh uh”) or run-on sentences, 2) Removing sentences where the disfluency is the first or last word of the
sentence since our experiments require left and right context to measure perplexity, and 3) Removing
sentences with non-consecutive disfluencies. This is done for simplicity and because a majority (70%)
of sentences contain consecutive disfluencies. Statistics about our disfluent set are shown in Table 1.
1https://github.com/vickyzayats/switchboard_corrected_reannotated
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Count 10,000
Word Count (excl disfl) 9.5 (±3.0)
Word Count (incl disfl) 12.1 (±3.6)
Disfluency Length 2.6 (±1.8)
Disfluency Position 3.3 (±2.8)

Table 1: Statistics on the set of 10,000 dis-
fluent utterances from Switchboard used
in our experiments. Values are reported
as means (± standard deviation)

Sequence Perplexity
i’d be 80.63
i’d be very 63.12
i’d be very very 68.47
i’d be very very careful 70.90
———–DISFL———–
i’d be very very careful checking 167.04
i’d be very very careful checking them 120.38
i’d be very very careful checking them out 76.44

Table 2: An example of perplexity calculated for the con-
secutive substrings of: “i’d be very very careful {and uh you
know} checking them out”.

5 Experiments

For each utterance in our disfluent set, we create a fluent version by removing the disfluencies. Using
the fluent versions, we calculate the perplexity of each substring starting with the first two tokens of the
sentence and adding one token at a time until the sentence is complete. An example is shown in Table 2.
We expect the word following the disfluency to be the most unpredictable, so in our example, we would
expect highest perplexity at the word “checking”.

First, we evaluate how often disfluencies occur at the most unpredictable word. Given the list of per-
plexities for each sentence, we measure how often the maximum perplexity occurs at the word following
the disfluency. We find that only 22% of disfluencies occur before the highest perplexity. We next cal-
culate two more lenient measures of highest perplexity. We measure both how many disfluencies occur
before the second highest perplexity and how many occur within one token of the highest perplexity. We
find that 15% of disfluencies occur before the second highest perplexity, and 23% occur within one token
of the highest perplexity. Taken together, 51% of disfluencies occur either before the highest perplexity,
the second highest perplexity, or within one token of the highest perplexity.

The histogram in Figure 1 shows the distribution of disfluencies by rank in terms of perplexity (i.e.
disfluencies at 1 occur at the highest perplexity, 2 at the second highest perplexity, etc.). This figure
shows that disfluencies occur most often at the highest perplexity and trend downward for lower ranks.
The histogram in Figure 2 shows the disfluency distribution by distance from the highest perplexity
(i.e. disfluencies at 0 are at the highest perplexity, disfluencies at 1 are 1 token away from the highest
perplexity, etc.). Here we see that disfluencies occur most often between 0 to 1 tokens from the highest
perplexity and this also trends downward as distance increases. Finally, the graph in Figure 3 plots by
number of words how often a disfluency occurs at the maximum perplexity compared to how often we
would expect it given random chance. The error bars are calculated as a binomial proportion confidence
interval based on the number of examples at that word length. For example, for all 5-word sentences,

Figure 1: The distribution of
disfluencies by rank in terms of
highest perplexity

Figure 2: The distribution of
disfluencies by distance from
the highest perplexity

Figure 3: The occurrence of
disfluencies at max perplexity
compared to random chance
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Figure 4: A histogram of the
distribution of perplexities

Figure 5: A log-log plot of the
distribution of perplexities

No Disfl Disfl

Mean 0.11 0.17
Median 0.07 0.10
Q1 0.04 0.05
Q3 0.13 0.21
IQR 0.09 0.16

Table 3: Statistics on the distri-
bution of perplexities

there are 4 possible words the disfluency could occur before (no disfluencies occur before the first word).
Given random chance, we would expect a disfluency at the highest perplexity 25% of the time, but we
see it closer to 30%, showing that our results are likely not a result of random chance.

Is there a bias that causes this pattern? 41% of utterances in our dataset have a disfluency at the second
word, and disfluencies are known to occur more often near the beginning of the sentence (Shriberg,
1994). 46% of our highest perplexities are also at the second word. To test if we have just identified
a sentence-initial bias, we run our calculations excluding examples where the disfluency or maximum
perplexity is at the second word. In this filtered dataset, we find that 18% of disfluencies occur before
the maximum perplexity, and 41% occur before the highest, second highest, or within one token of the
highest perplexity. While these numbers are lower than on the full dataset, they still show the same
pattern. This suggests that our results are not just due to a bias, and may suggest that this pattern in
perplexity is related to higher planning demands at the beginning of a sentence.

Finally, we measure if disfluencies occur at higher points of statistical uncertainty compared to fluent
contexts. To calculate this, we normalize the perplexities of each sentence by dividing by the sum of
all perplexities in the sentence. We compare the distribution of perplexities with no disfluency against
perplexities with a disfluency. The results are shown in Figures 4 and 5 and Table 3. The histogram
in Figure 4 shows that the distribution of disfluent perplexities is flatter at the head and heavier in the
tail, which is reflected by a higher median and third quartile in Table 3. The log-log plot in Figure
5 also shows more disfluencies at higher perplexities. After a perplexity of 0.2, disfluent and fluent
perplexities diverge into two different lines, showing they follow two different distributions. The linear
relationships only hold for one order of magnitude, and so they don’t fully result in a power law. To
calculate significance, we run both an independent t-test and a two-sided Mann-Whitney rank test, to
account for the non-normal distribution. Both of these tests show significance with p-values <0.01.
Based on these results, we find that disfluencies occur before words with significantly higher perplexity
than fluent contexts.

6 Conclusion

In this paper, we provide new evidence using a large-scale neural language model that disfluencies occur
more often before less predictable words. We consider this relationship between perplexity and disfluen-
cies useful for applications in NLP and see the following areas as promising future directions:

• Most NLP tasks optimize to return predictions with low perplexity. However, given that disfluencies
occur with higher perplexity, does preferring higher perplexity words following a disfluency give us
better performance in speech or entity recognition tasks?

• Spoken language understanding tasks often need to detect disfluencies (e.g. ‘a’ vs. ‘uh’; is a
repetition part of the entity). Can we use perplexity as a signal to determine if a token is a disfluency?

• Disfluencies are uncommon, so disfluency training data is often augmented with synthetic disfluen-
cies (Dong et al., 2019; Bach and Huang, 2019). Can we use perplexity to guide synthetic disfluency
generation, and would that be more natural or useful than disfluencies inserted at random?
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Abstract

Language transfer can facilitate learning L2 words whose form and meaning are similar to L1
words, or hinder speakers when the languages differ. L2 idioms introduce another layer of chal-
lenge, as language transfer could occur on the literal or figurative level of meaning. Thus, the me-
chanics of language transfer for idiom processing shed light on how literal and figurative meaning
is stored in the bilingual lexicon. Three factors appear to influence how language transfer affects
idiom comprehension: bilingual fluency, processing of literal-figurative vs. figurative cognate
idioms (idioms with the same wording and meaning in both languages, or the same meaning
only), and comprehension of literal vs. figurative meaning of a given idiom. To examine the
relationship between these factors, this study investigated English-Spanish bilinguals’ reaction
time on a lexical decision task examining literal-figurative and figurative cognate idioms. The
results suggest that fluency increases processing speed rather than slow it down due to language
transfer, and that language transfer from L1 to L2 occurs on the level of figurative meaning in
L1-dominant bilinguals.

1 Introduction

Speakers learning a new language may be helped or hindered by similarities with their native language.
Language transfer—the influence of a speaker’s native language (L1) on the new language (L2)—can
facilitate learning L2 words whose form and meaning are similar to L1 words, but can confuse speakers
when the languages differ (as with false cognates). Thus, understanding the mechanics of language
transfer helps to illuminate potential difficulties for language learners.

L2 idioms introduce another challenge, as idioms have both a literal meaning and a figurative one that
cannot be fully decomposed from the meanings of the individual words. Whereas experiments involving
non-idiom words have investigated language transfer between the visual forms and the literal meanings of
words, idioms introduce a third level on which language transfer may occur: that of figurative meaning.

The effects of language transfer provide key insight into questions of idiom representation in the bilin-
gual lexicon. Although some argue that idioms are stored as unanalyzable, fixed units in the lexicon, other
studies have suggested hybrid models of idiom compositionality in which idioms may be interpreted both
figuratively and literally to different extents depending on factors such as a speaker’s familiarity with the
idiom (Fellbaum, 2015). Recent studies have investigated how bilingual fluency affects the degree to
which literal and figurative meanings are activated during lexical access. L2 learners generally develop
the ability to understand the literal meanings of L2 idioms before they can understand their figurative
meanings. Other studies preliminarily suggest that language transfer helps L1-dominant bilinguals with
comprehension of L2 cognates but may in fact slow down L2-dominant bilinguals (see Section 2).

Three factors appear to influence how language transfer affects idiom comprehension: bilingual flu-
ency, processing of literal-figurative vs. figurative cognate idioms (idioms with the same wording and
meaning in both languages, or with only the same meaning), and comprehension of literal vs. figurative

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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meaning of a given idiom (Figure 1). Previous work has only examined some relationships between
these factors, but none have examined either (1) the relationship between bilingual fluency and the pro-
cessing of literal-figurative and figurative cognate idioms or (2) comprehension of literal vs. figurative
meaning for literal-figurative and figurative cognate idioms. This study examines both of those questions
by measuring the relationship between bilingual fluency and the speed of processing literal vs. figurative
meaning for literal-figurative and figurative cognate idioms.

Figure 1: Factors affecting bilingual processing of cognate idioms.

The relationship between processing speed and fluency for different idiom types (literal-figurative
cognate or figurative cognate) and target types (literal or figurative processing) shines light on whether
increased fluency indeed affects comprehension of literal-figurative cognates compared to figurative cog-
nates, and whether language transfer affects literal or figurative processing more significantly. This study
began with the hypothesis that L1-dominant bilinguals would process L2 cognate idioms more quickly
than non-cognates, but L2-dominant bilinguals would not, as Heredia et al. (2007) proposed that lan-
guage transfer slows down processing as fluency increases (see Section 2). It was also hypothesized
that processing of literal meaning, as well as processing of figurative meaning, would become faster as
fluency increased—i.e., that there is no tradeoff between comprehension of figurative and literal mean-
ing—in keeping with the argument that the literal meanings of idioms, not only figurative ones, may
be stored in the bilingual lexicon to some extent. The results suggest that, contrary to Heredia et al.’s
hypothesis, fluency sped up processing rather than slow it down because of language transfer. More strik-
ingly, they also suggest that language transfer from L1 to L2 occurs on the level of figurative meaning in
L1-dominant bilinguals.

2 Related Work

Language transfer occurs when a speaker’s native language influences the acquisition or use of their L2;
in particular, it affects the processing of cognate words between the speaker’s L2 and L1. Bilinguals
process L2 words with L1 cognates more quickly than L2 words without L1 cognates and are more
accurate at mapping form to meaning for cognates, but tend to process false friends (L2 words visually
or phonetically similar to L1 words but with different meanings) more slowly (Pham et al., 2017; Poort
and Rodd, 2017). Thus, language transfer may increase or decrease processing speed depending on
whether the forms and meanings of words are aligned between two languages.

Unlike expressions whose meaning can be decomposed from the meanings of individual words, the
meaning of idioms is at least partially non-compositional. Thus, idioms may have a literal meaning (kick
the bucket as in touching a pail with a foot) alongside a figurative one (to die),1 both of which may be

1For the purposes of understanding language transfer on the literal and figurative level, this study excludes idioms that might
be said to have a figurative meaning alone; rather, it examines idioms with clear literal and figurative meanings, such as throw
in the towel or playing with fire.
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Literal-Figurative Cognate Figurative Cognate
Spanish Idiom tirar la toalla de tal palo, tal astilla

throw the towel from such stick, such splinter
English Equivalent throw in the towel the apple doesn’t fall far from the tree
Figurative Meaning “give up” “the child is similar to the parent”

Table 1: Sample figurative and literal-figurative cognate idioms.

affected by language transfer.
L2 learners generally develop the ability to understand the literal meanings of idioms before they can

understand their figurative meanings. Cieślicka (2006) argues that, regardless of the context in which a
specific idiom is seen, idioms are interpreted according to their overall salience—the meaning (literal or
figurative) that is more readibly accessible in the lexicon due to factors such as familiarity with the idiom
and the context in which the idiom has been seen. Thus, as L2 learners see an idiom in more figurative
contexts, the figurative meaning becomes more salient and they are more likely to interpret it figuratively
regardless of context. In one study, for example, Spanish-dominant English-Spanish bilinguals were
slower to process English target words similar in figurative meaning to an English idiom than those
similar in literal meaning to the idiom, compared to English-dominant bilinguals (Cieślicka et al., 2017).

Idioms in two languages may be cognates with respect to their literal and/or figurative meanings (Table
1). For example, the English idiom the apple doesn’t fall far from the tree and the Spanish de tal palo, tal
astilla (“from that stick, that splinter”) have the same figurative meaning but different literal meanings,
whereas the English throw in the towel and Spanish tirar la toalla have the same literal and figurative
meanings. We refer to idioms with the same figurative meaning but different literal meanings as figurative
cognates, and idioms with the same literal and figurative meanings as literal-figurative cognates.

Two similar studies suggest that language transfer helps L1-dominant bilinguals with comprehension
of L2 cognates but slows down L2-dominant bilinguals. Irujo (1986) found that Spanish-dominant bilin-
guals were more accurate at comprehending literal-figurative cognate idioms in English than non-cognate
English idioms. However, Heredia et al. (2007) found that, surprisingly, English-dominant English-
Spanish bilinguals were slower at reading literal-figurative cognate idioms in English than figurative
cognate idioms. Heredia et al. suggested that language transfer between literally similar English and
Spanish idioms might slow down bilinguals as they become more fluent in their L2 (English): whereas
different idioms might be stored as single words, literally similar idioms might activate both L1 and L2
lexicons, slowing down processing. However, because Heredia et al. did not examine Spanish-dominant
bilinguals, and Irujo did not examine English-dominant bilinguals, there remains the open question of
the extent to which language transfer confers an advantage or disadvantage on the processing of literal-
figurative cognate idioms as bilingual fluency increases.

Some studies have investigated the relationship between bilingual fluency and the comprehension of
literal and figurative meaning, while others have investigated the differences between bilingual process-
ing of literal-figurative and figurative cognate idioms. The relationship between bilingual fluency and
the processing of literal and figurative cognate idioms, as well as the comprehension of literal vs. fig-
urative meaning for literal-figurative and figurative cognate idioms, have remained open questions. To
address them, this study examines the relationship between bilingual fluency and processing of literal vs.
figurative meaning for literal-figurative and figurative cognate idioms.

3 Methods

3.1 Participants
31 English-Spanish bilinguals between the ages of 18 and 22 who began learning Spanish between ages 0
and 17 were recruited. Participants’ Spanish ability was measured using the Bilingual Dominance Scale
(Dunn and Tree, 2009), which quantifies bilingual dominance in the range ±30 (where +30 indicates
complete Spanish dominance, -30 complete English dominance) using weighted factors including age
of acquisition and percent of language use. Participants’ bilingual dominance scores ranged from -30 to
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Idiom Literally
Congruent Target

Figuratively
Congruent Target

Incongruent
Target

Nonce
Distractor

de tal palo, tal astilla rama familia cielo avapa
from such stick, such splinter branch family sky
“the apple doesn’t fall far
from the tree”
tirar la toalla secar vencido pájaro frapo
throw the towel to dry defeated bird
“throw in the towel”

Table 2: Sample targets for idioms in the CCDMD index.

+24, with a mean score of -11 and median of -14.2

3.2 Materials
50 Spanish idiomatic expressions with both a literal and a figurative interpretation were gathered, 25
with literal English cognates and 25 with figurative English cognates.3 In addition, 25 non-idiomatic
control sentences with no close English equivalent were gathered, which acted as fillers. Idioms were
gathered from the Quebec Collegial Centre for Educational Materials Development (CCDMD)’s index
of trilingual idioms (CCDMD, 2009). Each idiom was then paired with three potential target words: one
literally congruent to the idiom (e.g., rama “branch” for de tal palo, tal astilla “from such a stick, such
a splinter”), one figuratively congruent (e.g., familia “family” for the same idiom), and one incongruent.
The control sentences were paired with a literally congruent target and an incongruent target (Table 2).

Tests were randomly generated by sampling the lists of literal-figurative cognate idioms, figurative
cognate idioms, and control sentences. Each test consisted of 12 of each type of idiom, four of which
were paired with each type of target (literally congruent, figuratively congruent, or incongruent). For the
control sentences, half were paired with (literally) congruent targets and half with incongruent targets. A
nonce target (created by randomly generating strings and keeping only those obeying Spanish phonotac-
tic constraints that were not valid Spanish words) was added to each sentence-target pair. The order of
the questions and of the nonce and valid target words was randomly shuffled.

3.3 Lexical Decision Task

Figure 2: A sample test in progress. The idiom Él guarda una carta en la manga (”He has an ace up
his sleeve”) was paired with the literal target naipe (“playing card”) and the nonce word pargen. The
participant then types the number of the correct answer, 1, in the response column.

The experiment was conducted virtually over Google Sheets (Figure 2). Clicking on a cell revealed
the priming sentence, after which there was a 3-second delay during which participants were instructed
to read the sentence carefully. Then, two answer choices (the valid Spanish target and the random
nonce word) appeared for 5 seconds in cells labelled 1 and 2. Participants were instructed to type the
number of the valid word as quickly as possible in another cell. All instructions on the test were given in

2Reaction time was tested on Spanish idioms and the range of abilities tested was limited from -30 (full English dominance)
to +24 (significant Spanish dominance) because of the difficulty of recruiting completely Spanish-dominant speakers.

3The full cognate list will be made available at github.com/efleisig/bilingual-cognate-idiom-study.
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Figure 3: RT by idioms’ cognate and target type.

Spanish.4 To record participants’ reaction time (RT), the time when the priming sentence appeared and
when participants typed the answer for each idiom after the answer choices appeared was then recorded.

Six results were discarded: one for failing to complete the test, two for not following the directions, and
three for participants’ Internet lag issues that prevented time from being recorded accurately. Analysis
was performed on the remaining 25 participants’ responses.

4 Results

4.1 Effect of Cognate and Target Type on Reaction Time

On average, all the bilingual participants processed literal-figurative cognate idioms faster than figurative
cognate idioms regardless of the target type (Figure 3). In addition, they processed target words related to
both the figurative and the literal meaning of the idiom faster than unrelated target words, and processed
target words related to the figurative meaning slightly faster than words related to the literal meaning.

4.2 Effect of Bilingual Dominance on Reaction Time

For each combination of idiom type (literal-figurative cognate, figurative cognate, or control) and tar-
get type (literally congruent, figuratively congruent, or incongruent), the relationship between bilingual
dominance and RT was measured using Spearman’s rank correlation (Table 3).

As Spanish fluency increased (measured by the Bilingual Dominance Scale), reaction time overall
decreased (Figure 4), indicating a correlation between fluency and RT (rs = -0.56, p = .004). There was
also a moderate correlation significant at the 0.05 level between Spanish fluency and RT for figurative
cognate idioms, for both literally (rs = -.56, p = .004) and figuratively (rs = -.47, p = .017) congruent
targets (Figures 5 and 6). However, for literal-figurative cognate idioms, there was a significant correla-
tion between Spanish fluency and RT for literally (rs = -.48, p = .015), but not figuratively (rs = -.16, p
= .43) congruent targets (Figures 7 and 8).

4A separate instructions page, not visible during the test itself, was given in Spanish and English in case some participants
were unable to fully understand the Spanish instructions.
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Cognate-Target Pair Spearman’s Rank Correlation p-Value
Literal-Figurative Cognate, Literal Target -0.4814 0.0148
Literal-Figurative Cognate, Figurative Target -0.1647 0.431
Literal-Figurative Cognate, Incongruent Target -0.1147 0.585
Figurative Cognate, Literal Target -0.5555 0.00394
Figurative Cognate, Figurative Target -0.4735 0.0168
Figurative Cognate, Incongruent Target -0.3450 0.0913
Control Sentence, Literal Target -0.2052 0.325
Control Sentence, Incongruent Target -0.3842 0.0579
Average for All Types -0.5553 0.00396

Table 3: Spearman rank correlation for bilingual dominance and RT, for each idiom and target type.
Results significant at the 0.05 level are in bold.

Figure 4: Average RT on all test items by Bilingual Dominance Score.

4.3 Differences between Strongly L1 and L2-Dominant Bilinguals
The differences in performance between the highest and lowest quartiles of Spanish dominance (i.e.,
the most English-dominant and the most Spanish-dominant bilinguals) were also measured (Figure 9).
The Spanish-dominant bilinguals had relatively similar RTs for literal and figurative targets regardless
of whether the idioms were literal-figurative or figurative cognates. By contrast, English-dominant bilin-
guals processed figurative targets faster when the idioms were literal-figurative cognates. This suggests
that the fact that bilingual fluency correlates with RT for literal targets for literal-figurative cognate id-
ioms, but not of figurative targets for literal-figurative cognate idioms, is due to effects on English-
dominant bilinguals, not Spanish-dominant bilinguals—i.e., English-dominant bilinguals are faster at
processing figurative targets than literal targets for literal-figurative cognate idioms.

5 Discussion

5.1 Bilingual Fluency and Processing Speed
In contrast with Heredia et al.’s results, bilinguals processed literal targets for literal-figurative cognate
idioms significantly faster as bilingual fluency increased. This finding could suggest that the primary
factor affecting bilingual processing of literal targets for literal-figurative cognate idioms is not language
transfer that slows down more fluent bilinguals. Rather, increased fluency results in shorter reaction
times (RTs) in bilinguals with greater Spanish dominance.

One possibility explaining these results is the languages tested. Both this study and Heredia et al.
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Figure 5: RT for figurative cognate idioms with literally congruent targets.

Figure 6: RT for figurative cognate idioms with figuratively congruent targets.

Figure 7: RT for literal-figurative cognate idioms with literally congruent targets.
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Figure 8: RT for literal-figurative cognate idioms with figuratively congruent targets.

Figure 9: RT by cognate and target type for the most English-dominant and Spanish dominant partici-
pants.

tested English-Spanish bilinguals, of whom the most Spanish-dominant bilinguals had learned Spanish
earlier in life. However, Heredia et al. tested participants in English, whereas this experiment examined
them in Spanish. Thus, in that study, language transfer might result in longer RTs in the tested language,
which was learned later on, but in this one, higher fluency resulted in shorter RTs in the tested language,
which was learned earlier on. Future work could repeat this study with English idioms to investigate that
possibility.

5.2 Transfer of Figurative Meaning
The experiment also found that bilingual fluency results in shorter RTs for both literally and figuratively
congruent targets for figurative cognate idioms. This suggests that as bilingual fluency increases, ability
to interpret idioms in one language independent of a literal cognate with the other language increases.
However, for literal-figurative cognate idioms, there was a significant correlation between Spanish flu-
ency and RT for literally congruent targets, but not figuratively congruent targets. Highly Spanish-
dominant bilinguals processed literal and figurative targets for literal-figurative and figurative cognate
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idioms at similar speeds, but English-dominant bilinguals were much slower at processing literal targets
for literal-figurative cognate idioms than figurative ones.

In terms of bilingual representation of cognates in the mental lexicon, one explanation for this trend
is that while Spanish-dominant bilinguals gained little advantage from an idiom’s status as a literal-
figurative cognate, English-dominant bilinguals were quicker at accessing the figurative meaning of
idioms that were literal-figurative cognates with a familiar English idiom. That is, Spanish-dominant
bilinguals may have processed idioms quickly regardless of whether they had a literal-figurative cognate
idiom in English because their processing of idioms in Spanish had little to no reliance on the English
lexicon. By contrast, the figurative meaning of the idiom was more readily accessible to the English-
dominant bilinguals when processing a literal-figurative cognate because they were accustomed to seeing
the idiom used figuratively in English: the idiom’s figurative meaning, interpreted non-compositionally,
was more salient in the English lexicon. This suggests that language transfer from L1 to L2 does occur
on the figurative level in L1-dominant bilinguals.

Future studies testing other languages on a larger scale are needed to examine whether these prelimi-
nary results indeed hold cross-linguistically. In addition, conceding the limitations of examining idioms
without context, future work could provide insight into how context affects the speed with which literal
or figurative meaning is interpreted. These extensions could provide further insight into idiom represen-
tation in the bilingual lexicon.

Acknowledgments

Many thanks to Christiane Fellbaum for her advice on this work.

References
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Abstract

We report ongoing research on linking elements in German compounds, with a focus on noun-
noun compounds in which the first constituent is ending in schwa. We present a corpus of about
3000 nouns ending in schwa, annotated for various phonological and morpho-syntactic features,
and critically, the dominant linking strategy. The corpus analysis is complemented by an un-
successful attempt to train neural networks and by a pilot experiment asking native speakers to
indicate their preferred linking strategy for nonce words. While neither the corpus study nor the
experiment offer a clear picture, the results nevertheless provide interesting insights into the in-
tricacies of German compounding. Overall, we find a predominance of the paradigmatic linking
element -n. At the same time, the results show that -n is not a default strategy.

1 Introduction

German compounds and especially noun-noun compounds often include a linking element (LE), i.e.
segmental material between the two constituents of a compound, such as -s in Liebesbrief ‘love let-
ter’ (liebe-s-brief [love-LE-letter]) or -er in Kindergarten ‘nursery’ (kind-er-garten [child-LE-garden]).
Though linking elements are a common phenomenon in Germanic languages, German is special because
of its rich inventory of linking elements: -e, -en, -ens, -er, -es, -n, -ns, -s, and -i/-o. Furthermore, deletion
and substitution may occur. Whether the number of linking elements can be diminished by assuming
variation similar to the allomorphic variation of the homophoneous inflectional affixes (e.g. -(e)n) is a
disputed topic (cf. Neef, 2015 and Nübling & Szczepaniak, 2013). The rules governing linking element
selection are anything but obvious, even native speakers of German are sometimes unsure of the “cor-
rect” choice. Linking elements also constitute a major challenge for natural language generation and
machine translation (e.g. Matthews et al. 2016)..

Our study investigates a very specific linking strategy, which has received less attention so far: the
deletion of a final schwa, in the literature sometimes referred to as subtractive linking element. An
example for this strategy is Endpunkt (‘endpoint’) which combines Ende (‘end’) and Punkt (‘point’).
Though schwa-deletion in itself does not apply to too many words, it affects some high frequency nouns
like Sache (‘thing’, ‘matter’) and Farbe (‘colour’, ‘paint’). To explore the phenomenon systematically,
we created a corpus of (almost) all simple nouns ending in schwa and asked two annotators to indicate
the preferred linking strategy for each of those nouns. Furthermore, we conducted a forced choice
experiment to gain further insights. We report both studies in turn.

2 Linking element selection in German

It is consensus that the choice of linking element is mainly determined by the left constituent in a com-
pound. Evidence comes from tupels like Tag-e-buch ‘diary’, lit. ‘day book’, Kind-er-buch ‘children’s
book’, Jugend-buch ‘book for adolescents’, Liebling-s-buch ‘favorite book’, Schul-buch (Schule+Buch)
‘school book’ which share the second constituent but differ in the first constituent and the linking el-
ement. Further evidence comes from coordinated compounds, such as Gesundheits- und Sozialwesen

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/.
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‘health care and welfare system’. Expanding this conclusion, Fuhrhop (1996) proposed that the lexical
representations of nouns includes specific stems for compounding. Notably, there a several cases that
weaken this proposal as they exhibit variation within a single noun, e.g. Tag-e-buch ‘diary’, Tagtraum
‘day dream’, Tag-es-satz ‘daily rate’ or Beere-n-schnaps ‘berry liquor’ and Blaubeer-schnaps ‘blue berry
liquor’. Arguably, though, some of the variation can be explained with reference to diachrony, e.g.
through fossilised forms. However, in the present paper, we focus on the role of the left constituent.

There is less consensus about the function of linking elements (for a critical overview see Neef
2015) and the conditions on LE selection for a given noun as the first constituent in a compound, but
see Fuhrhop (1996) and Nübling and Szczepaniak (2013) for comprehensive overviews of morpho-
phonological factors. For nouns ending in a schwa, the following descriptive generalisations have been
hypothesised. Feminine nouns as well as masculine nouns with weak declension pattern almost obliga-
torily take -n as the linking element, cf. Libben et al. (2002), Köpcke (1993). Schwa-deletion occurs
rarely, but for some nouns regularly, cf. Ortner et al. (1991). Schwa is never deleted when it constitutes
a suffix, cf. Aronoff and Fuhrhop (2002).

Previous studies examined the distribution of linking elements across the board, i.e. for all kinds of
nouns and all kinds of linking elements, by counting the occurrences in compounds in text corpora (e.g.
Ortner et al. 1991) or lexical resources like CELEX (e.g. Krott et al. 2007). The present study in contrast
focuses on a particular type of left constituent, namely nouns ending in schwa. In this sense the present
study is more limited; at the same time, it is more comprehensive since the corpus we present below
captures virtually all nouns of this specific type.

3 Corpus study

There is no resource one could use to look up compound strategies of German nouns. We therefore
created a new corpus, focusing on items that could in principle make use of schwa-deletion. The entire
corpus can be found at: https://gitlab.com/superpumpie/schwa_deletion.

3.1 Corpus creation
We web scraped all nouns ending in an <e> from the German Wiktionary (The Wikimedia Foundation,
2017b), using Beautiful Soup (Richardson, 2018). Using the information provided in the corresponding
Wiktionary entry, we restricted the extraction to nouns in which the final <e> represents a schwa and
which are not compounds themselves. We permitted derived nouns like Tränke (‘drinking trough’) be-
cause it has been claimed that schwa-deletion is permitted when schwa represents a suffix, cf. Aronoff
and Fuhrhop (2002). We manually corrected the output of the extraction scripts, and we excluded proper
names but kept demonyms. In a next step, we web scraped and extracted the following features: num-
ber of phonemes, CV structure, the phoneme preceding the schwa, grammatical gender, plural marker,
as well as an entry’s logged frequency in discussion threads of the German Wikipedia (The Wikime-
dia Foundation, 2017a), an entry’s most common preceding word, and most common succeeding word.
Further, a native speaker tagged whether an entry is or could be derived by means of schwa-suffixing.

3.2 Corpus annotation for linking strategies
Two annotators, native speakers of German and professional linguists, tagged their preferred linking
strategy for each of the items as the first constituent in a noun-noun compound. Whenever the two anno-
tators disagreed (prevalence: 26.6% of all items), a third linguist’s judgements were used as a tiebreaker.
If all three judgements diverged, we noted down a disagreement (prevalence: about 5%).

3.3 Corpus analysis
3.3.1 Probabilistic analysis
The corpus consists of 2994 critical items, 9 features as independent variables, and preferred linking
strategy as our dependent variable. Table 1 gives the distribution of linking elements broken down by
gender, excl. items for which the gender was not specified. Overall, we see a dominance of n-insertion
as the linking strategy in compounds, which is most pronounced in masculine nouns. Since -(e)n is the
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schwa-deletion null n-insertion other disagreement
feminine (N=2437) 6.2% (152) 18.9% (460) 69.8% (1700) 0.01% (2) 5.0% (123)
masculine (N=425) 0.0% (0) 8.5% (36) 85.6% (364) 1.2% (5) 4.7% (20)
neuter (N=132) 11.4% (15) 60.6% (80) 17.4% (23) 1.5% (2) 9.1% (12)
all (N=2994) 5.6% (167) 19.2% (576) 69.7% (2087) 0.3% (9) 5.2% (155)

Table 1: Distribution of linking strategies for nouns ending in schwa as tagged by the annotators.

plural marker for feminine nouns and marks both case (incl. genitive) and plural in masculine nouns in
the weak declension, which prototypically end in a schwa (Köpcke, 1995), the dominance of n-insertion
can be interpreted as a preference for paradigmatic linking elements.

Neuter nouns in contrast rarely form the plural and never the genitive with -n. Notably, only five of the
23 neuter nouns for which our annotators marked n-insertion as the preferred linking strategy form the
plural with -n. And although n-insertion is predominant in our corpus, it is by no means the only linking
strategy for feminine nouns ending in schwa – nor for masculine and neuter nouns.

The second most frequent compounding strategy is concatenation without a linking element (labelled
“null” in Table 1). Previous studies counting the frequency of linking elements for all types of nouns, i.e.
not just ending in a schwa, report that the majority of compounds lack an overt linking element: up to
73% in Ortner et al. (1991), 65% in Krott et al. (2007). Finding only 19% in our sample underscores the
assumption that linking elements are determined by the left constituent. For the few neuter nouns in our
corpus, null is the preferred linking strategy. Finally, as expected, schwa-deletion was rare, occurring in
less than 6% of all schwa-nouns. As before, there is a considerable gender effect.

A spot check of the corpus annotations seem to confirm the claim made in Aronoff and Fuhrhop
(2002) that suffix-schwa is never deleted. For all of the 19 apparent counterexamples, it seems that
corresponding compounds do involve the noun ending schwa but rather an alternative or older form
without the schwa (e.g. Geschrei(e) ‘yelling’, Piss(e) ‘piss’) or the base form from which the noun is
derived (e.g. the adjective süß ‘sweet’ versus Süße ‘sweetness’ in Süßholz or the verb stem schimpf
‘rant’ rather than the noun Schimpfe ‘ranting’ in Schimpfkanonade ‘long rant’).

3.3.2 Linear mixed effects models
To gain further insights, we analysed our corpus with several multi-factorial linear models, using R (R
Core Team, 2018) and the lme4 package (Bates et al., 2015), with the linking strategy as our dependent
variable and the other factors listed above, i.e. logged frequency, etc., as predictors. We vary the predic-
tors across models to be able to estimate their importance in explaining the observed variance. Crucially,
there is not a single good predictor and a great deal of the variance remains unexplained: The residual
SEs are around 0.22. The full output is too lengthy to be added here and a partial output would lack
context, and is thus omitted. In case of interest, it can be accessed on our GitLab (see above).

3.3.3 Machine learning models
We have also tried to train various machine learning models, incl. MLPs, CNNs, and LSTMs, using
various parameter settings. The difficulty is that we are facing a scarce data problem and that our attempts
result in F1-scores below 0.2. Since the results are poor and not very informative, we omit them for the
sake of brevity. However, in case of interest, they can be accessed at on our Gitlab. It is an open question
whether the results are due to the nature of the phenomenon or due to limitations of our set of features.

4 Production experiment

The lack of effective predictors and the dominance of -n suggest that n-insertion could be a form of
default strategy for nouns ending in schwa. Under this view, -n should also predominate in the absence
of lexical information, and schwa-deletion would be an exception that is lexically encoded. If so, com-
pounding of nonce words ending in schwa should apply n-insertion as the linking strategy.

To test this prediction, we conducted a forced choice experiment with nonce words. In contrast to
Dressler et al. (2000), who used existing words as the first constituent and nonce words as the second
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Figure 1: Results for nonce words in the experiment compared to the strategies observed in our corpus
(left: feminine nouns, right: masculine nouns). For corpus data, “else” includes “disagreement”.

constituent (e.g. Suppe ‘soup’ + Fend), we use nonce words as the first constituent and combine them
with an existing word. Items were created with a script using Python (Python Software Foundation,
2018), all having the following syllable structure: one or more consonants, followed by a vowel or diph-
thong, followed by one or more consonants, plus a final schwa. Examples include Trulve and Knüpse.
We manually checked the list for phonological and graphematic well-formedness and excluded items
that were phonologically or orthographically too close to existing words. From the remaining set, we
randomly sampled 16 items and varied their gender in a within-items design. We created two lists such
that each list contained each item in one of its two versions (fem. or masc.) and an equal number of fem.
and masc. critical items. In addition, each list contained 8 real nouns ending in schwa (4 fem., 4 masc.,
all the same in both lists), as well as 24 fillers, both nonce and real nouns not ending in a schwa.

Using Prolific (https://www.prolific.co), we recruited 24 native speakers of German. Par-
ticipants were requested to choose a linking element for compounding our experimental items with
Beschreibung (‘description’). The words were presented with the corresponding article to indicate the
gender (e.g. der Knüpse + die Beschreibung). Participants could choose between 7 response categories:
null (concatenation without an LE), +e, +er, +n, +s, schwa-deletion, and “others”. In total, we collected
304 data points for the critical nonce items. The data reveal a striking discrepancy between the distribu-
tion in the corpus of existing nouns ending in a schwa and the nonce words we tested in the experiment
(Figure 1). n-insertion as a default strategy would have predicted that almost all nonce words select that
strategy. However, this is not the case. Compared to the corpus data, the -n strategy is less prevalent in
nonce compounding.

These surprising findings challenge the idea of -n as a default strategy for nouns ending in schwa.
Assuming that linking strategies are encoded lexically, e.g. in form of specific compositional stems as
part of the lexical representations of the nouns (cf. Fuhrhop 1996), could explain both the lack of a
consistent default strategy observed with the nonce words and the failure of the LME model on the
corpus data to explain a great deal of the variance.

5 Concluding remarks

While many linking elements in German are well-researched, the phenomenon of schwa-deletion is still
an open question. The present paper explores the phenomenon in greater detail, by approaching it in
various ways. However, the results of all our approaches paint a picture that is complex. A first anal-
ysis provides some probabilistic tendencies – pointing towards a predominance of paradigmatic linking
elements. A linear mixed effects model could not identify a set of critical factors, though. The machine
learning models that we trained also return poor results. And the results of the production experiment
were also complex, hinting at the possibility that there is no default strategy. A plausible interpretation
of all our approaches is that the choice of strategy is often encoded lexically. We hope that the results
and the provided resources will be a starting point for further research and insights.1

1Both authors contributed equally. We thank the CogALex reviewers for their valuable feedback.
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Abstract 

Existing dictionaries may help collocation translation by suggesting associated words in the 
form of collocations, thesaurus, and example sentences.  We propose to enhance them with task-
driven word associations, illustrating the need by a few scenarios and outlining a possible ap-
proach based on word embedding.  An example is given, using pre-trained word embedding, 
while more extensive investigation with more refined methods and resources is underway. 

1 Introduction 

In practical bilingual lexicography, there is an important distinction between context-free and context-
sensitive translation.  Context-free translation refers to the general equivalents in a target language given 
for a particular headword in a source language; and context-sensitive translation refers to the rendition 
of a headword appropriately according to its occurrence in a given sentence or context.  What lexicog-
raphers often do is to first produce many translations of a headword in context, and then distill from 
them a safest equivalent to be the “direct translation” of the headword in the entry, which could be 
suitably used in most contexts (Atkins and Rundell, 2008).  This is in response to the habit of many users 
of bilingual dictionaries who will take the first equivalent found in the entry and use it without paying 
much attention to the actual context (Atkins and Varantola, 1997). 

In actual translation, however, plugging in the first equivalent found in a dictionary regardless of the 
context in front of the translator is exactly what is most discouraged.  Hence for a bilingual dictionary 
to be helpful to translators, adequate example sentences should be provided to enlighten users of differ-
ent rendition possibilities and their appropriateness in a variety of contexts.  On the other hand, for a 
translator to use a bilingual dictionary properly and smartly, one has to possess the skills to access the 
diverse contexts embedding a certain word and thus a whole range of context-sensitive equivalents in 
addition to the neutral but probably duller word choices. 

In this study, we focus on the translation of ADJ-N collocations from English to Chinese, and consider 
the lexical information demand on the translator’s part.  In addition to the access means in existing 
dictionaries, in the form of collocations, thesaurus, and examples, we propose to enhance them with 
task-driven word associations filtered from pre-trained word embedding.  This is expected to achieve 
three purposes: to extend the coverage of less common collocations, to assist translators in more precise 
word choices, and to encourage the use of different translation strategies appropriate in specific contexts. 

2 Collocations and Translation Strategies 

The translation of collocations has long been an issue (e.g. Chukwu, 1997; Shraideh and Mahadin, 2015), 
and different languages may not have the same collocations (McKeown and Radev, 2000).  In the current 
discussion, we focus on the translation of English ADJ-N collocations to Chinese, which may seem 
straightforward at times but could always be challenging when considered from the context-sensitive 
side.  Take a simple example like good friend.  It can be directly and compositionally rendered as 好朋
友 (good=好 + friend=朋友).  While in most cases this would be perfectly fine and most acceptable, in 

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://crea-
tivecommons.org/licenses/by/4.0/. 
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translation teaching we are nevertheless told that there are always other alternatives which may fit the 
contexts even better, and there are different strategies to achieve equivalence at various levels (e.g. Baker, 
2011).  This is especially salient for literary translation.  Hence, if the good friend in the source text 
refers to more or less a confidant, we may use another Chinese word 知己; or if the original emphasises 
the length and intensity of the friendship, phrases like 相知多年 (literally meaning “mutually know well 
for many years”) and友情深厚 (literally meaning “friendship is deep and thick”) may be used, amongst 
many other possible renditions. 

The above example shows that even for a simple ADJ+N collocation, a translator may need access to 
thesaural information, or near-synonyms, in both the source and target languages, to make appropriate 
lexical choices.  In addition to paradigmatic associations, syntagmatic associations are also necessary, 
to find out what words can naturally describe good and long friendship in the target language.  Moreover, 
even broader word associations are required to enable other translation strategies like transposition, 
modulation, and paraphrase, which involve the shift in word class and probably an extension into more 
culturally specific vocabulary items.  These three scenarios are further illustrated below, with reference 
to the Macmillan Dictionary1 and the Cambridge English-Chinese Dictionary2. 

2.1 Less Common Collocations 

The thesaural and collocational information available in a dictionary often only covers the most typical 
cases.  For instance, in the citations for honorary degrees or honorary fellowships in some universities 
in Hong Kong, the recipients are often praised for their remarkable contributions.  Looking up both 
words in the Macmillan Dictionary, the combination is not found in the entries, and also not under Col-
locations and examples.  The adjectives frequently used with contribution are: great, huge, important, 
major, outstanding, positive, significant, useful, and valuable.  Nouns frequently used with remarkable 
are given in several groups, like something done or achieved: achievement, career, feat, progress, re-
covery, success; being similar: resemblance, similarity; person or people: man, people, woman; etc. 
Meanwhile, from the bilingual Cambridge Dictionary, the combination is not demonstrated in any of the 
examples, and the context-free equivalents for remarkable (非凡的; 奇異的; 引人注目的 – all leaning 
toward the sense of extraordinary and unusual) cannot naturally collocate with contribution (貢獻 – 
something you do to help achieve something, disambiguated from money you give and article you write). 

2.2 Very Common Collocations 

While one has to find ways to think of the appropriate renditions for less common collocations, very 
common collocations may also demand some creativity on the translator’s side to go beyond the context-
free combinations.  For instance, when a high-level or general adjective (like good, great, or nice) is 
used to modify a noun, there could be a better and more specific adjective in the target language to go 
with the noun.  In practice, anything can be good and the most general equivalent of good is 好.  But to 
render good idea as 好主意 may not always be a good idea, depending on the actual context and style 
of the source text.  Under the idea entry in the Cambridge Dictionary, two of the example sentences 
show the use of good idea but both are rendered as  好主意.  There is another example with bright 
(=good) idea, translated as 好點子 (slightly informal).  The problem is how we may inspire translators 
with the other alternatives. 

2.3 Beyond Literal Translation 

There are times when literal translation is not all acceptable from the target language side, and a trans-
lator must resort to other strategies that inevitably involve a shift in word class, or when there is a much 
more idiomatic expression, sometimes cultural specific, for the rendition.  An example is vivid memories, 
as in “I still have vivid memories of my childhood”.  The bilingual Cambridge dictionary gives 栩栩如
生的; 鮮活的; 生動的 (which are more like “seeing something brought to life”) for vivid which are not 
likely to collocate with the equivalent of memory (記憶).  So the best translation is not necessarily in the 
                                                     
1 https://www.macmillandictionary.com/ 
2 https://dictionary.cambridge.org/ 
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form of ADJ+N, but rather done with a shift in word class, like 清楚記得 (clearly remember), 印象難
忘 (impressive, unforgettable), as well as other four-character Chinese idioms like 記憶猶新 and 歷歷
在目 which all suggest how clearly one remembers something. 

3 Task-driven Word Associations 

The issue here is therefore to expand lexical access routes in dictionaries, on top of the thesaural and 
collocational information as well as example sentences already found therein, to facilitate translators’ 
work and to inspire them of the possibilities for rendition.  Lexical access is largely concerned with word 
associations which form the basis of modelling the mental lexicon as a vast network (e.g. Aitchison, 
2003).  The interconnection of words in such a network can be used to account for and model various 
phenomena of the semantic memory like tip-of-the-tongue problem (e.g. Zock and Biemann, 2016).  
Free word associations include associative relations of different types and strengths.  Their statistical 
modelling from large corpora (e.g. Church and Hanks, 1990; Wettler and Rapp, 1993) has contributed 
to lexicography for finding collocations and thesaural groups.  There is a class of models and methods 
under distributional semantics (Harris, 1954; Baroni and Lenci, 2010; Clark, 2012), where word senses 
are represented by means of word co-occurrence vectors.  The main assumption is that similar words 
appear in similar contexts, and by comparing the similarity of the vector spaces, it makes a popular 
approach for extracting paradigmatically related words (e.g. Agirre et al., 2001; Biemann et al., 2004; 
Hill et al., 2015; Santus et al., 2016).  Word embedding (Mikolov et al., 2013) is a vector model among 
the latest trends. 

3.1 Associations for Different Purposes 

Kwong (2016) has shown from a comparison of English and Chinese free association norms that the 
association patterns are quite different.  Free associations tend to be paradigmatic relations in English 
(e.g. correct – right), but syntagmatic or collocational relations in Chinese (e.g. 正確 correct – 答案 
answer).  Collocations and thesaural groups obtained from large corpora, like those computed by the 
Sketch Engine (Kilgarriff et al., 2004), may not always agree with the word association norms.  Some-
times apparently strong associations may not rank high.  The main problem, however, is that the associ-
ations are not task-specific. 

As discussed in Section 2, when translating collocations, we need both paradigmatic and syntagmatic 
associations, and even broader relations.  At the same time, the associations should not be free, because 
they should be relevant to the collocation being translated.  Hence, while it is interesting to know what 
words are synonymous to remarkable, not all of them are relevant if they do not usually modify contri-
butions.  Similarly, it is useful to know what remarkable often modifies, but for this task they would not 
be informative if they are not also closely associated with contributions.  Hence, we need to be able to 
refer to the associations relevant for a particular purpose.  In other words, free associations should be re-
prioritised for specific language tasks. 

3.2 An Example 

In this example, we try to address the kind of situations discussed in Section 2.1.  Cosine similarities 
between words are computed with the pre-trained GloVe (6B tokens, 50d) word vectors (Pennington et 
al., 2014).  As the models learn the word representations from their usual contexts, word embeddings 
are known for their good job on computing word similarity and analogies, which are surprisingly intui-
tive and interesting.  But in contrast to what is usually highlighted, words with high similarities are not 
restricted to paradigmatically related words.  As shown in Figure 1, although remarkable and outstand-
ing are expected to be similar to each other, the similarity scores may actually be even higher between 
the adjectives and the nouns they modify.  For instance, the similarities for remarkable – achievements, 
outstanding – achievements, and outstanding – contributions are higher than those for remarkable – 
outstanding and contributions – achievements, which are paradigmatically related.  This observation 
implies two things: First, the words found similar to a given word may be considered free associations.  
Such associations may cover different kinds of relations.  Second, ADJ+N may share high similarity if 
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they often co-occur in the same context.  In this case, it is quite obvious that remarkable contributions 
may be a less seen combination compared with the others.  Thus this is another piece of information 
revealed from the similarity scores with respect to the closeness of the syntagmatically related words.  
Also, the similarity scores should be considered in a relative sense.  So depending on the task at hand, 
we should re-order the so-called similar words based on their parts of speech and relative scores to filter 
the useful information. 
 

 
 

 Remarkable Contribution 
 astonishing  contributions  
 accomplishment 9 exceptional 9 
 impressive  substantial  
 incredible  outstanding 9 
 amazing  achievement 9 
 surprising  extraordinary 9 

Figure 1: Similarity scores compared             Table 1: Some top associations 
 

3.3 Proposed Steps 

Hence, we should have a further interpretation of word embedding, and the information it may provide 
for our task.  What we do here is not only to look for similar words for one word, but check out similar 
adjectives and nouns back and forth to gather similar collocations for reference, to supplement the less 
seen combinations not covered in dictionaries.  Table 1 shows the top associations for remarkable and 
contribution based on similarity scores. 

First, screen the adjectives similar to remarkable and select those which have higher similarity with 
contribution than remarkable – contribution.  This gives us outstanding, extraordinary and exceptional.  
They are not shown in Table 1 because they were lower in the list, while it illustrates how we discard 
words highly similar to remarkable, like astonishing and amazing, for they are really less relevant with 
contribution. 

Second, are there any nouns associated with remarkable that are also similar to contribution?  In other 
words, find the words closely related to contribution that may be more commonly modified by remark-
able.  This gives us accomplishment(s), achievement(s) and success(es).  Words like milestone, inspira-
tion and impression are close to remarkable, but not to contribution, and they are pushed further down. 

Seeded by the selected associations, the links to them in bilingual dictionaries can offer more naviga-
tion routes for users, not only to the context-free equivalents, but the corresponding example sentences 
which may showcase more context-sensitive translations.  In this case, 卓越 (more used for outstanding) 
may be a better choice to go with 貢獻 (contribution), and of course, the latter may also have other 
synonymous alternatives in Chinese. 

4 Ongoing Work 

We have only outlined the steps to be tried, in their primitive and crude forms.  But while the means are 
still under investigation, the ends are clear.  The word associations modelled from large corpora may 
give nice results in certain cases, but in practice the associated words can often be so broadly related that 
they will simply not be equally activated when a person is performing a particular language task.  Hence, 
we need task-driven associations to focus on the most relevant associated words in a given context.  In 
this study, we have used collocation translation as a task and proposed to filter the associations by means 
of similarity or closeness obtained from word embedding.  By doing so, we expect to enhance the lexical 
access means in dictionaries to assist translators in producing both faithful and fluent renditions. 

In the present discussion, we only used a pre-trained embedding for some preliminary exploration for 
one scenario.  More extensive work is underway, including the refinement of the method to handle dif-
ferent scenarios, the development of a systematic collocation set for testing, and the use of both English 
and Chinese word embedding in the process. 

Remarkable Contributions 

Outstanding Achievements 

0.6575 0.6921 

0.5452 

0.7164 

0.7529 0.8018 
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Abstract 

During sentence comprehension, humans adjust word meanings according to the combination 
of the concepts that occur in the sentence. This paper presents a neural network model called 
CEREBRA (Context-dEpendent meaning REpresentation in the BRAin) that demonstrates this 
process based on fMRI sentence patterns and the Concept Attribute Representation (CAR) the-
ory. In several experiments, CEREBRA is used to quantify conceptual combination effect and 
demonstrate that it matters to humans. Such context-based representations could be used in fu-
ture natural language processing systems allowing them to mirror human performance more 
accurately. 

1! Introduction 

A word meaning is more than an entry in a dictionary. It involves a vast amount of knowledge relating 
the scenes and experiences people encounter (i.e., a rich encyclopedic knowledge), a set of referents to 
which the word properly applies (i.e., the boy was angry vs. the chair was angry), combination of other 
words, and grammatical constructions in which the word occurs. The meaning of the word varies from 
situation to situation and across contexts of use. For example, the word small means something different 
when used to describe a mosquito, a whale, or a planet. The properties associated with small vary in 
context-dependent ways: It is necessary to know what the word means, but also the context in which is 
used, and how the words combine in order to construct the word meaning (Medin & Shoben, 1988).  

While humans have a remarkable ability to form new word meanings by combining existing concepts, 
modeling this process is challenging (Hampton, 1997; Janetzko 2001; Middleton et al, 2011; Murphy, 
1988; Sag et al., 2002). The same concept can be combined to produce different meanings: corn oil 
means oil made of corn, baby oil means oil rubbed on babies, and lamp oil means oil for lighting lamps 
(Wisniewski, 1997, 1998). Since lamp is an object, oil is likely to be a member of the inanimate category. 
However, corn and baby are living things, which suggest otherwise. How do language users determine 
the membership structure of such combinations of concepts, and how do they deduce the interpretation? 
As this example illustrates, there is no simple rule on how to combine concepts (Cohen et al., 1984).  

Computational models of such phenomena could potentially shed light into human cognition and 
advance AI applications that interact with humans via natural language. Such applications need to be 
able to understand and to form by themselves novel combinations of concepts. Consider for example 
virtual assistants such as Siri, OK Google, or Alexa. These applications are built to answer questions 
posed by humans in natural language. All of them have natural language processing software to 
recognize speech and to give a response. However, whereas humans process language at many levels, 
machines process linguistic data with no inherent meaning. Given the ambiguity and flexibility of human 
language, modeling human conceptual representations is essential in building AI systems that interact 
effectively with humans.   

Today’s experimental methods allow studying neural mechanisms underlying the semantic memory 
system. Neuroimaging (fMRI) technology, for instance, provides a way to measure brain activity during 
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word and sentence comprehension. When humans listen or read sentences they use different brain 
systems to simulate seeing the scenes and performing the actions that are described. As a result, parts of 
the brain that control these actions light up in the fMRI. Hence, semantic models have become a popular 
tool for prediction and interpretation of brain activity.  

Recently, Machine Learning systems in vision and language processing have been proposed based on 
single-word vector spaces (Mikolov et al., 2013; Vinyals et al., 2015). They are able to extract low-level 
features in order to recognize concepts (e.g. cat), but such representations are shallow and fall short from 
symbol grounding (meaning). In general, these models build semantic representations from text corpora, 
where words that appear in the same context are likely to have similar meanings (Baroni et. al., 2010; 
Burgess, 1998; Devlin et al., 2018; Harris, 1970; Landauer & Dumais, 1997; Mikolov et al., 2013 Peters 
et al., 2018;). This problem has driven researchers to develop new componential approaches where 
concepts are represented by a set of basic features, integrating different modalities like textual and visual 
inputs. (Anderson et al., 2019; Bruni et al., 2012; Silberer & Lapata, 2014, Vinyals et. al., 2015). 
However, even with these multimodal embedding spaces, such vector representations lack intrinsic 
meaning, and therefore sometimes different concepts may appear similar.  

A truly multimodal representations should account for the full array of human senses (Bruni et al., 
2014). Embodiment theories of concept representation provide such an array (Barsalou, 1987; Binder et 
al., 2009; Landau et al., 1998; Regier, 1996). They allow for a direct analysis in terms of sensory, motor, 
spatial, temporal, affective, and social experience. Further, these theories can be mapped to brain 
systems. Recent fMRI studies helped identify a distributed large-scale brain network of multimodal 
sensory systems linked to the storage and retrieval of conceptual knowledge (Binder et al., 2009). This 
network was then used as a basis for Concept Attribute Representation (CAR) theory (a.k.a. the 
experiential attribute representation model). This theory is a semantic approach that represents concepts 
as a set of features that are the basic components of meaning, and grounds them in brain systems (Binder 
et al., 2009, 2011, 2016a, 2016b). 

An intriguing challenge to semantic modeling is that concepts are dynamic, i.e. word meaning 
depends on context and recent experiences (Barsalou et al., 1993; Pecher et al., 2004; Yee et al., 2016). 
For example, a pianist would invoke different aspects of the word piano depending on whether he will 
be playing in a concert or moving the piano. When thinking about a coming performance, the emphasis 
will be on the piano’s function, including sound and fine hand movements. When moving the piano, the 
emphasis will be on shape, size, weight and other larger limb movements (Barclay et al., 1974).  

This paper addresses the challenge of dynamic representations based on CAR theory. The assumption 
is that words in different sentences have different representations. Therefore, different features in CARs 
should be weighted differently depending on context, that is, according to the combination of concepts 
that occur in the sentence. A neural network model is used to map brain-based semantic representations 
of words (CARs) into fMRI data of subjects reading everyday sentences. The goal is to identify how the 
weightings of the attributes in the CARs change to account for context (Aguirre-Celis & Miikkulainen, 
2017, 2018, 2019, 2020). In this paper, the CAR theory is first reviewed, and the sentence collection, 
fMRI data, and word representation data described. Then, the computational model is presented followed 
by three evaluation studies: an individual example on the conceptual combination effect on word 
meanings, an aggregate study across the entire corpus of sentences, and a behavioral analysis to evaluate 
the neural network model. 

2! Modeling Framework 

To understand how word meanings change under the context of a sentence, three issues are addressed: 
(1) How are concepts represented? Componential theories of lexical semantics assume that concepts 
consist of a set of features that constitute the basic components of meaning. CAR theory represents such 
features in terms of known brain systems, relating semantic content to systematic modulation in 
neuroimaging activity. (2) How do word meanings change in the context of a sentence? A word is broken 
into various features that can become active at different rates in different situations. According to CAR 
theory, the weights given to different feature dimensions are modulated by context. (3) What tools and 
approaches can be used to quantify such changes? CAR theory assumes that context modifies the 
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baseline meaning of a concept. A computational model can test this assumption by using sentence fMRI 
patterns and the CAR semantic feature model to characterize how word meanings are modulated within 
the context of a sentence. The first two issues are addressed by the CAR theory. The third issue is ad-
dressed by CEREBRA, or Context-dependent mEaning REpresentation in the BRAin, a neural network 
model based on CAR theory.  

2.1! Concept Attribute Representation (CAR) Theory 

CAR theory is a semantic approach that represents concepts as a set of features that are the basic 
components of meaning (Anderson et al 2016, Binder, 2016a; Smith et al, 1974). They are composed of 
a list of well-known modalities that correspond to specialized sensory, motor and affective brain 
processes, systems processing spatial, temporal, and casual information, and areas involved in social 
cognition. The features directly relate semantic content to systematic modulation of neuroimaging 
activity. This theory has been mostly applied to the task of prediction of neural activity patterns for 
individual concepts and entire sentences (Anderson et al., 2016, 2017, 2018, 2019; Binder et al., 2009, 
2011, 2016a, 2016b, Fernandino et al., 2015).  

Each word is modeled as a collection of 66 features that captures the strength of association between 
each neural attribute and word meaning. Furthermore, the degree of activation of each attribute 
associated with the concept can be modified depending on the linguistic context, or combination of 
words in which the concept occurs. Thus, people weigh concept features differently to construct a 
representation specific to the combination of concepts in the sentence.  

Figure 1 shows the weighted CARs for the generic representation of the concept bicycle. The weight 
values represent average human ratings for each feature. For a more detailed account of this theory see 
Binder et al. (2009, 2011, 2016a, and 2016b). 

 
Figure 1: Bar plot of the 66 semantic features for the word bicycle (Binder et al., 2009, 2011, 2016a,2016b). It has 
low weightings on animate attributes such as Face, Body, and Speech, and emotions including Sad, and Fear and 
high weighting on attributes like Vision, Shape, Touch, and Manipulation. Similarly, it includes high weightings 
in Motion, Fast, Lower Limb and Path, since bicycle is considered a vehicle. CARs for bicycle. 

2.2! Data Collection and Processing 

The CEREBRA model is based on the following sets of data: A sentence collection prepared by Glasgow 
et al. (2016), the semantic vectors (CAR ratings) for the words obtained via Mechanical Turk, and the 
fMRI images for the sentences, the last two were collected by the Medical College of Wisconsin (An-
derson et al., 2016; Binder et al., 2016a, 2016b). Additionally, fMRI representations for individual words 
(called SynthWord) were synthesized by averaging the sentence fMRI. 
Sentence Collection: A total of 240 sentences were composed of two to five content words from a set 
of 242 words (141 nouns, 39 adjectives and 62 verbs). The words were selected toward imaginable and 
concrete objects, actions, settings, roles, state and emotions, and events. Examples of words include 
doctor, boy, hospital, desk, red, flood, damaged, drank, agreement, happy, hurricane, summer, chicken, 
and family. An example of a sentence containing some of those words is The flood damaged the hospital. 
Semantic Word Vectors: The 242 words (CAR) ratings were collected through Amazon Mechanical 
Turk (Anderson et al., 2016; Binder et al., 2016a). In a scale of 0-6, the participants were asked to assign 
the degree to which a given concept is associated with a specific type of neural component of experience 
(e.g. “To what degree do you think of a bicycle as having a fixed location, as on a map?”). Approximately 
30 ratings were collected for each word. After averaging all ratings and removing outliers, the final 
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attributes were transformed to unit length yielding a 66-dimensional feature vector (Figure 1). In this 
manner, the representations map the conceptual content of a word to the corresponding neural 
representations, unlike other systems where the features are extracted from text corpora and the meaning 
is determined by associations between words and between words and contexts (Burgess, 1998; Landauer 
& Dumais, 1997; Mikolov et al., 2013).  
Neural fMRI Sentence Representations: To obtain the neural correlates of the 240 sentences, subjects 
viewed each sentence on a computer screen while in the fMRI scanner. The sentences were presented 
word-by-word using a rapid serial visual presentation paradigm, with each content word exposed for 
400ms followed by a 200ms inter-stimulus interval. Participants were instructed to read the sentences 
and think about their overall meaning. 

Eleven subjects took part in this experiment producing 12 repetitions each. The fMRI data were pre-
processed using standard methods. The transformed brain activation patterns were converted into a 
single-sentence fMRI representation per participant by taking the voxel-wise mean of all repetitions 
(Anderson et al., 2016; Binder et al., 2016a, 2016b). Due to noise inherent in the neural data, only eight 
subject fMRI patterns were used for this study. To form the target for the neural network, the most 
significant 396 voxels per sentence were then chosen (to match six case-role slots of the content words 
consisting of 66 attributes each) and scaled to [0.2..0.8].  
Synthetic fMRI Word Representations: The neural data set did not include fMRI images for words in 
isolation. Therefore a technique developed by Anderson et al. (2016) was adopted to approximate them. 
The voxel values for a word were obtained by averaging all fMRI images for the sentences where the 
word occurs. These vectors, called SynthWords, encode a combination of examples of that word along 
with other words that appear in the same sentence. Thus, the SynthWord representation for mouse ob-
tained from sentence 56:The mouse ran into the forest and sentence 60:The man saw the dead mouse 
includes aspects of running, forest, man, seeing, and dead, altogether. Due to the limited number of 
sentences, some of SynthWords became identical and were excluded from the dataset. The final 
collection includes 237 sentences and 236 words (138 nouns, 38 adjectives and 60 verbs). 

3! Computational Model 

CEREBRA model was developed to investigate how words change under the context of a sentence using 
imaging data (Figure 2). It is based on the CAR semantic feature model and the FGREP neural network 
architecture (Forming Global Representations with Extended Backpropagation; Miikkulainen & Dyer, 
1991). The model is trained to predict fMRI patterns of subjects reading everyday sentences. The 
FGREP mechanism is used to determine how the CARs would have to change to predict the fMRI 
patterns more accurately. These changes represent the effect of context; it is thus possible to track the 
brain dynamic meanings of words by tracking how the CARs feature-weightings change across contexts. 

More specifically, the model is first trained to map CARWords (word attribute ratings) to SynthWords 
(fMRI synthetic words). Once it has learned this task, it is used to modify CAR words in context. 
SynthWords are combined to form SynthSent for the predicted sentence by averaging all words in the 
sentence. The SynthSent is then compared to the actual fMRISent (original fMRI data), to form a new 
error signal. That is, for each sentence, the CARWords are propagated and the error is formed as before, 
but during backpropagation, the network is no longer changed. Instead, the error is used to change the 
CARWords themselves (which is the FGREP method; Miikkulainen & Dyer 1991). This modification 
can be carried out until the error goes to zero, or no additional change is possible (because the CAR 
attributes are already at their max or min limits). Eventually, the revised CARWord represents the word 
meaning in the current sentence. 

The CEREBRA model was trained 20 times for each of the eight fMRI subjects with different random 
seeds. A total of 20 different sets of 786 context  word representations (one word representation for each 
sentence where the word appears) were thus produced for each subject. Afterwards, the mean of the 20 
representations was used as the final representation for each word (per subject). It is important to 
emphasize that the goal of the CEREBRA model is not to predict the fMRI patterns as accurately and 
generally as possible, instead, it is used as a framework to identify and measure context-dependent 
changes in the CAR words (Aguirre-Celis & Miikkulainen, 2017, 2018, 2019, 2020). 
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Figure 2: The CEREBRA model to account for context effects. After the model has been trained to map CARWords 
to SynthWords, it is used to determine how CAR words change in context. (1) Propagate CARWords to 
SynthWords. (2) Construct SynthSent by averaging the SynthWords into a prediction of the sentence. (3) Compare 
SynthSent with the observed sentence fMRI. (4) Backpropagate the error with FGREP for each sentence, freezing 
network weights and changing only CARWords. (5) Repeat until error reaches zero or CAR components reach 
their upper or lower limits. Thus, the CEREBRA model captures context effects by mapping brain-based semantic 
representations to fMRI sentence images. 

4! Experiments and Results 

To evaluate the performance of CEREBRA as well as the context-based representations, two computa-
tional experiments and a behavioral analysis were conducted. The first two experiments measure how 
the CAR representation of a word changes in different sentences, and correlates these changes to the 
CAR representations of the other words in the sentence (OWS). The behavioral study evaluates the 
CEREBRA context-based representations against human judgements. Next, an individual example of 
the conceptual combination effect is first presented, followed by the aggregate analysis and the behav-
ioral study.  

4.1! Analysis of an Individual Example 

In the CAR theory, concepts’ interaction arises within multiple brain networks, activating similar brain 
zones for both concepts. These interactions determine the meaning of the concept combination (Binder, 
2016a, 2016b). As an example, consider the noun-verb interactions in Sentence 200: The yellow bird 
flew over the field, and Sentence 207: The red plane flew through the cloud. Since bird is a living thing, 
animate dimensions related to agency such as sensory, gustative, motor, affective, and cognitive expe-
riences are expected to be activated, including attributes like Speech, Taste, and Smell. In contrast, plane 
flew is expected to activate inanimate dimensions related to perceiving an object, as well as Emotion, 
Cognition, and Attention. 

Figure 3 shows the CARs for the word flew in the two sentences after they were modified by CERE-
BRA as described in Figure 2 and averaged across all eight subjects. In Sentence 200 there were indeed 
high activations on animate attributes like Biomotion, Smell and Taste, Music, Speech, as well as Com-
munication and Cognition. In contrast, Sentence 207 emphasizes perceptual features like Color, Size, 
and Shape, Weight, Audition, Loud, Duration, Social, Benefit, and Attention.  

The effect of conceptual combination on word meaning is clearly seen in this example. As the context 
varies, the overlap on neural representations create a mutual enhancement, producing a difference be-
tween animate and inanimate contexts. The CEREBRA model encodes this effect into the CAR repre-
sentations where it can be measured. In other experiments, a similar effect was observed for other noun-
verb pairs, as well as several adjective-noun pairs. Next, this effect is quantified statistically across the 
entire corpus of sentences. 
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Figure 3: Contrasting the conceptual combination effect in two different sentences. In Sentence 200 (blue bars), 
the CAR representation modified by CEREBRA for the word flew has salient activations on animate features, 
likely denoting bird properties like Biomotion, Smell and Taste, and Communication. In Sentence 207 (white 
bars), it has high activations on inanimate object features, describing a Loud, Large, and Heavy object such as a 
plane. Thus, there is a clear difference between animate and inanimate features found in each sentence. 

4.2! Aggregation Analysis 

The aggregation study hypothesis is based on the idea that similar sentences have a similar effect, and 
this effect is consistent across all words in the sentence. This effect was verified in the following process: 

1.! For each subject, modified CARs for each word in each sentence were formed through CEREBRA 
as described in Figure 2.  

2.! A representation for each sentence, SynthSent, was assembled by averaging the modified CARs.  
3.! Agglomerative hierarchical clusters of sentences were formed using the set of SynthSents. The Ward 

method and Euclidean metric were used to measure the distance between clusters and observations 
respectively. The process was stopped at 30 clusters, i.e., at the point where the granularity appeared 
most meaningful (e.g., sentences describing open locations vs. closed locations).  

4.! Each cluster of sentences is expected to reveal similar changes in some of the dimensions. To 
recognize such common patterns of changes, the next step is to calculate the average of the changes 
for words with similar roles, e.g., hospital, hotel, and embassy (within the same cluster of sentences). 
To that end, the differences between the modified and original CAR representations are measured 
separately for each CAR dimension in each word role, and their significance estimated using Stu-
dent's t-test. 

5.! The modified CARs of the OWS were averaged.  
6.! Pearson's correlations were then calculated between the modified CARs and the average CARs of 

the OWS across all the dimensions.  
7.! Similarly, correlations were calculated for the original CARs.  
8.! These two correlations were then compared. If the modified CARs correlate with the CARs of the 

OWS better than the original CARs, context effect based on conceptual combination is supported. 

In other words, this process aims to demonstrate that changes in a target word CAR originate from 
the OWS. For example, if the OWS have high values in the CAR dimension for Music, then that dimen-
sion in the modified CAR should be higher than in the original CAR for such target word. The correlation 
analysis measures this effect across the entire CAR representations. It measures whether the word mean-
ing changes towards the context meaning. For more detail see (Aguirre-Celis & Miikkulainen, 2019). 

The results are shown in Figure 4. The correlations are significantly higher for new CARs than for 
the original CARs across all subjects and all roles. Furthermore, the AGENT role represents a large part 
of the context in both analyses (i.e., modified and original CARs). Thus, the results confirm that the 
conceptual combination effect occurs reliably across subjects and sentences, and it is possible to quantify 
it by analyzing the fMRI images using the CEREBRA model on CARs. As a summary, the average 
correlation was 0.3201 (STDEV 0.020) for original CAR representations and 0.3918 (STDEV 0.034) 
for new CAR representations. 
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Figure 4: Correlation results. Average correlations analyzed by word class for eight subjects comparing original 
and new CARs vs. the average of the OWS respectively. A moderate to strong positive correlation was found 
between new CARs and the OWS, suggesting that features of one word are transferred to OWS during conceptual 
combination. Interestingly, the original and new patterns are most similar in the AGENT panel, suggesting that 
this role encodes much of the context. 

4.3! Mapping Brain to Behavior 

A behavioral analysis was designed to evaluate the CEREBRA’s context-based representations via 
human judgements. That is, Sections 4.1 and 4.2 showed that differences in the fMRI patterns in sentence 
reading can be explained by context-dependent changes in the semantic feature representations of the 
words. The goal of this section is to show that these changes are meaningful to humans. Therefore, 
human judgements are compared to changes predicted by the CEREBRA model.  
Measuring Human Judgements: A survey was designed to characterize context-dependent changes by 
asking the subject directly: In this context, how does this attribute change? Human judgements were 
crowdsourced using Google Forms in accordance with the University of Texas at Austin Institutional 
Review Board (2018-08-0114). 

The complete survey is an array of 24 questionnaires that include 15 sentences each. For each 
sentence, the survey measures 10 attribute changes for each target word. Only the top 10 statistically 
most significant attribute changes for each target words (roles) were used. Overall, each questionnaire 
thus contains 150 evaluations. For example, a questionnaire might measure changes on 10 specific 
attributes such as ‘is visible’, ‘living thing that moves’, ‘is identified by sound’, ‘has a distinctive taste’, 
for a specific word class such as politician, for 15 sentences such as The politician celebrated at the 
hotel. A particular example sentence questionnaire is shown in Figure 5. 

Human responses were first characterized through data distribution analysis. Table 1(a) shows the 
number of answers “less” (-1), “neutral” (0), and “more” (1) for each participant. Columns labeled P1, 
P2, P3, and P4 show the answers of the participants. The top part of the table shows the distribution of 
the raters’ responses and the bottom part shows the level of agreement among them. As can be seen from 
the table, the participants agreed only 47% of the time. Since the inter-rater reliability is too low, only 
questions that were the most reliable were included, i.e., where three out of four participants agreed. 
There were 1966 such questions, or 55% of the total set of questions.  
Measuring Model Predictions: The survey directly asks for the direction of change of a specific word 
attribute in a particular sentence, compared to the word’s generic meaning. Since the changes in the 
CEREBRA model range within (-1,1), in principle that is exactly what the model produces. However, 
during the experiments it was found that some word attributes always increase, and do so more in some 
contexts than others. This effect is related to conceptual combination (Hampton, 1997; Wisniewsky, 
1998), contextual modulation (Barclay, 1974), and attribute centrality (Medin & Shoben, 1988): the 
same property is true for two different concepts but more central to one than to the other (e.g., it is more 
important for boomerangs to be curved than for bananas).  
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Figure 5: An example sentence in the survey. The 
sentence is The politician celebrated at the hotel, the 
target word is politician in the role of Agent. Ten 
different attribute changes are measured by selecting 
whether the attribute increased (“more”), decreased 
(“less”) or remained “neutral”. These human 
judgements were then matched with those predicted by 
CEREBRA. 

 

 
(a) Human Responses 

 
(b)Matching Predictions 

 

 
(c) Statistical Significance 

 
Table 1: Comparing CEREBRA predictions with human judgements. (a) Distribution analysis and inter-rater 
agreement. The top table shows human judgement distribution for the three responses “less” (-1), “neutral” (0), 
and “more” (1). The bottom table shows percentage agreement for the four participants. Humans agree 47% of the 
time. (b) Matching CEREBRA predictions with human data, compared to chance baseline. The table shows the 
average agreement of the 20 repetitions across all subjects. CEREBRA agrees with human responses 54% while 
baseline is 45% - which is equivalent to always guessing “more”, i.e., the largest category of human responses. (c) 
Statistical analysis for CEREBRA and baseline. The table shows the means and variances of CEREBRA and 
chance models for each subject and the p-values of the t-test, showing that the differences are highly significant. 
Thus, the context-dependent changes are actionable knowledge that can be used to predict human judgements. 
 

The direction of change is therefore not a good predictor of human responses. Instead these changes 
need to be measured relative to changes in the OWS. Three approaches were thus used to evaluate the  
changes: (1) What is the effect of the rest of the sentence in the target word? This effect was measured 
by computing the average of the CEREBRA changes (i.e., new-original) of the OWS, and subtracting 
that average change from the change of the target word. (2) What is the effect of the entire sentence in 
the target word? This effect was measured by computing the average of the CEREBRA changes (i.e.,  
new-original) of all the words in the sentence including the target word, and subtracting that average 
change from the change of the target word. (3) What is the effect of CARs used in context as opposed 
to CARs used in isolation? This effect was measured by computing the average of the CEREBRA 
changes (i.e., new-original) of the different representations of the same word in several contexts, and 
subtracting that average change from the change of the target word .  
Matching Model Predictions with Human Judgements: In order to demonstrate that the CEREBRA 
model has captured human performance, the agreements of the CEREBRA changes and human surveys 

HUMAN&RESPONSES
&&&&&&DISTRIBUTION

Resp/Part P1 P2 P3 P4 AVG %
!1 2065 995 645 1185 1223 34.0%
0 149 1120 1895 1270 1109 30.8%
1 1386 1485 1060 1145 1269 35.3%

TOT 3600 3600 3600 3600 3600 100%

&&&&&&&&PARTICIPANT
AGREEMENT&ANALYSIS&

P1 P2 P3 P4 AVERAGE %
P1 0 1726 1308 1650 1561 43%
P2 1726 0 1944 1758 1809 50%
P3 1308 1944 0 1741 1664 46%
P4 1650 1758 1741 0 1716 48%

TOTAL 6751
AVG&xPART 1688

AVERAGE //Particip/match/each/other 47%

!PARTICIPANTS!AVERAGE!AGREEMENT
RATINGS HUMAN CEREBRA CHANCE
!"1/0 1074 466 8
1 892 587 886

TOTAL 1966 1052 894
Match!each!other 54% 45%

SUBJECTS CEREBRA CHANCE p"value
MEAN VAR MEAN VAR

S5051 1033 707.25 894 6.01 3.92E&24
S9322 1035 233.91 894 7.21 6.10E&33
S9362 1063 224.41 894 11.52 5.22E&36
S9655 1077 94.79 894 7.21 3.89E&44
S9701 1048 252.79 895 12.03 1.83E&33
S9726 1048 205.82 894 4.62 1.73E&35
S9742 1075 216.77 895 7.21 1.65E&37
S9780 1039 366.06 894 2.52 6.10E&30
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need to be at least above chance. Therefore a baseline model that generated random responses from the 
distribution of human responses was created. The three CEREBRA approaches produced very similar 
results, therefore only those of the third approach are reported in Table 1(b), and the statistical 
significance of the comparisons in Table 1(c).  

The CEREBRA model matches human responses in 54% of the questions when the baseline is 45% 
- which is equivalent to always guessing “more”, i.e., the largest category of human responses. The 
differences shown in Table 1(c) are statistically strongly significant for all of the eight subjects. These 
results show that the changes in word meanings (i.e., due to sentence context observed in the fMRI and 
interpreted by CEREBRA) are real and meaningful to humans (Aguirre-Celis & Miikkulainen, 2020). 

5! Discussion and Future Work 

An interesting future work direction would be to replicate the study on a more extensive data set with a 
fully balanced stimuli and with fMRI images of individual words. The differences should be even 
stronger and it should be possible to uncover more refined effects. Such data should also improve the 
survey, since it would be possible to identify questions where the effects can be expected to be more 
reliable.  

Compared to other approaches, such as distributional semantic models (DSMs), CAR theory enables 
a mapping between conceptual content and neural representations. In CARs conceptual knowledge is 
distributed across a small set of modality-specific neural systems that are engaged when instances of the 
concept are experienced. In contrast, DSMs reflect conceptual knowledge acquired through a lifetime 
of linguistic experience, and they are not grounded on perception and action. Experiential data specify 
the perceived physical attributes or properties associated with the referents of words (e.g., a carrot refers 
to an object whose attributes describes it as orange, conical/cylindrical, juicy, crispy, sweet). In contrast, 
linguistic data specify how a given word is statistically distributed across different texts (e.g., a carrot is 
a root vegetable, usually orange, Dutch invented the orange carrots, it contains high carotene, human 
body turns carotene into vitamin A). A lot of experiential data is usually unstated in such texts. Thus, 
experiential data provide a foundation that support both perceptual data (e.g., answering “orange” to 
“What color are carrots?), as well as associative/encyclopedic data (e.g., answering “rabbit” to “What 
animal likes to eat carrots?”; Anderson et al., 2019; Andrews et al., 2009; Martin, 2007).  

In the future, multimodal CEREBRA representations could be used to make natural language pro-
cessing systems more robust. For instance, it may be possible to train a neural network to represent 
context simultaneously from both DSMs and CEREBRA representations as part of a natural language 
understanding system for service robot applications. For instance, service robots with such 
representations would have the capability to understand natural language commands (e.g., watering 
plants), to have encyclopedic knowledge (i.e., to make decisions), to ground language by adapting to the 
environment (i.e., object recognition, location) and by understanding novel concepts (i.e., “rain water”). 
Thus, the CEREBRA representations provide the experiential-based data (i.e., concrete words) and the 
DSMs provide the association-based data (i.e., abstract words), leading to a more robust performance. 

6! Conclusion 

The CEREBRA model was constructed to test the hypothesis that word meanings change dynamically 
based on context. The results suggest three significant findings: (1) context-dependent meaning 
representations are embedded in the fMRI sentences, (2) they can be characterized using brain-based 
semantic representations (CARs) together with the CEREBRA model, and (3) the attribute weighting 
changes are real and meaningful to the subjects. CEREBRA thus takes a step towards understanding 
how the brain constructs sentence-level meanings dynamically from word-level features. 
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Abstract

Understanding context-dependent variation in word meanings is a key aspect of human language
comprehension supported by the lexicon. Lexicographic resources (e.g., WordNet) capture only
some of this context-dependent variation; for example, they often do not encode how closely
senses, or discretized word meanings, are related to one another. Our work investigates whether
recent advances in NLP, specifically contextualized word embeddings, capture human-like dis-
tinctions between English word senses, such as polysemy and homonymy. We collect data from
a behavioral, web-based experiment, in which participants provide judgments of the relatedness
of multiple WordNet senses of a word in a two-dimensional spatial arrangement task. We find
that participants’ judgments of the relatedness between senses are correlated with distances be-
tween senses in the BERT embedding space. Homonymous senses (e.g., bat as mammal vs. bat
as sports equipment) are reliably more distant from one another in the embedding space than
polysemous ones (e.g., chicken as animal vs. chicken as meat). Our findings point towards the
potential utility of continuous-space representations of sense meanings.

1 Introduction

A key challenge in natural language understanding is grasping the range of meanings that a word can
take as a function of linguistic and non-linguistic context. Successful linguistic comprehension involves
constantly resolving lexical ambiguity of this nature (Frazier and Rayner, 1990; Klepousniotou, 2002).
This re-use of word forms by speakers — relying on listeners to choose the appropriate meaning depend-
ing on context — confers language with higher communicative efficiency than it would otherwise have,
and may pose a solution to the problem of limited memory (Piantadosi et al., 2012). The re-use of word
forms also allows speakers to extend the lexicon to new communicative situations, for example to refer
to new objects, entities or processes using existing words in the language (Ramiro et al., 2018; Xu et
al., 2020; Srinivasan et al., 2019). How these context-specific meanings are understood and represented
pose critical open questions regarding the lexicon.

Following the conventions of lexicographic resources like natural language dictionaries, variation in
word meaning is often treated in a categorical fashion: lexical types contain clusters of related meanings,
or word senses. Under this treatment, word tokens (instances of a word type that are used in context)
can be categorized into these word senses. Different sub-types of lexical ambiguity are thus reflected in
different relations between word senses: pairs of word senses are polysemous if they are semantically
related (Pustejovsky, 1998), or homonymous if this is not the case (Apresjan, 1974; Tuggy, 1993; Lyons,
1995). For example, using “bottle” to refer to a container as well as to the liquid it contains is an example
of polysemy. By contrast, using “bank” to refer to a riverside or a financial institution — two semantically
unrelated meanings — constitutes homonymy. Polysemous relations are often regular (Apresjan, 1974),
such that many word types exhibit the same alternation (e.g., the container-for-contents relation is also
exemplified by “box” and “glass”); such patterns can also be generalized to new words (Srinivasan et al.,
2019).

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Because of variation in the perceived relationship between senses across language users, theories in
psycholinguistics assert that humans treat polysemy and homonymy as falling onto a continuous gradient
(Tuggy, 1993; Crossley et al., 2010). This is corroborated by psycholinguistic experiments which show
that both adults and children represent and process polysemous and homonymous senses differently
(Frazier and Rayner, 1990; Rodd et al., 2004; Klepousniotou et al., 2008; Rabagliati and Snedeker,
2013; MacGregor et al., 2015). However, these theories of word sense representation lie in stark contrast
with many lexicographical approaches, most notably WordNet (Miller et al., 1990). Although WordNet
contains a vast store of word senses—and has historically been considered the gold standard ontology
of word senses (Jurafsky and Martin, 2014)—it does not encode relations among those senses, and thus
does not distinguish between polysemy and homonymy.

Models based on distributional semantics can help bridge the gap between psychological theories of
word senses and existing lexicographical resources. Contextualized word embeddings (CWEs), espe-
cially BERT (Devlin et al., 2019), which is derived from a Transformer-based architecture (Vaswani et
al., 2017), have the potential to capture fine-grained distinctions in relatedness between word senses, be-
cause they offer a continuous measure of relatedness between individual uses of words in context (Lake
and Murphy, 2020). While fine-tuned BERT models are known to perform exceptionally well in word
sense disambiguation (WSD) tasks (Wiedemann et al., 2019; Loureiro and Jorge, 2019; Blevins and
Zettlemoyer, 2020), there are still open questions of whether BERT representations capture fine-grained
distinctions in sense relatedness.

In the present work, we evaluate whether contextualized embeddings from BERT capture relationships
between word senses similar to English speakers. We collect human judgments of the relatedness among
different senses of 32 English words through a web-based two-dimensional spatial arrangement task
(Goldstone, 1994). We then compare the experimental data to BERT vectors for the same set of words.
This is done through extracting and analyzing BERT embeddings for word tokens in the Semcor corpus
(Miller et al., 1993), which has been annotated with word sense identifiers from WordNet. Assessing
whether relatedness in BERT representations corresponds with human judgments of sense relatedness is
an important test of whether CWEs can be used to develop more realistic computational models of word
meanings.

2 Background

The distributional hypothesis proposes that a word’s meaning can be represented by the lexical context
in which it occurs (Harris, 1954). This insight underlies the success of computational models that repre-
sent words as continuous-valued vectors representing their surrounding lexical context. Latent semantic
analysis (Dumais et al., 1988), and neural models like Word2Vec(Mikolov et al., 2013) encode informa-
tion about all of a word’s senses in a single vector. By contrast, newer models include contextualized
embeddings: vector space representations of specific word uses (tokens), reflecting the context of their
use. These richer word representations from contextualized embeddings have allowed researchers to ask
which aspects of linguistic knowledge are incorporated in their vector spaces (See Rogers et al. (2020)
for a review; see also Ethayarajh (2019)). For example, one of the most notable discoveries from this line
of work suggests that a sentence’s dependency parse tree can be reconstructed from BERT embeddings
(Hewitt and Manning, 2019; Reif et al., 2019; Jawahar et al., 2019). However, despite progress inves-
tigating how BERT encodes syntactic information, relatively little work has explored how it encodes
semantic information such as the relations between word senses.

While older models like Word2Vec may encode some aspects of word sense (Arora et al., 2018),
we focus here on Transformer architectures (Vaswani et al., 2017), which may be able to find sense-
distinguishing context words at larger distances, and thus perform better for WSD. BERT-based ap-
proaches have led to state of the art performance on word sense disambiguation tasks (Wiedemann et al.,
2019; Loureiro and Jorge, 2019; Blevins and Zettlemoyer, 2020), but approaches analyzing the model’s
representation of word senses remain exploratory (Reif et al., 2019; Lake and Murphy, 2020). Evidence
from Reif et al. (2019) shows that BERT embeddings for the same word in a large text corpus are largely
clustered based on their meanings, but the authors do not investigate the model’s ability to encode canon-

130



ically homonymous or polysemous relationships. Mickus et al. (2020) note that BERT embeddings for
the same word type vary as a function of the position in the sentences they occur in. Lake and Mur-
phy (2020) assess BERT’s capacity for homonym resolution by comparing relatedness of words that are
similar to a homonym in highly constraining contexts. Ettinger (2020) points out the need for more
psycholinguistic diagnostics of neural language models like BERT, and compares BERT to human data
from tasks such as commonsense inference. Our work falls under this framework, focusing on comparing
human judgements of word sense relatedness to BERT representations.

3 Methods

We conducted a metalinguistic experiment (vs. a processing task testing implicit knowledge) where
participants used a web interface to assess the relatedness of WordNet senses in a two-dimensional spatial
arrangement task. We then obtained BERT embeddings for word types in the Semcor corpus (Miller et
al., 1993) and compared them to the experimental data, looking at both cosine distance in the embedding
space as well as the accuracy of a sense classifier using BERT’s contextualized word embeddings as
input. All stimuli, code and visualizations are available at https://osf.io/fm78w.

3.1 Data

We select a sample of word types for analysis from Semcor (Miller et al., 1993), which has WordNet
sense annotations for 235,000 tokens from the Brown corpus (Francis and Kucera, 1979). We use the
corpus reader from the Python Natural Language Toolkit (NLTK) (Bird and Loper, 2004) to access
the corpus. The fact that syntax is represented within BERT embeddings (Hewitt and Manning, 2019)
implies that BERT embeddings can easily capture distinctions in part of speech, so we focus on lexical
ambiguity within part-of speech (specifically nouns and verbs) as a more challenging test case.

For the behavioral experiment, we selected word types across a range of sense entropy values (i.e., uni-
form to highly peaked sense distributions). We created a multinomial distribution over the senses of each
lemma, i.e., (word type, part of speech) pair, and computed its entropy as follows: �

X

s2L

cs

cL
log(

cs

cL
),

where L is a lemma, s is a sense and c corresponds to a frequency, or count in the corpus. We removed
stopwords and lemmas with zero entropy (79.3% of all lemmas). This yielded 444 word types.

For experimental stimuli, we chose 32 word types. 20 word types came from Semcor, including
11 low/medium entropy word types and 9 high entropy word types. We defined high entropy to be
greater than 1.5 when rounded to the nearest tenth, and medium/low entropy to be less than this value,
based on the distribution of sense entropy in the available Semcor data (in Figure 1). To account for
variability in participants’ placement of tokens in the spatial arrangement task, we needed to normalize
measurements in the interface on a per-trial basis, so we selected words with three senses or more. We
chose word types with varying entropy values to determine if this quantity had an effect on the correlation
between BERT vectors and human judgements; relatedness between embeddings for words with more
unpredictable sense distributions may be less consistent with results from the experiment. To avoid
overwhelming participants, we selected words with fewer than eight senses. We also chose six additional
words of theoretical importance that exemplify patterns of regular polysemy that have been observed
across languages from Srinivasan and Rabagliati (2015), and manually chose six words with three senses,
one of which was less semantically related to the other two. Because we expected these words to exhibit
the greatest differences in pairwise similarity, we elicited judgments from all participants on these items.
More details about how these stimuli were presented and exclusion criteria are in Appendix B.

3.1.1 Participants
105 undergraduate students from a major research university participated in the experiment and were
compensated with class credit. Upon providing informed consent, participants reported their experience
with English and other languages to ensure that data were collected from proficient English speakers
(defined as at least 50% of daily language use); one participant was excluded using this criterion.
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3.2 Experiment
From the set of 32 word types, each participant received 14 word types as stimuli. We used a two-
dimensional spatial-arrangement task (Goldstone, 1994), because it allowed us to efficiently capture
psychological judgments, and because tasks of this nature effectively capture relatedness in a high-
dimensional semantic space (Richie et al., 2020). Participants were told to place less related sense
tokens further apart from one another on the canvas, and more closely related tokens near each other.
The experimental interface is shown in Appendix A. To place the sense tokens, participants were given
definitions (from WordNet) and example sentences (from Semcor; in some cases shortened for brevity).
The task was untimed, and participants were encouraged to introspect for as long as necessary about the
meanings of the presented senses before making their placements. Partcipants were encouraged to adjust
their placements to reflect all senses.

3.3 Relatedness Matrices
For each word, we collected spatial (x,y) positions of each of the word’s senses from each participant.
To derive an estimate of the relatedness of senses for each word type, we normalized the distances such
that they were rescaled according to the largest reported pairwise distance. This controlled for varia-
tion in the absolute amount of space in the canvas that different participants used when making their
placements. After excluding participants with unreliable responses (Appendix B), we then averaged re-
latedness matrices for each word type across the remaining participants. This yielded a single “aggregate
relatedness matrix” for each word type which could then be directly compared with model results for a
word type. To account for the larger number of participants reporting data for shared stimuli, we selected
data from a random set of participants whose size corresponded to the average amount of test items (n =
29). Data from a minimum of 21 participants and a maximum of 37 participants were used to construct
the aggregate relatedness matrix for each word type.

3.4 Modeling
We retrieved BERT embeddings for labeled tokens from the Semcor corpus (Miller et al., 1993) and
ran classifiers to distinguish between different senses of individual words based on BERT vectors. We
compared these data to results from the experiment based on two metrics: distance in the embedding
space and classification accuracy, assessing their similarity through correlation (Budanitsky and Hirst,
2006).

Given a word type and a part of speech, we derived word embeddings from BERT as follows. For
each sense of the (word type, part of speech) pair, we retrieved sentences from Semcor, and tokenized
them using rules specified by the BERT authors (Devlin et al., 2019). We loaded a pre-trained BERT
model BERT-base from Wolf et al. (2019) and ran the forward pass on each sentence, extracting the
activations corresponding to the type, and storing the summed activations of the final four layers, which
has produced strong results in word sense disambiguation (Loureiro and Jorge, 2019).

3.5 Word Sense Classifier
As a matter of due diligence, we first evaluated the effectiveness of BERT representations for word sense
disambiguation (classification) in the Semcor corpus. While WSD-focused work has used the Semcor
dataset for training and tested on other datasets (Raganato et al., 2017), we confirmed that BERT demon-
strates similar levels of performance on Semcor. To this end, we assessed performance of multiclass
logistic regression models to predict word senses for 401 word types from Semcor. Senses were omit-
ted from this classification whenever there were fewer than 10 tokens. Each logistic regression model
was trained to predict WordNet sense labels for each instance of a sense based on its contextual word
embedding from BERT. We conducted 5-fold cross validation and applied L1 regularization to prevent
overfitting. To confirm consistency with prior work on WSD (Loureiro and Jorge, 2019; Reif et al., 2019;
Blevins and Zettlemoyer, 2020), we report the average F1 score (weighted for each sense) across the runs
for each word type. Comparable F1 scores relative to this prior work would suggest that it is appropriate
to further investigate the geometry implicit in these contextual word embeddings.
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Method All Types in Semcor Types in Behavioral Expt.
Number of Available Types 401 32

Random Sense 0.480 0.423
Majority Sense 0.441 0.403

Logistic Regression on BERT Embeddings 0.757 0.797

Table 1: Average F1 scores (across types and train-test splits) for BERT-based word sense disambiguation
in the Semcor corpus.

3.5.1 Extracting Cosine Distances Between Word Sense Centroids
After qualitatively reproducing previous word sense disambiguation results using BERT embeddings, we
then tested whether the relationship between BERT embeddings of senses parallels human judgments of
relatedness between senses. Because BERT generates one vector for each use of a word token, we com-
puted the centroids of the BERT embeddings corresponding to each sense, and then compared different
senses by using the cosine distance of these centroids to one another. In a broad range of models, cosine
distances between vectors corresponding to word types can encode the degree of semantic relatedness
(Dumais et al., 1988; Mikolov et al., 2013; Bojanowski et al., 2017), so we can use this same metric
with BERT embeddings to compare word senses to one another. Following the same procedure as the
relatedness matrices, we define relatedness as (1 - cosine distance), such that the largest cosine distance
(least related pair) takes the value of 0 and the smallest cosine distance (most closely related pair) takes
the value of 1 for each word type. We stored these relatedness measures between sense centroids in a
matrix analogous to the aggregate relatedness matrices from the behavioral experiment. To evaluate their
fit to human data, we computed the Spearman rank correlation coefficient between the upper triangular
entries in these two distance matrices. A nonparametric measure of correlation is appropriate given that
the relationship is not necessarily linear.

4 Results

First, we verified that BERT can discriminate between senses in Semcor comparably to other test datasets.
We then compared relatedness estimates derived from distances in the BERT embedding space to the
aggregate relatedness measures from the experiment. We then conduct two exploratory analyses, the first
comparing the relatedness of homonymous and polysemous sense pairs, and the second examining the
utility of pairwise sense confusion as a measure of relatedness.

4.1 Classification Results for All Semcor Data
We compared the distribution of F1 scores of the classifiers on the 401 words from Semcor (BERT
failed to process 43 of the words) with two baselines: random choice and selecting the most frequent
sense (Figure 1). Classification performance on all 401 words, including 25 words used in the behav-
ioral experiment, were similar to those reported by Blevins and Zettlemoyer (2020), Loureiro and Jorge
(2019), and Reif et al. Reif et al. (2019) (0.739, 0.754, and 0.711, respectively), which used test sets
from Raganato et al. (2017). We find that type-wise F1 score is negatively correlated with sense entropy
computed from Semcor (�sense entropy = �0.074, R2 = 0.06; Fig. 1).

4.2 Comparing Human Relatedness with BERT Word Sense Geometry
We computed the Spearman’s rank correlation coefficient between human judgments of sense relatedness
(from the aggregate relatedness matrices) and measures of word sense relatedness from the centroids of
BERT contextualized word embeddings. This yielded a positive correlation (Spearman’s r = 0.565, p <
0.001), with a 95% confidence interval of (0.459, 0.655). To confirm that this correlation was above
that expected by random chance, we compared it to a random baseline established by 1000 draws of
randomly generated sense placements for 29 participants (the average number of participants per item).
This correlation was much lower (Spearman’s r = 0.062, p < 0.001, 95% CI: -0.065 - 0.208). We
report the correlation between relatedness measures from the embedding space and human judgements
by part of speech and high vs. low/medium entropy in Table 2. Correlations between human relatedness
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Figure 1: Classifier performance for word types with respect to their sense entropy in Semcor. F1 score
for each type is averaged over cross validation folds and weighted by sense frequency. Vertical line
represents boundary between low/medium and high entropy word types.

Figure 2: Distribution of distances between pairs of senses from the human data (left) and from BERT
(right), across word types.

judgments and BERT relatedness were substantially higher among low to medium than high entropy
words(Table 2). We also find that correlations among human and model relatedness are higher among
verbs than nouns.

4.2.1 Polysemous vs. Homonymous Sense Pairs
We conducted an exploratory analysis to see if human relatedness judgments differed between homony-
mous and polysemous relations, and whether the geometry of BERT embeddings captured this distinction
between word senses. In the absence of gold-standard datasets labeling polysemous and homonymous
word sense relationships,1 we tagged pairs of senses as polysemous or homonymous ourselves for the
set of words in the behavioral experiment. For human judgments, we took the set of average distances
between polysemous and homonymous pairs of senses. For BERT embeddings, we took the cosine
distances between pairs of polysemous and homonymous sense centroids.

The density plots in Figure 2 show that participants in the behavioral experiment judged the polyse-
mous pairs to be more similar (i.e., less distant) than homonymous pairs (Mann-Whitney U = 516, p <
0.001). BERT-based representations reproduced this basic pattern (Mann-Whitney U = 493, p < 0.001),
though many relatedness estimates were more dispersed for both polysemous and homonymous pairs.

To illustrate the differences between how BERT represents polysemous and homonymous relation-
ships, we show t-SNE and dendrogram visualizations in Figure 3. For table.n (Figure 3, top), we

1We could in principle use natural language dictionaries, some of which list polysemous and homonymous senses under
separate entries. However, such definitions would not necessarily map to WordNet labeled data.
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Figure 3: Visualizations of example BERT embeddings for stimuli table.n cover.n. Left column
contains results of t-SNE dimensionality reduction with small points indicating word tokens and large
points indicating sense centroids. Right column contains results of single linkage agglomerative cluster-
ing.

show that two senses related by polysemy (piece of furniture vs. a tablesetting) are judged to be closer
together than homonymous pairs (either of the first two senses vs. “a set of data arranged in rows and
columns”). For cover.v, all sense pairs were polysemous. Instances of the same sense were still closer
to one another in the embedding space, but tokens corresponding to different senses were much less
clearly distinguished except for cover.v.04, which may be well-separated from other senses because
it refers to a metaphorical meaning of the lemma. We find that the BERT centroids’ cosine distances and
the aggregated relatedness judgements are strongly correlated (Spearman’s r = 0.851, p < 0.001), with
a 95% confidence interval of (0.638, 0.943).

4.3 Predicting Human Relatedness Judgments with Pairwise Confusion
One possibility is that the cosine distance computed over all dimensions of the BERT embedding space
overlooks the possibility that some dimensions may be more or less useful for discriminating word senses
depending on the word type. One alternative is to use the pairwise confusion probabilities from multiclass
logistic regression (described in Section 3.5) as a measurement of pairwise relatedness in the model. This
choice invokes substantive theoretical questions: in principle, sense relatedness and discriminability
could be orthogonal. For example, two senses could be judged as closely related by humans, but they
could in principle be able to discriminate between instances of those senses without errors. In the absence
of human sense discrimination performance data, we leave this question to future work. Nonetheless, we
investigated the utility of pairwise sense confusion as an alternative predictor for human judgments of
sense relatedness.

135



Metric Part of Speech Word Sense Entropy
Nouns Verbs High Low/Medium

Relatedness (1 - Normalized Cosine Distance) 0.487 0.623 0.345 0.570
Pairwise Confusion 0.609 0.627 0.518 0.731

Table 2: Spearman rank correlations between relatedness judgements and confusion matrices in BERT
embedding space, split over part of speech and entropy level

(a) (b) (c) (d)

Figure 4: Mean human relatedness judgements, cosine similarity matrix, and confusion matrix for senses
of area.n.

To this end, we summed the confusion matrices when senses from the stimuli are classified during each
iteration of cross-validation from Section 4.1. We normalized each item in the matrix by the number of
true labels, such that it represents the probability an item was predicted given its true class. Across all
word types with available data (20 out of 32 types, including 150 out of 189 sense pairs), we found
a positive Spearman’s rank correlation between entries in the confusion matrices and matrices of the
corresponding relatedness judgements (r = 0.649, p < 0.001), with a 95% confidence interval of (0.592,
0.7). For this measure, we considered all entries in both matrices, as the confusion matrices are not
necessarily symmetric. Because this analysis omits word senses with fewer than 10 tokens in Semcor, this
evaluation reflects a smaller set of items than the one reported in Section 4.2 for cosine-based relatedness.
When we computed the correlation between cosine-based relatedness and human aggregated relatedness
matrices on this smaller set, the correlation remains lower (Spearman’s r = 0.518, p < 0.001), with
a 95% confidence interval of (0.391, 0.627). This suggests that pairwise confusion in BERT may be
a stronger predictor of human relatedness judgments. We also report correlations stratified by part of
speech and type sense entropy in Table 2. To illustrate the approach, we present aggregate relatedness
matrices and confusion matrices for the word type area.n in Fig. 4. In this case, the experimental
data (Fig 4, A) was more closely aligned with the confusion matrix (C) the than the cosine similarity of
centroids (B).

We also evaluated sense classification accuracy on the basis of the homonymous and polysemous sense
pairs from the preceding exploratory analysis. Among homonymous sense pairs, the classifiers achieved
an average F1 score of 0.992. Among the polysemous sense pairs, the classifier achieved an average F1
score of 0.752.

5 Discussion

We investigated the ability of an artificial neural network model that represents word tokens with
contextualized word embeddings to capture human-like relations among English word senses. On a
subset of word types from the Semcor corpus, we reproduced previous word sense disambiguation
results. We then showed that these same BERT embeddings capture a significant amount of information
regarding the relationship between word senses, and are able to at least partially reproduce human
relatedness judgments. An exploratory analysis revealed that BERT-based measures of the relatedness
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between pairs of homonymous senses are much lower than for pairs of polysemous senses, matching
human intuitions for the same set of senses. Pairwise confusion from the sense classifiers provided a
slightly better predictor of human judgments of sense relatedness compared to distance in the embedding
space, although this may be unsurprising given that pairwise confusion reflects some additional degree
of supervision. Analyzing the error rates of classifiers trained on BERT embeddings of the stimuli, we
also provided evidence that their results are more accurate for homonymous sense pairs compared to
polysemous sense pairs.

Following in the approach of comparing BERT vectors to experimental data from human participants
(Ettinger, 2020), the present research addresses how BERT represents word senses, bridging the gap
between human and computational models of lexical ambiguity resolution. Recent progress showing
BERT’s performance on word sense disambiguation (Wiedemann et al., 2019; Loureiro and Jorge, 2019;
Blevins and Zettlemoyer, 2020) indicates that BERT-based models perform better than past approaches,
and our work specifies that the representations they use to accomplish this are relatively consistent with
human intuitions. Existing exploratory work aims to analyze how BERT represents word senses (Reif
et al., 2019; Lake and Murphy, 2020), but we systematically evaluate these claims with both WordNet
senses and human data. Our work corroborates claims by Lake and Murphy (2020) that BERT cap-
tures relations between homonymous senses. Indeed, poor performance in discriminating polysemous
pairs of words senses suggests that more work needs to be done on capturing polysemous relations; one
possibility is to explore how BERT could be fine-tuned to capture relations exemplified by regular poly-
semy. One limitation from these findings is that the dataset only covers 32 word types, which we hope
to address in future work.

More generally, our findings suggest that a continuous measure of sense relatedness derived from neu-
ral language models could potentially be used to augment existing lexicographic resources like WordNet,
in this case providing a measure of relatedness between senses. We encourage other researchers devel-
oping sense ontologies, especially those found through word sense induction, to consider representing
the relationships among word senses in addition to discovering new sense inventories.

6 Conclusion

Through comparing results from a behavioral experiment with data from contextualized word embed-
dings, we demonstrate that new Transformer-based neural network architectures may reflect human
intuitions about the relationships between word senses, at least in English. Exploratory analyses sug-
gest that these measures of relatedness between sense pairs reflect a distinction between polysemous
and homonymous relationships between word senses, but that these models are much more effective in
discriminating homonymous sense pairs than polysemous ones. By demonstrating basic levels of consis-
tency with human judgements, we hope to stimulate further research that combines contextualized word
embedding techniques with discrete, symbolic ontologies to develop a more cognitively informed model
of the lexicon.
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Appendices
A Experiment Details

Figure 5: A sample trial in the experiment

B Trial Types and Exclusion Criteria

The first two of the eighteen trials participants received were presented as training trials to ensure that
participants were familiar with the interface; data from these trials were discarded. Participants received
a mixture of shared trials completed by all participants, and test trials where only a subset of participants
provided judgments. The inclusion of both trial types gave us a consistent set of word types for which
all participants contributed data (allowing us to evaluate which participants gave unreliable responses
compared to all other participants), while at the same time characterizing a broad set of word types with
more sparse responses. Test trials were drawn from the set of 26 lemmas consisting of words from
Srinivasan and Rabagliati (2015). To identify participants who provided low-quality data, we computed
hold-one-out correlations for each participant using their relatedness matrices for the shared trials, and
excluded participants whose data had a rank correlation with the hold-one-out averages that was lower
than 0.4. This threshold corresponds roughly to the 92nd percentile of scores if sense tokens are placed
randomly in the interface.

In addition to the shared and test trials, participants also saw two repeat trials, drawn from the same set
as the test trials, to evaluate the reliability of their responses within the same testing session. Participants
with rank correlations in reported distances between their original and repeat trials lower than 0.2 were
excluded from analysis, corresponding to the 70th percentile of correlations if sense tokens are placed
randomly (this threshold was lower because of variation in both the number of senses and the recency of
the test trial). Ten participants who failed to meet both criteria were excluded from further analysis.
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Helena Gómez-Adorno3

helena.gomez@iimas.unam.mx
1Universidad Nacional Autónoma de México, Instituto de Ingenierı́a,
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Abstract
Word Association Norms (WAN) are collections that present stimuli words and the set of their
associated responses. The corpus is widely used in diverse areas of expertise. In order to reduce
the effort to have a good quality resource that can be reproduced in many languages with mini-
mum sources, a methodology to build Automatic Word Association Norms is proposed (AWAN).
The methodology has an input of two simple elements: a) dictionary, and b) pre-processed Word
Embeddings. This new kind of WAN is evaluated in two ways: i) learning word embeddings
based on the node2vec algorithm and comparing them with human annotated benchmarks, and
ii) performing a lexical search for a reverse dictionary. Both evaluations are done in a weighted
graph with the AWAN lexical elements. The results showed that the methodology produces good
quality AWANs.

1 Introduction
Word associations is a technique that helps researchers to learn how words are connected by their mean-
ings and the relationships among them in the human mind. Although vocabulary diversity and lexicon
size depend on a variety of social elements among individuals, the final result is a kind of word distri-
bution in the population. The method is used in psychology and linguistics to discover how the human
mind structures knowledge (De Deyne et al., 2013). This type of resources reflect both semantic and
episodic contents (Borge-Holthoefer and Arenas, 2009). In free association tests, a person is asked to
say the first word that comes to mind in response to a given stimulus word. The set of lexical relations
obtained with these experiments is called Word Association Norms (WAN).

The development of technological tools that will help gather these kinds of resources is starting to draw
attention, mostly taking advantage of distributed technologies like the Internet. Small World of Words1

is a clear example of that. We believe that this way of collaborative construction could bring a variety of
problems, biasing the final results. On the other hand, the classic methodologies of WAN’s construction
are very time-consuming. Just to mention some disadvantages, many people are needed to compile the
data. Furthermore, good control of the environment conditions of the experiments is important, as well
as carefully selecting a set of metadata that must be annotated: age, education years, gender, etc.

In the end, the complete WAN could take years to be polished and shared with the scientific commu-
nity. Nevertheless, this effort is worthwhile, as WAN could help diverse areas of study: psychologists,
linguists, neuroscientists and others, to test new theories about how we represent and process language.

In this paper, a methodology to build automatic WAN is presented. We called the resource generated
Automatic Word Associaton Norms (AWAN). The language used to prove our methodology is Spanish,
more specifically Mexican Spanish.

The only WAN corpus for Mexican Spanish is the Normas de Asociacion de Palabras para el Español
de México (Arias-Trejo et al., 2015) (from here, this corpus will be referred to as Mexican Spanish
WAN; i.e., MSWAN), which was built using a classic methodology.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.

1https://smallworldofwords.org/en/project
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The AWAN methodology presented here pretends to infer semantic relatedness between stimuli and
their responses. The main reason is that word association has been of great interest as a tool to research
mechanisms related to semantic memory (Barrón-Martı́nez and Arias-Trejo, 2014). The main relations
shown in MSWAN are: metonymy, meronymy, functionality, cohyponymy, qualification, hyponymy,
’made of’ and synonymy (Mijangos et al., 2017). Our objective is to capture the semantic relatedness
but not the types of relation.

Gómez-Adorno et al. (2019) presented Word Embeddings based on node2vec (Grover and Leskovec,
2016) and a graph constructed with the MSWAN corpus. Besides, the work presented by Reyes-Magaña
et al. (2019a) used the MSWAN to develop a lexical search model for the implementation of a reverse
dictionary. With these two works, we can obtain a gold standard to be compared with our AWAN running
on the same tasks.

The elements we used to build the AWAN are a general dictionary and a set of pretrainned word vec-
tors. Specifically, we used the Mexican Spanish Dictionary, Diccionario del Espanol de México (DEM,
2010), as the main input for our methodology and the pretrained embeddings available for Spanish 2. The
algorithms that were used to train these embeddings are: FastText(Bojanowski et al., 2017), Word2Vec
(Mikolov et al., 2013), and Glove (Pennington et al., 2014).

The rest of the paper is organized as follows. In Section 2, the related work is discussed. In Section 3,
a description of the methodological framework for the construction of the Automatic Word Association
Norms is presented. Section 4 shows the evaluation of the generated norms, using a word similarity
dataset in Spanish and the lexical search model. Finally, in Section 5, we establish some conclusions and
discuss possible directions of future work.

2 Related Work

In linguistics and psycholinguistics, semantic networks (Sowa, 1992) are defined as graphs relating
words (Aitchison, 2012). Their use is not exclusive to learn the organization of the vocabulary, but
also to draw the structure of knowledge.

WAN are a special kind of semantic networks, and they are available in many languages. The creation
of WAN is not new. The first example is Roget (1911), and two very well-known resources are the
Edinburgh Associative Thesaurus3 (EAT) (Kiss et al., 1973) and the collection of the University of South
Florida (USF) (Nelson et al., 1998)4. Thanks to the Internet and new technologies, WAN lists have been
more efficiently compiled in the last years, with the help of a large number of volunteers. Some examples
are: Jeux de Mots5, in French (Lafourcade, 2007) and the multilingual dataset Small World of Words 6.

For Spanish, there exists several corpora of word associations. Algarabel et al. (1998) integrate 16,000
words, including statistical analyses of the results. Macizo et al. (2000) build norms for 58 words in
children, and Fernández et al. (2004) work with 247 lexical items that correspond to Spanish (Sanfeliu
and Fernández, 1996).

As stated above, the only resource designed and compiled for Mexican Spanish is the MSWAN. Reyes-
Magaña et al. (2019a) introduced a method for lexical search based on that compilation that worked from
clue words or definitions to the concept, i.e., from the responses to the stimuli.

In some cases, authors create this type of corpus from scratch and in other cases, they extend the avail-
able WAN to learn more responses to the stimuli. In recent years, Bel-Enguix et al. (2014) used tech-
niques of graph analysis to calculate associations from large collections of texts. Additionally, Garimella
et al. (2017) published a model of word associations that was sensitive to the demographic context. This
was based on a neural network architecture with n-skip-grams and improved the performance of the
generic techniques, which do not take into account the demography of the participant.

Sinopalnikova and Smrz (2004) showed that Word Association Thesaurus (WAT) is comparable to
balanced text corpora and can replace them in case of absence of a corpus. The authors presented a

2https://github.com/dccuchile/spanish-word-embeddings
3http://www.eat.rl.ac.uk/
4http://web.usf.edu/FreeAssociation
5http://www.jeuxdemots.org/
6https://smallworldofwords.org/
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methodological framework for building and extending semantic networks with WAT, including a com-
parison of quality and information provided by WAT vs. other language resources.

Borge-Holthoefer and Arenas (2009) used free association information for extracting semantic sim-
ilarity relations with a Random Inheritance Model (RIM). The obtained vectors were compared with
LSA-based vector representations and the WAS (word association space) model. Their results indicate
that RIM can successfully extract word feature vectors from a free association network.

In the work by De Deyne et al. (2016), the authors introduced a method for learning word vectors
from WANs using a spreading activation approach in order to encode a semantic structure from WAN.
The authors used part of the Small World of Words network. The word-association-based model was
compared with a word embeddings model (Word2Vec) using relatedness and similarity judgments from
humans, obtaining an average of 13% of improvement over the Word2Vec model.

In the recent work by Bel-Enguix et al. (2019), the authors used two WAN in English, EAT and USF
to produce word embeddings that were tested against human-annotated benchmarks and some external
tasks, Showing that this kind of learning method produces good quality vectors without a training corpus
based on billions of words.

WANs are proved to be good in a reverse dictionary task since they suitably represent the connections
between words and the way concepts are linked in the human mind. The whole scenario of onomasio-
logical searches changed with the universalization of the Internet and language technologies that allowed
to build online resources powered by the huge corpus the World Wide Web provides. In the last two
decades, several online dictionaries have been designed that allow natural language searches. Users en-
ter their own definition in natural language and the engine looks for the words that match such definition.

One of the first online dictionaries allowing this type of search was the one created for French by Dutoit
and Nugues (2002). Bilac et al. (2004) designed a dictionary for Japanese where the users can freely enter
their definitions. It has an algorithm that calculates the similarity between concepts comparing the words.

El-Kahlou & Oflazer (El-Kahlout and Oflazer, 2004) built a similar resource for Turkish. They took
into account some synonymy relations between words, as well as the similarity of definitions by means
of a counter of similar words in the same order and in subsets of such words. For English, there exists an
online onomasiological dictionary, OneLook Reverse Dictionary,7 that retrieves acceptable results.

One of the main works in Spanish is the one by Sierra and McNaught (2000). DEBO is an onomasio-
logical dictionary that works with user queries given in natural language and a search engine, which was
later improved; the database structure was also optimized (Sierra and Hernández, 2011).

Finally, the use of WANs to build a reverse dictionary in Spanish is presented by Reyes-Magaña et
al. (2019a). The authors used the corpus MSWAN and graph-based techniques, specifically a measure
of betweenness centrality, to perform searches in the knowledge graph. The results of the search model
overcome the information retrieval systems it was compared to. The same methodology is successfully
applied to English in Reyes-Magaña et al. (2019b). In the latter work, another graph algorithm was
presented additionally to perform the search, the PageRank. Nevertheless, the results show that between-
neess centrality is more suitable for the reverse dictionary task.

3 Methodology of Automatic Word Association Norms

The aim of this work is to present a general methodology that could serve as a model to build WAN for
any language. The main process consists in parsing the entire dictionary, working with the entries and
their definitions. We consider that all the entries become the stimuli words, and each one of the words
that define the entries become the associate responses to them. The process also involves the inference
of a numeric value that measures the relationship between words, allowing us to obtain the weight the
classic WANs have.

Algorithm 1 presents the overall schema of our model. The dictionary, Diccionario del Español de
México (DEM, 2010), is the result of a set of investigations of the vocabulary used in Mexico since 1921.
The investigations have been carried out since 1973 at the Center for Linguistic and Literary Studies of
El Colegio de México. The Mexican Dictionary of Spanish is a comprehensive dictionary of Spanish in

7https://www.onelook.com/reverse-dictionary.shtml
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Algorithm 1: Automatic Word Association Norms
Data: Dictionary, Word embeddings
Result: AWAN
pre-process(Dictionary)

for each entry do
for each word in definition do

similarity = cosine similarity(entry,word);
weight = similarity * tf idf(words);

ordering(words)

its Mexican variety, prepared on the basis of an extensive study of the Corpus of contemporary Mexican
Spanish (1921-1974) and a set of data after that last date to the present.

Sometimes, the definitions of each one of the entries bring examples of use. All of this additional
information was removed because we consider that this kind of data could contaminate the final WANs.
Then, in order the prepare the definitions, we performed some preprocessing steps, as described.

• All the words are lemmatized using Freeling (Padró and Stanilovsky, 2012) for the Spanish lan-
guage.

• All the functional words were removed using the Spanish stop words list available in the NLTK
package (Bird and Loper, 2004).

• Some specific words were added to the stop list in order to be removed as well. These words are
very common in dictionaries but do not provide meaningful data for our purpose of building AWAN.
Some of them are: ’etc.’, ’approximately’, ’generally’, ’specifically’, ’type’, among others.

Later, with the remaining words, we calculate the cosine similarity between the entry and each word
corresponding to its definition. For this purpose, we use pretrainned word embeddings8 for Spanish
language. Table 1 presents the main characteristics of each embeddings model. The corpora used to
train these embeddings are the following: FastText, Glove and Word2Vec with a Spanish Billion Word
Corpus, and FastWiki with Wikipedia Spanish Dump.

Short
name

Model file Dimen-
sions

# vectors Algorithm

FastText FastText from SBWC 300 855,380 FastText with Skipgram
Glove GloVe from SBWC 300 855,380 GloVe
Word2Vec Word2Vec from SBWC 300 1,000,653 Word2Vec with Skipgram
FastWiki FastText from Spanish

Wikipedia
300 985,667 FastText with Skipgram

Table 1: Description of the pretrained vectors in Spanish used to measure similarities.

With the remaining lexical elements, the tf-idf of each word is calculated; every definition is consid-
ered as a different document. The value will be used as adjustment factor of the cosine similarity between
words. The weight is calculated as follows:

Was(stimulus, response) = tf idf(response) ⇤ cosine similarity(stimulus, response) (1)

We called this weight Approximation Strength (Was). The final step is to order from high to low the
weights of all the associated responses (words in a definition) to the entries (stimuli).

8https://github.com/dccuchile/spanish-word-embeddings
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The corpus of the AWANs is available in github9. We generate four different collections, one for each
embedding used to calculate the cosine similarity.

3.1 AWAN Corpus and Graph
The corpus AWAN has a total of 17,330 stimuli. The vocabulary size of each AWAN is : a) FastText with
22,699 b) Glove with 21,867 c) Word2Vec with 22,045 and d) FastWiki with 22,517. The discrepancy in
the vocabulary sizes is due to the embeddings corpus, not all the words that appear in the definitions are
in the vector resources. The richest AWAN, in terms of amount of lexical items, is the FastText version.

The graph representing the AWAN is elaborated with all the lexical items. It is formally defined as:
G = {V, E, �} where:

• V = {vi|i = 1, ..., n} is a finite set of nodes of length n, V 6= ;, that corresponds to the stimuli and
their associates.

• E = {(vi, vj)|vi, vj 2 V, 1  i, j  n}, is the set of edges.

• � : E ! R, is a function over the weight of the edges.

The graph is undirected so that every stimulus is connected to their associated words without any
precedence order. For the weight of the edges we use the Approximation Strength measure. Table 2
presents a brief snapshot of the AWAN corpus, in specific for the stimulus stimulus Bee (Abeja) and
its responses, using the FastText and Glove embeddings. It can be observed that they share the same
responses, but they are located in different positions. The cosine similarity obtained on each embedding
corpus produces the arrangement adjustment.

4 AWAN evaluation

To measure the quality of the AWANs, two types of experiments were performed. The first one allows us
to know the representativeness of the embeddings that were trained using AWAN and node2vec, trying
to describe similarity against human-annotated benchmarks. The second experiment is about the lexical
search model used in the reverse dictionary. This evaluation is done because the WANs prove to be
well-performing lexical searches using this kind of corpus as input (Reyes-Magaña et al., 2019a). Each
one of the experiments will be compared with the results of these tasks using MSWAN. We select these
outcomes as the gold standard because the WAN corpus used to perform the experiments corresponds to
Mexican Spanish, same as our AWANs.

4.1 Node2vec
Node2vec (Grover and Leskovec, 2016) finds a mapping f : V ! Rd that transforms the nodes of a
graph into vectors of d-dimensions. It defines a neighborhood in a network Ns(u) ⇢ V for each node
u 2 V through a S sampling strategy. The goal of the algorithm is to maximize the probability of
observing subsequent nodes on a random path of a fixed length.

The sampling strategy designed in node2vec allows it to explore neighborhoods with skewed random
paths. In this work, we used the implementation of the project node2vec, which is available on the web10

considering a dimension of 300.
With the embeddings trained on AWAN, we evaluated the ability of word vectors to capture semantic

relationships through a word similarity task. Specifically, we used two widely-known corpora: a) the
corpus WordSim-353 (Finkelstein et al., 2001) composed of pairs of terms semantically related to simi-
larity scores given by humans and b) the MC-30 (Miller and Charlees, 1991) benchmark containing 30
word pairs. Both datasets in their Spanish version (Hassan and Mihalcea, 2009).

We calculated the cosine similarity between the vectors of word pairs contained in the above mentioned
datasets and compared it with the similarity given by humans using the Spearman correlation. To deal
with the non-inclusion of every word of the testing datasets in our AWAN, we introduced the concept

9https://github.com/jocarema/AWAN
10http://snap.stanford.edu/node2vec/
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Table 2: Responses for stimulus Bee, using FastText and Glove.
Abeja (Bee)

FastText Glove
Response Approximation

Strength
Response Approximation

Strength
mellifera 0.599 apis 0.521
miel 0.580 miel 0.442
zángano 0.552 mellifera 0.441
apis 0.550 hembra 0.393
himenóptero 0.546 zángano 0.353
aguijón 0.532 reina 0.343
insecto 0.520 nido 0.336
néctar 0.511 insecto 0.321
cera 0.506 macho 0.320
hembra 0.485 cera 0.310
polen 0.482 aguijón 0.304
macho 0.464 panal 0.303
polinizador 0.461 néctar 0.290
apidae 0.431 polen 0.286
nido 0.412 estéril 0.259
reina 0.403 apidae 0.195
panal 0.367 himenóptero 0.181
domesticar 0.339 fértil 0.179
estéril 0.318 colonia 0.164
amarillo 0.315 amarillo 0.160
rojizo 0.311 alimentar 0.131
colonia 0.300 solo 0.126
obrero 0.284 vivir 0.117
fértil 0.273 domesticar 0.107
solo 0.257 obrero 0.106
vello 0.240 rojizo 0.099
producto 0.230 misión 0.081
galerı́a 0.220 vello 0.076
alimentar 0.214 existir 0.073
medir 0.195 producto 0.064
vivir 0.185 construir 0.062
existir 0.176 galerı́a 0.061
constituir 0.171 frecuencia 0.058
frecuencia 0.169 polinizador 0.056
numeroso 0.163 cubrir 0.055
cubrir 0.162 medir 0.047
misión 0.155 constituir 0.043
aprovechar 0.146 aprovechar 0.035
subterráneo 0.146 subterráneo 0.025
proveer 0.138 numeroso 0.007
construir 0.107 proveer 0.003

of overlap in the experiments, and calculated the total number of common words between the lists that
are being compared. The others are excluded from the evaluation. In principle, having large overlaps is
a positive feature of this approach. Tables 3 and 4 present the Spearman correlation of the similarity
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given by human taggers with the similarity obtained with word vectors (learned from MSWAN and
AWAN separately). We also report the overlap, which is the number of words that can be found in both,
the given WAN corpus (MSWAN or AWAN) and the evaluation dataset (ES-WS-353 or MC-30).

Table 3: Spearman rank order correlations between Mexican Spanish WAN embeddings (300 dimension)
and the ES-WS-353 dataset.

WAN Weighting function Overlap Correlation

MSWAN (Gómez-Adorno et al., 2019)
Inv. Frequency

140
0.489

Inv. Association 0.463
Time 0.461

AWAN FastText

Inv. Approximation 291

0.595
AWAN Glove 0.555
AWAN Word2Vec 0.550
AWAN FastWiki 0.572

Table 4: Spearman rank order correlations between Spanish WAN embeddings (300 dimension) and the
MC-30 dataset

WAN Weighting function Overlap Correlation

MSWAN (Gómez-Adorno et al., 2019)
Inv. Frequency

11
0.305

Inv. Association 0.563
Time 0.545

AWAN FastText

Inv. Approximation 22

0.747
AWAN Glove 0.698
AWAN Word2Vec 0.706
AWAN FastWiki 0.771

It can be observed that the word embeddings obtained from the AWAN corpus achieved better correla-
tion with the human similarities than the embeddings obtained from the MSWAN corpus in both datasets,
ES-WS-53 and MC-30.

4.2 Lexical Search Model
Given a definition, the search in the graph is done considering the word that better matches with it.
For this purpose, centrality measures identify the most important nodes in a graph; the variation of the
betweenness centrality (BT) algorithm (Freeman, 1977) which instead of computing BT of all pairs of
nodes in a graph, calculates the centrality based on a sample (subset) of nodes (Brandes, 2008). This
approximation is formally described as follows:

Cbtw aprox(v) =
X

i2I,f2F

�i,f (v)

�i,f
(2)

where: I is the set of initial nodes, F is the set of final nodes, �i,f is the number of shortest paths between
i and f , and �i,f (v) is the number of those paths that passes through some node v that is not i or f .

In a non-weighted-graph, the algorithm looks for the shortest path. In a weighted graph, such algorithm
finds the path that minimizes the sum of the weight of the edges. When using WAN as the input corpus,
we obtain the weighted one.

We employ the approximation of the BT algorithm in order to search for the concept related to a given
definition because it only uses a subset of nodes to find the most central nodes in the graph. Therefore,
we define a subgraph composed by the words (nodes) of the definition. This subgraph is used as both
initial and final nodes to calculate the shortest paths from each of the nodes of the initial nodes set to
each one of the nodes of the final nodes set. Finally, the nodes are ranked taking the measure of BT as a
parameter for the comparison of the most important nodes found by the algorithm.
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We constructed the AWAN graph considering only the 234 stimuli of MSWAN but having the response
associated and the weights, using the algorithm 1 previously described.

For the experiments, we use the small corpus available in github11. It is reported that this corpus
contains 5 definitions for 56 concepts corresponding to stimuli of the MSWAN, with a total number
of 280 definitions. The corpus was gathered with the collaboration of students who gave their own
description of the word. For the evaluation of the inference process, we used the technique of precision at
k (p@k) (Manning et al., 2009), for example, p@1 shows that the concept associated to a given definition
was ranked correctly in the first place; in p@3 the concept was in the first three results, and the same
applies to p@5.

The results are shown in Table 5. It is clear that when the model searches over MSWAN graphs
weighted with any function, the results are higher than when searching on the AWAN graph. We consider
that the precision obtained with the AWAN corpus is still competitive. We can affirm this because in the
work of Reyes-Magaña et al. (2019a), the authors describe and implement other retrieval information
systems applied to the reverse dictionary, being all outperformed by our AWAN graphs. These methods
were: Boolean IR, Onelook reverse dictionary 12, BM-25 (Robertson and Zaragoza, 2009) and CAS
(Ghosh et al., 2014).

Table 5: Lexical Search Results in terms of precision.

WAN Weighting function p@1 p@3 p@5

MSWAN (Reyes-Magaña et al., 2019a)
Inv. Frequency 0.616 0.741 0.774

Inv. Association 0.655 0.804 0.829
Time 0.362 0.550 0.652

AWAN FastText

Inv. Approximation

0.329 0.526 0.584
AWAN Glove 0.333 0.544 0.587
AWAN Word2Vec 0.340 0.537 0.584
AWAN FastWiki 0.326 0.526 0.580

We did some additional experiments to prune the graph. For this purpose, on each AWAN we vary the
weight with incremental intervals of .05. Figure 1 shows the precision of the lexical search; this value
is seen on the vertical axis. The horizontal axis represents from left to right the reductions of responses
that satisfy the filter, meaning that, if we have the value of .1, the responses to be considered will be
those whose weights vary from 1 to .1. In the case of .55, we only select responses with weight from
1 to .55, and so on. With this technique, we could see if there is an improvement of precision as we
vary the values in weights. The reason to perform this experiment is that in some cases, a more compact
graph yields more efficient searches. When the reduction reaches a value of .60, the filtered responses
are bigger, having fewer words to work with and making the precision of lexical search, turns almost to
0. We can see that in the first intervals, reducing the graph does not make a significant difference in the
precision outcomes. A slight peak can be reached before the precision starts to decrease. For this reason,
we provide full AWANs without any reduction.

5 Conclusions and Future Work

We introduced a method for learning Word Association Norms in Mexican Spanish from a dictionary.
Although we could use a general Spanish dictionary like the Real Academia de la Lengua (RAE), the
experiments did not yield good results, mainly because the test corpus is based on definitions made by
people that use Mexican Spanish as their mother tongue. Nevertheless, the methodology we provide in
this paper can be applied to any kind of dictionary. To evaluate the AWANs, we used two types of test.
The first one is the intrinsic test which uses the node2vec algorithm to learn word vectors on the graph
built with the AWAN corpus. The results determine that these vectors overcome the Spearman correlation
presented with the MSWAN corpus. The second one is the extrinsic test which presents a more realistic

11https://github.com/jocarema/Natural-Language-definitions
12https://www.onelook.com/reverse-dictionary.shtml
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Figure 1: Lexical Search precision based on AWAN

use of this type of corpus; the lexical search model shows that even if we did not outperformed the results
of the MSWAN, it is competitive enough to outperform classic information retrieval systems. We employ
a weighting function on the graph edges considering the inverse approximation strength because all the
tests use the shortest paths.

We consider that the methodology proposed is a helpful tool for the construction of Word Association
Norms. The input elements to produce AWANs are somehow easy to get, and consist mainly of a dic-
tionary, and the pretrained word embeddings. We also believe that the MSWAN collected and processed
by humans, will bring more accurate results depending on the task that will be used. Nevertheless, in
some cases where time and availability of WAN is urgent or simply impossible to collect in the classic
way, the creation of AWAN is a reliable and fast solution. In a more advanced stage, the success of the
technique can make unnecessary the effort and resources that are currently dedicated to collect WANs.

Besides, as a parallel result, we provide the Word Embeddings 13 that we trained using the node2vec
algorithm, having as the most important feature that these vectors are based on Mexican Spanish. We
claim that this methodology can be used to produce embeddings for specific variants of a language
without a huge amount of data.

As future work, we plan to do some additional experiments to increase the precision in lexical search
in order to apply some additional filters in the response words, like having only nouns, verbs, and/or
adjectives, with all the possible combinations a POS tagging can produce. Roth and im Walde (2008)
showed that the WANs can be enriched using diverse types of corpora in addition to a dictionary. Hence,
as future work, we plan to add some encyclopedic and co-ocurrence corpora resources in order to improve
the tasks performance on WANs. Also, it is possible to have the incorporation of multi-terms is possible
to have, adding the vector representation of each word in the multi-term. This could be done by applying
the same methodology.
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