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SHAPE OPTIMIZATION OF LIGHT STRUCTURES AND

THE VANISHING MASS CONJECTURE

JEAN-FRANÇOIS BABADJIAN, FLAVIANA IURLANO, AND FILIP RINDLER

Abstract. This work proves rigorous results about the vanishing-mass
limit of the classical problem to find a shape with minimal elastic com-
pliance. Contrary to all previous results in the mathematical literature,
which utilize a soft mass constraint by introducing a Lagrange multi-
plier, we here consider the hard mass constraint. Our results are the
first to establish the convergence of approximately optimal shapes of
(exact) size ε ↓ 0 to a limit generalized shape represented by a (possibly
diffuse) probability measure. This limit generalized shape is a mini-
mizer of the limit compliance, which involves a new integrand, namely
the one conjectured by Bouchitté in 2001 and predicted heuristically
before in works of Allaire & Kohn and Kohn & Strang from the 1980s
and 1990s. This integrand gives the energy of the limit generalized
shape understood as a fine oscillation of (optimal) lower-dimensional
structures. Its appearance is surprising since the integrand in the orig-
inal compliance is just a quadratic form and the non-convexity of the
problem is not immediately obvious. In fact, it is the interaction of
the mass constraint with the requirement of attaining the loading (in
the form of a divergence-constraint) that gives rise to this new inte-
grand. We also present connections to the theory of Michell trusses,
first formulated in 1904, and show how our results can be interpreted as
a rigorous justification of that theory on the level of functionals in both
two and three dimensions, settling this open problem. Our proofs rest
on compensated compactness arguments applied to an explicit family of
(symmetric) div-quasiconvex quadratic forms, computations involving
the Hashin–Shtrikman bounds for the Kohn–Strang integrand, and the
characterization of limit minimizers due to Bouchitté & Buttazzo.

Keywords: Shape optimization, elasticity, Kohn–Strang functional,
compensated compactness, variational problems with PDE constraints.
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1. Introduction

One of the main questions in the theory of shape optimization is the
following (see, e.g., [1, 10] for an introduction):

Given a bounded Lipschitz domain Ω ⊂ Rn (n = 2, 3), what
is the optimal shape (Lipschitz subdomain) ω ⊂ Ω of pre-
scribed volume Ln(ω) = ε that minimizes a given cost func-
tional?
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Here and in the sequel, a Lipschitz domain is understood to be an open,
connected set with Lipschitz-regular boundary. A common choice for the
cost functional is the elastic compliance [1, Section 4.2.1]

(1.1) ĉ(ω) := − min
v̂∈H1(Rn;Rn)/R

{∫
ω
j(e(v̂)) dx−

〈
f, v̂
〉}

,

where H1(Rn;Rn)/R denotes the quotient space of H1(Rn;Rn) by the rigid
body motions R, i.e., the affine maps x 7→ r(x) = Sx + b with S ∈ Mn×n

skew
a skew-symmetric matrix and b ∈ Rn. The integrand j is a quadratic form,
j(ξ) = 1

2Cξ : ξ for symmetric matrices ξ ∈Mn×n
sym , with C a positive definite

and symmetric 4’th-order tensor, which describes the material response as
a function of the linearized strain

e(v̂) :=
1

2
(∇v̂ +∇v̂T )

of a displacement v̂ ∈ H1(Rn;Rn). Furthermore, f ∈ H−1(Rn;Rn) is an
external loading compactly supported in Ω and satisfying the balance con-
dition 〈

f, r
〉

= 0 for all r ∈ R.

Note that this means that f can itself be written as the divergence of some
symmetric matrix field, see Proposition 2.5.

It might happen that ĉ(ω) = +∞ in (1.1) if, e.g., the support of f is not
contained in the closure ω of ω (so that ω cannot support the loading f).
For that reason, as in [1, Section 4.2.1], we assume for simplicity that the
load

(1.2) f ∈ L2(∂Ω;Rn)

is concentrated on ∂Ω and that every admissible shape ω satisfies

∂Ω ⊂ ∂ω.

We thus define for 0 < ε < Ln(Ω) the set of admissible shapes as follows:

(1.3) Aε :=
{
ω ⊂ Ω : ω Lipschitz domain, ∂Ω ⊂ ∂ω, and Ln(ω) = ε

}
.

In particular, we require ω to be connected (which is natural from the point
of view of applications). Also observe that competitors in (1.1) can then be
taken in the space H1(ω;Rn)/R instead of H1(Rn;Rn)/R.

An application of the Direct Method in the Calculus of Variations together
with Korn’s inequality (see [28, 40, 48]) shows that for each ω ∈ Aε the
minimization problem (1.1) has a unique solution u ∈ H1(ω;Rn)/R, which
satisfies

−div(Ce(u)χω) = f in D′(Rn;Rn),

where χω is the characteristic function of the set ω, i.e., χω(x) = 1 if x ∈ ω
and 0 otherwise, and “div” is the row-wise (distributional) divergence. This
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means that u is a weak solution of
−div(Ce(u)) = 0 in ω,

Ce(u)ν = 0 on ∂ω \ ∂Ω,

Ce(u)ν = f on ∂Ω,

where ν denotes the unit outer normal to ∂ω.
The shape optimization question corresponds to finding the “stiffest”

(least compliant) material shape ω ∈ Aε under the given side conditions.
This question is of tremendous practical importance since in a huge number
of engineering problems one is tasked with finding an optimal shape of a
component. In fact, recent innovations in the engineering space, such as
additive manufacturing (e.g., “3D printing”), have opened up a new level of
freedom in shaping materials and thus only increased the importance of this
task.

In many applications of shape optimization, the amount of material to be
distributed is small relative to the size of the surrounding domain. Thus,
immediately the question arises how the optimization behaves in the van-
ishing mass limit ε ↓ 0. It is clear that in order to investigate this question,
one needs to broaden the notion of “shape” to also encompass represen-
tations of sequences of sets that exhibit fine oscillations or concentrations
on (Lebesgue-)nullsets. Then, it is in particular unclear what an optimal
“displacement” should be. In fact, as is well known in the theory of shape
optimization (cf. [1, Section 4.2]), there may be no limit displacement in
the classical sense. In order to arrive at a mathematically tractable formu-
lation, one therefore first dualizes the problem and switches to the stress
formulation. Indeed, standard arguments in convex duality theory (see,
e.g., [22, Proposition VI.2.3]) allow us to rewrite the minimization in the
definition of ĉ(ω) using the Legendre–Fenchel convex conjugate

j∗(τ) := sup
ξ∈Mn×n

sym

{
ξ : τ − j(ξ)

}
, τ ∈Mn×n

sym ,

of j as follows:

min
v̂∈H1(ω;Rn)/R

{∫
ω
j(e(v̂)) dx−

∫
∂Ω
f · v̂ dHn−1

}
= min

v̂∈H1(ω;Rn)/R
max

σ̂∈L2(ω;Mn×n
sym )

{∫
ω
σ̂ : e(v̂) dx

−
∫
ω
j∗(σ̂) dx−

∫
∂Ω
f · v̂ dHn−1

}
= max

σ̂∈L2(ω;Mn×n
sym )

min
v̂∈H1(ω;Rn)/R

{∫
ω
σ̂ : e(v̂) dx

−
∫
ω
j∗(σ̂) dx−

∫
∂Ω
f · v̂ dHn−1

}
.
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Thus,

min
v̂∈H1(ω;Rn)/R

{∫
ω
j(e(v̂)) dx−

∫
∂Ω
f · v̂ dHn−1

}
= max

σ̂∈Σ(ω)

{
−
∫
ω
j∗(σ̂) dx

}
,

where Σ(ω) is the set of all statically admissible stresses, that is, those
σ̂ ∈ L2(ω;Mn×n

sym ) such that∫
ω
σ̂ : e(v̂) dx−

∫
∂Ω
f · v̂ dHn−1 = 0, v̂ ∈ H1(ω;Rn)/R.

Note that since ω has a Lipschitz boundary, σ̂ ∈ Σ(ω) if and only if (re-
call (1.2))

−div(σ̂χω) = f in D′(Rn;Rn),

that is, in the sense of distributions on Rn. The compliance ĉ(ω) of a shape
ω ∈ Aε can thus equivalently be written as

ĉ(ω) = min
σ̂∈L2(ω;Mn×n

sym )

{∫
ω
j∗(σ̂) dx : − div(σ̂χω) = f in D′(Rn;Rn)

}
.

Again, it can be immediately checked via an application of the Direct
Method that this minimization problem is well-posed.

In this formulation we can now investigate the vanishing-mass limit ε ↓ 0.
Upon observing that (see [11, Theorem 2.3 (i)])

inf
{
ĉ(ω) : ω ∈ Aε

}
∼ 1

ε
as ε ↓ 0,

we need to rescale the problem by writing σ̂ = ε−1σ, such that the compli-
ance becomes

ĉ(ω) =
1

ε
cε(ω),

where

cε(ω) := min
σ∈L2(ω;Mn×n

sym )

{∫
Ω
j∗(σ)

χω
ε

dx : −div
(
σ
χω
ε

)
= f in D′(Rn;Rn)

}
.

Then, for every probability measure µ ∈M1(Ω), we define the functional

Cε(µ) :=

{
cε(ω) if µ = 1

εL
n ω for some ω ∈ Aε,

+∞ otherwise.

Note that if µ = 1
εL

n ω for some ω ∈ Aε (so, in particular, µ is a probability
measure), then

Cε(µ) = min
σ∈L2(Rn,µ;Mn×n

sym )

{∫
Ω
j∗(σ) dµ : − div (σµ) = f in D′(Rn;Rn)

}
.

In this variational framework, the pivotal problem is now to identify the
variational limit of Cε, that is, to find a “limit compliance” C defined on
the space M1(Ω) of probability measures such that

inf
ω∈Aε

Cε

(
Ln ω

ε

)
→ inf

µ∈M1(Ω)
C (µ) as ε ↓ 0.
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Moreover, we require that approximately minimizing shapes for Cε converge
to a limit shape (given by a probability measure) that is minimizing for C
and that all minimizing shapes for C can be recovered as limits of approxi-
mately minimizing shapes of the functionals Cε.

It has been conjectured by Bouchitté in [10] (and implicitly in special
cases by several authors before, most notably in Kohn–Strang [29–31] and
Allaire–Kohn [3]) that the limit compliance C involves a new integrand in
place of j∗, even though j∗ is convex. Instead, Bouchitté proposed
(1.4)

C (µ) = min
σ∈L2(Rn,µ;Mn×n

sym )

{∫
Rn
j̄∗(σ) dµ : − div (σµ) = f in D′(Rn;Rn)

}
,

where the infinitesimal-mass integrand j̄∗ is defined as the convex conjugate
to

j̄(ξ) := sup
τ∈Mn×n

sym

det τ=0

{
ξ : τ − j∗(τ)

}
, ξ ∈Mn×n

sym .

The decisive feature here is that in the definition of j̄(ξ) we only take the
supremum over singular matrices τ . This should be understood as only
considering “lower-dimensional” stress tensors, corresponding to µ being a
limit of lower-dimensional structures, which is also to be expected since the
(nearly) optimal shapes employed by engineers are usually a combination of
sheets and rods, i.e., lower-dimensional structures. We also note that the
singular symmetric matrices form the wave cone for the divergence operator
(first defined in [37,38,47]), see Section 2.3. This fact will become important
later on.

More specifically, one is interested in the isotropic and homogeneous sit-
uation, where

j(ξ) :=
1

2
|ξ|2.

In this case, one can compute (see [3] and Lemma 2.1 below) that

j̄(ξ) =
1

2
(|ξ|2 − ξ2

1),

where for ξ ∈ Mn×n
sym we let ξ1, . . . , ξn be the eigenvalues of ξ ordered as

singular values, i.e., |ξ1| ≤ · · · ≤ |ξn|. Another computation shows

(1.5)

n = 2 : j̄∗(τ) =
1

2
(|τ1|+ |τ2|)2,

n = 3 : j̄∗(τ) =

{
1
2 [(|τ1|+ |τ2|)2 + τ2

3 ] if |τ1|+ |τ2| ≤ |τ3|,
1
4(|τ1|+ |τ2|+ |τ3|)2 if |τ1|+ |τ2| > |τ3|.

For additional motivation of this integrand besides the reasoning given for
the abstract j̄∗, we refer to Appendix A, where we will exhibit the approx-
imately optimal shape of an elastic material that leads to this integrand in
the vanishing-mass limit.
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The above question is also intimately connected to the task of rigorously
justifying the Michell truss theory. We make this relationship explicit in
Section 1.2 after we have stated our main result.

There are two primary mathematical issues that make the analysis of
Bouchitté’s conjecture challenging, namely the hard mass constraint for the
admissible shapes, cf. (1.3), and the difficulty in understanding asymptotic
concentrations in PDE-constrained sequences of measures. We will comment
on both of these issues in turn.

First, we recall that it is common in the theory of shape optimization
(and indeed in many related constrained relaxation problems as well) to re-
place (1.3) by a soft constraint involving a Lagrange multiplier, that is, a
penalization term κ

ε

∫
Ω χω dx (κ > 0) is added to the functional. While on a

heuristic level this is a classical approach, see, e.g., [1,3] for a pointwise anal-
ysis, a full justification in the framework of Γ-convergence (using a soft mass
constraint) has only recently been claimed, see [41,42] (but see Remark 4.3).
With a soft mass constraint the question turns out to be considerably more
tractable, since one can now essentially minimize with respect to χ = χω
pointwise and then compute a suitable relaxation. However, it is not clear
how the formulation with the soft constraint is related rigorously to the
formulation with the hard constraint. Moreover, the constant κ > 0 that
controls the trade-off between the mass constraint and the elastic energy is
not an intrinsic quantity of the original formulation with the hard constraint
and the result depends on it. The added term κχ/ε gives one uniform co-
ercivity (of a linear, not quadratic, nature) to work with, whereas in our
case, we get coercivity only on moving domains. Some of these issues are
also discussed in [9], where a relaxation analysis in the framework of damage
mechanics in terms of the displacement is carried out.

Second, the asymptotic concentrations allowed under the PDE constraint
−div(σµ) = f are not currently known explicitly and only partial results
exist, see, e.g., [7, 9, 21, 32, 33] and the references contained therein. It fol-
lows from the recent results in [8,20] that σµ must be absolutely continuous
with respect to the 1-dimensional Hausdorff measure and detσ(x) = 0 for
µs-almost every x, where µs is the singular part of µ. Indeed, if we also
knew that detσ(x) = 0 for Ln-almost every x in the support of µ, then
we could just replace j∗ by j̄∗ since j∗ and j̄∗ agree on singular matrices
(see Lemma 2.1). However, one cannot expect that σ is singular Ln-almost
everywhere. We also refer to [11, Example 5.1 and Remark 5.4] for an ex-
ample of a singular measure that is optimal for the problem with j̄∗, but
not for that with j∗. Also, as [13, Example 2.2] shows, it could happen
that an optimal measure µ with a nonzero Lebesgue-absolutely continuous
part is obtained as a limit of diffuse concentrations (singular measures con-
verging weakly* to an absolutely continuous one). No general compensated
compactness theory that could be used to analyze these situations exists at
present.
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1.1. Main results. Let Ω ⊂ Rn, n ∈ {2, 3}, be a bounded Lipschitz do-
main, i.e., a bounded, open, connected set with Lipschitz boundary. The
set Aε of admissible shapes is defined in (1.3). We further set

X(Ω) :=
{

(σ, µ) : µ ∈M1(Ω) and σ ∈ L2(Rn, µ;Mn×n
sym )

}
,

Xε(Ω) :=

{
(σ, µ) ∈ X(Ω) : µ =

Ln ω

ε
for some ω ∈ Aε

}
.

In this work, we only work with the (dual) integrand j∗ : Mn×n
sym → [0,∞),

j∗(τ) :=
1

2
|τ |2, τ ∈Mn×n

sym ,

and j̄∗ given in (1.5). The energy functionals Eε : X(Ω) → [0,∞] and
E : X(Ω)→ [0,∞) are defined, for (σ, µ) ∈ X(Ω), by

Eε(σ, µ) :=


∫
Rn

1

2
|σ|2 dµ if (σ, µ) ∈ Xε(Ω),

+∞ otherwise,

and

E (σ, µ) :=

∫
Rn
j̄∗(σ) dµ.

Let f ∈ L2(∂Ω;Rn) be a given external boundary loading satisfying∫
∂Ω
f · r dHn−1 = 0, r ∈ R.

In the sequel, we will identify f with an element of H−1(Rn;Rn)∩M(Rn;Rn).
We introduce the compliances Cε,C : M1(Ω)→ [0,∞] corresponding to the
energies Eε,E , respectively, as

(1.6) Cε(µ) := inf
{

Eε(σ, µ) : σ ∈ L2(Rn, µ;Mn×n
sym ), −div(σµ) = f

}
and

(1.7) C (µ) := inf
{

E (σ, µ) : σ ∈ L2(Rn, µ;Mn×n
sym ), −div(σµ) = f

}
for µ ∈M1(Ω).

The main result of this work concerns the convergence of minimum values
and almost-minimizers of the ε-compliance Cε to, respectively, the minimum
value and a minimizer of the limit compliance C .

Theorem 1.1. Assume that Ω is a bounded C2-domain, i.e., Ω is open,
bounded, connected, and the boundary ∂Ω is of class C2.

(i) Convergence of almost-minimizers. For ε > 0 let ωε ∈ Aε be
such that

Cε

(
Ln ωε

ε

)
≤ inf

ω∈Aε
Cε

(
Ln ω

ε

)
+ αε, where αε ↓ 0.
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Then, there exists a sequence {εk}k∈N with εk ↓ 0 such that the
probability measures

1

εk
Ln ωεk , k ∈ N,

converge weakly* in M(Rn) to a solution µ̄ ∈M1(Ω) of

(1.8) min
M1(Ω)

C ,

and

lim
k→∞

Cεk

(
Ln ωεk

εk

)
= C (µ̄) = min

M1(Ω)
C .

(ii) Convergence of minimum values. Let µ∗ ∈M1(Ω) be a solution
of (1.8). Then, for ε > 0, there exists ω∗ε ∈ Aε such that

1

ε
Ln ω∗ε

∗
⇀ µ∗ in M(Rn)

as ε→ 0, and

min
M1(Ω)

C = C (µ∗) = lim
ε→0

Cε

(
1

ε
Ln ω∗ε

)
= lim

ε→0
inf
ω∈Aε

Cε

(
Ln ω

ε

)
.

Usually, the convergence of minimum values and almost-minimizers arises
as a consequence of a more general Γ-convergence analysis [18]. Indeed, it
would be interesting to know if also Γ-limε↓0 Cε = C with respect to weak*
convergence of measures. In fact, the Γ-lower bound follows directly from
our Proposition 3.2. Hence, the question is whether one can find a recovery
sequence that admits the mass constraint and loading exactly. This seems
to be a deeper issue than might appear at first sight since one cannot modify
the loading from f to f ′, say, by solving a PDE of the form−div e(v) = f ′−f
in ω. Unfortunately, the corrector e(v) is not necessarily “small” since the
Korn–Poincaré constant of ω cannot be assumed to be uniformly bounded
(cf. [34,35] and also [28,40,48]). In fact, it seems likely that for any recovery
construction of shapes ωε the Korn–Poincaré constant tends to +∞ in the
limit because of the requirement that the mass vanishes in the limit. Thus,
one can perhaps not expect a “stability” with respect to small modifications
in f (with respect to some suitable norm). Let us also point out that some
ideas about a general upper bound have been given in [10, Section 3] using
the primal formulation of the compliance in suitable Sobolev spaces with
respect to a measure (using techniques from [12]).

Our proof of Theorem 1.1 instead proceeds via a different route. For the
lower bound, proved in Section 3, we modify the integrand by subtracting
a suitable (symmetric) div-quasiconvex quadratic form, which has a sign
in the limit by classical compensated compactness theory (see Section 2.2
for this construction). Pointwise optimizing over a whole family of such
(symmetric) div-quasiconvex quadratic forms, we can then pass to the limit
integrand j̄∗ in place of j∗ in the vanishing mass limit ε ↓ 0.
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For the convergence of approximate minimizers to a minimizer of the limit
problem, we first investigate some properties of the Kohn–Strang functional
in Section 4. In particular, we give a proof of (the upper part of) a relaxation
result for the formulation with a soft-divergence constraint, Proposition 4.4,
which was first claimed in [41, 42] (but see Remark 4.3). Our proof rests
on a suitable smoothing procedure for measures that does not increase the
support (adapted from [23], see Section 2.5), for which we require Ω to be a
C2 domain, and some pointwise arguments.

In the final Section 5 we then prove Theorem 1.1. For this, we exploit
that minimizers of the limit problem have special properties by the results
in [11]. In particular, the Lagrange multiplier κ = ρ◦(σ) is a constant
function, which allows one to invoke Proposition 4.4 to obtain a recovery
sequence for a limit minimizer.

1.2. Relation to Michell truss theory. Michell trusses, introduced in
1904 in the seminal work [36], are a particular class of structures that can be
used to approximate optimal shapes. We refer to [1,13,41,42] for an overview
and a modern mathematical formulation. In this section, we explain how
our results can be understood in this context.

In the literature it is often stated, usually heuristically, that the Michell
truss theory should be seen as the vanishing-mass limit of the shape opti-
mization problem for elastic materials. One can typically find a formulation
that roughly corresponds to the following: Given a loading f , one is tasked
with the minimization

(1.9) min
λ∈M(Rn;Mn×n

sym )
F (λ),

where the Michell functional and the Michell integrand are given by

F (λ) :=


∫

Ω
ρ◦
(

dλ

d|λ|

)
d|λ| if supp(λ) ⊂ Ω, −div λ = f in D′(Rn;Rn),

+∞ otherwise,

and

(1.10)

n = 2 : ρ◦(τ) := |τ1|+ |τ2|,

n = 3 : ρ◦(τ) :=

{√
(|τ1|+ |τ2|)2 + τ2

3 if |τ1|+ |τ2| ≤ |τ3|,
1√
2
(|τ1|+ |τ2|+ |τ3|) if |τ1|+ |τ2| > |τ3|,

respectively. Note that from (1.5) and (1.10) we see that the functions ρ◦

and j̄∗ are related by

j̄∗ =
1

2
(ρ◦)2,

also see Section 2.3 for more on the underlying convex analysis involved
here. Historically, ρ◦ is only equal to the predicted Michell integrand in two
dimensions, whereas the picture is more complicated in three dimensions by
the inclusion of plates besides bars.
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The above problem has been rigorously derived in [41,42] by considering
the Kohn–Strang-type functionals

Fε(λ) :=

∫
Ω
hε(λ) dx,

with

hε(τ) :=

{
ε
2 |τ |

2 + 1
2ε if τ 6= 0,

0 if τ = 0,

where now 1/(2ε) takes the role of a Lagrange multiplier for the vanishing
mass constraint acting on the shape ω = {λ 6= 0} (as ε ↓ 0). Then, one takes
the (symmetric) div-quasiconvex envelope (see Section 2.2) of this integrand
and passes to a pointwise limit using the Hashin–Shtrikman bounds from [3],
see, e.g., [1, Section 4.2.3] for details.

Note that there might be many decompositions λ = σµ for µ ∈ M1(Ω)
and σ ∈ L1(Rn, µ;Mn×n

sym ) with the property∫
Ω
ρ◦
(

dλ

d|λ|

)
d|λ| =

∫
Ω
ρ◦(σ) dµ.

However, it is proved in [11, Theorem 2.3 (iii)] that any minimizer µ for
C together with its unique associated stress σ (solving (1.4) for µ) defines
a minimizer λ := σµ of F . Conversely, every minimizer λ of F can be
decomposed as λ = σµ for some optimal σ and µ. In addition, the minimal
values are related via
(1.11)∫

Ω
j̄∗(σ) dµ =

∫
Ω

1

2
ρ◦(σ)2 dµ = C (µ) =

F (λ)2

2
=

1

2

(∫
Ω
ρ◦(σ) dµ

)2

.

Thus, even though ρ◦ and our j̄∗ = 1
2(ρ◦)2 have the same pointwise mini-

mizers, the different scalings in σ cause a discrepancy in the minimizers of
the corresponding compliance functionals. This point is further illustrated
in Appendix A, which contains constructions that show how finer and finer
structures indeed lead the integrand 1

2 |σ|
2 to behave like the infinitesimal-

mass integrand j̄∗ in the limit.
Let us illustrate this point through the following example.

Example 1.2. Consider the square Ω := (0, 1)2 and the parametrized set
of probability measures

µδ := δH1 ((0, 1)× {0}) + (1− δ)H1 ({0} × (0, 1)), δ ∈ [0, 1].

Denoting by {e1, e2} the canonical basis of R2, we set

f := e1δe1 + e2δe2 − (e1 + e2)δ0,

or a suitable mollification thereof. Then, we can easily see that

σδ :=

{
1
δ e1 ⊗ e1 on (0, 1)× {0},

1
1−δ e2 ⊗ e2 on {0} × (0, 1)
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is the optimal stress, i.e., the unique σδ satisfying −div(σδµδ) = f , which
here decomposes into two (distributional) ODEs on the coordinate lines and
can thus be solved explicitly. Consequently, setting

λδ := σδµδ = e1 ⊗ e1H1 ((0, 1)× {0}) + e2 ⊗ e2H1 ({0} × (0, 1)),

which is actually independent of δ, we have

F (λδ) = 2 for all δ ∈ [0, 1].

This means that any distribution of mass between the horizontal and vertical
bars gives a Michell-optimal shape in the sense above. This is, however,
clearly not physical: For two orthogonal (non-interacting) elastic bars, one
expects to distribute the mass equally between the two bars to minimize the
total compliance (note in particular that the endpoints δ = 0, 1 should have
infinite compliance since they cannot carry the loading).

Our main result, Theorem 1.1, involving the infinitesimal-mass integrand
j̄∗ instead, gives the limit compliance

C (µδ) =

∫
Ω

1

2

(
|(σδ)1|+ |(σδ)2|

)2
dµδ =

1

2δ
+

1

2(1− δ)
,

which attains the minimum value 2 at the (unique) minimizer µ1/2, as ex-

pected. Hence, C , and not F , selects the physically correct minimizer µ1/2.
Note that an application of [11, Theorem 2.3 (iii)] yields that the measure

µ :=
1

2
ρ◦(λδ)

coincides with µ1/2 (which here is also obvious), hence it is optimal for C .
As a consequence, the measure µ1/2 is precisely the one selected by the
condition (1.11) which here reads as∫

Ω
ρ◦(σ)2 dµ =

(∫
Ω
ρ◦(σ) dµ

)2

.

This identity acts as a kind of entropy selection criterion for the physically
relevant decomposition λ = σµ of the solutions λ of (1.9).

The previous discussion shows that any optimal pair (σ, µ) of our limit
compliance problem (1.7)–(1.8) gives rise to a minimizer λ := σµ of the
Michell functional. We therefore recover the same structure as in [41, 42].
However, in the two-dimensional case n = 2 studied in [41], the problem
is reformulated in terms of the Airy function φ, which is related to the
measure λ by the relation D2φ = cof(λ). In this formulation, a boundary
integral penalizes the cost of violating the limit boundary value of the normal
derivative ∇φ·ν. We refer to [41, Lemma 4.5] for a discussion on the relation
between the boundary conditions for φ and λ. In the case n = 2, the
formulation with the Airy function entails that singularities (in the interior)
essentially come from discontinuities in the gradient of the Airy function φ,
so the structure of singularities can be understood more finely via the theory
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of maps with second derivative a measure. It is unclear at present whether
similar constraints can be proved to hold in dimension n ≥ 3.

To conclude the introduction, let us mention several interesting and chal-
lenging open questions:

• Understanding singularities of solutions to the minimization prob-
lem (1.8): From [8] we know that general measures λ = σµ sat-
isfying −div λ ∈ M(Rn;Rn) must have a singular support carried
by a set of codimension at most n − 1. We expect a more precise
statement for solutions to (1.8) but this would require a fine analy-
sis of singularities in optimal configurations for our limit compliance
problem.
• Providing a full Γ-convergence result for general integrands j (instead

of just the quadratic one j = 1
2 | · |

2) and in arbitrary dimensions:
In [10] a sketch is given for a possible proof of the upper bound,
using the primal problem in terms of the displacement instead of
the stress. However, a uniform Korn-type inequality on sequences of
domains, which would allow one to implement this strategy, seems
to be missing. On the other hand, an adaptation of our algebraic
and compensated compactness arguments might lead to a general
lower bound inequality.
• Understanding diffuse concentrations: In [10] a possible approach

to the vanishing mass conjecture in terms of (generalized) Young
measure generated by the sequence {σεµε}ε>0 is outlined. How-
ever, despite recent advances in the theory of Young measures for
A-free sequences [7, 32], diffuse concentrations (singular measures
converging weakly* to an absolutely continuous one) remain only
superficially understood. It is, however, precisely these diffuse con-
centrations that lie at the core of the general conjecture (as is already
observed in [10]).
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2. Preliminaries

2.1. Notation. We denote by Mn×n the space of n × n matrices and by
Mn×n

sym and Mn×n
skew the subspaces of symmetric and skew-symmetric matrices,
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respectively. If ξ, ζ ∈ Mn×n, then ξ : ζ := tr(ξT ζ) is the Frobenius scalar
product between ξ and ζ, and |ξ| :=

√
ξ : ξ is the corresponding Frobenius

norm. We recall that for symmetric matrices ξ ∈ Mn×n
sym , one has the ex-

pression |ξ|2 = ξ2
1 + · · · + ξ2

n with ξ1, . . . , ξn the eigenvalues of ξ, which in
the following we always order as singular values, i.e., |ξ1| ≤ · · · ≤ |ξn|. The
tensor product and symmetric tensor product of a, b ∈ Rn are a⊗ b := abT

and a� b := 1
2(a⊗ b+ b⊗ a), respectively.

The Lebesgue measure in Rn is written Ln and Hk stands for the k-
dimensional Hausdorff (outer) measure. We denote by M(Rn;Mn×n

sym ) (re-

spectivelyM(Rn)) the space of Mn×n
sym -valued (respectively real-valued) glob-

ally bounded Radon measures. The sets M+(Rn) and M1(Rn) contain
all nonnegative bounded Radon measures and probability measures in Rn.
Finally, if K ⊂ Rn is compact, we denote by M(K;Mn×n

sym ) the space of

Mn×n
sym -valued bounded Radon measures in Rn with support contained in K.

Corresponding definitions are used forM(K),M+(K) andM1(K). In the
sequel, if f ∈ L1(Rn), we will often identify f with the absolutely continuous
measure fLn.

2.2. Compensated compactness. In the theory of compensated com-
pactness, the wave cone associated to the row-wise divergence “div” is de-
fined as Λdiv :=

⋃
λ6=0 kerA(λ), where A(λ)M := (2πi)Mλ (M ∈ Mn×n

sym ,

λ ∈ Rn) is the (principal) Fourier symbol of div. It is given by the set of all
singular symmetric matrices,

Λdiv =
{
σ ∈Mn×n

sym : detσ = 0
}
.

Following [47], a locally bounded Borel-measurable function f : Mn×n
sym →

R is said to be Λdiv-convex (respectively Λdiv-affine) if, for all A ∈Mn×n
sym and

σ ∈ Λdiv, the function t ∈ R 7→ f(A+tσ) is convex (respectively affine). An-
other relevant notion is that of (symmetric) div-quasiconvexity [25], which
turns out to be a necessary and sufficient condition for weak lower semi-
continuity of integral functionals under a divergence-free constraint (see [25]
or [16, Lemma 2.5]): We call a locally bounded Borel-measurable function
f : Mn×n

sym → R (symmetric) div-quasiconvex if for all ϕ ∈ C∞per((0, 1)n;Mn×n
sym )

such that divϕ = 0 in Rn, it holds that

f

(∫
(0,1)n

ϕ(x) dx

)
≤
∫

(0,1)n
f(ϕ(x)) dx.

Here, C∞per((0, 1)n;Mn×n
sym ) is the space of all Mn×n

sym -valued functions that
are smooth and periodic on the unit torus, i.e., (0, 1)n with opposite edges
identified. It is well known that (symmetric) div-quasiconvexity implies Λdiv-
convexity (see [16, Lemma 2.4] and also [25, Proposition 3.4]) but that the
converse implication is false in general (see [43]). However, both (symmetric)
div-quasiconvexity and Λdiv-convexity are equivalent for quadratic forms.
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Indeed, from [47, Theorem 11] (or [44, Theorem 8.30]) we get that Λdiv-
convexity implies weak* lower semicontinuity for quadratic forms, which
yields the div-convexity by [25, Theorem 3.6].

In particular, for n = 2, the determinant is Λdiv-affine. As a consequence,
we can apply the standard theory of compensated compactness (see, e.g., [44,
Theorem 8.30] or [47, Corollary 13]) which ensures that if {σk}k∈N is a
sequence in L2(Ω;M2×2

sym) and σ ∈ L2(Ω;M2×2
sym), then{

σk ⇀ σ in L2(Ω;M2×2
sym),

div σ → div σ in H−1(Ω;R2)

}
=⇒ detσk

∗
⇀ detσ in M(Ω).

In fact, for n = 2, the determinant is the only nonlinear Λdiv-affine function.
This is a consequence of the fact that, if n = 2, a matrix is singular if
and only if it has rank one or zero. Therefore, the Λdiv-affine functions
are precisely the rank-one affine functions, i.e., the determinant and affine
functions (see [17, Example 5.21]).

In dimension n = 3, it turns out that there are no non-zero Λdiv-affine
quadratic forms on symmetric matrices as a consequence of the general result
in [39]. Indeed, a Λdiv-affine quadratic form q must vanish on all singular
matrices and, in particular, must be rank-one affine. So, it has to take
the form q(σ) = B : cof(σ) for some matrix B ∈ M3×3 and all σ ∈ M3×3

sym

(see [17, Theorem 5.20]). Since cof(σ) is symmetric, we can also require B
to be symmetric. Using next that q must vanish on rank-two matrices σ,
it follows that Bii = 0 for all 1 ≤ i ≤ 3 (taking σ = ei � ei + ej � ej with
i 6= j), and then that B is skew-symmetric (taking σ = ei � ej + ei � ek for
all i 6= j 6= k), hence q ≡ 0.

In Lemma 2.4 below, we will instead introduce a class of Λdiv-convex
quadratic forms that can be seen as a generalizations of Tartar’s quadratic
form τ ∈Mn×n

sym 7→ (n− 1)|τ |2 − (tr τ)2.

2.3. Convex analysis. We define the function

j̄(ξ) := sup
τ∈Λdiv

{
ξ : τ − 1

2
|τ |2
}
, ξ ∈Mn×n

sym .

Clearly, j̄ is positively 2-homogeneous. Following [10, 11] we introduce the
gauge function of the convex set {j̄ ≤ 1

2}, i.e., the convex, continuous, and
positively one-homogeneous function ρ : Mn×n

sym → [0,∞) defined by

(2.1) ρ(ξ) := inf

{
t > 0 : j̄

(
ξ

t

)
≤ 1

2

}
, ξ ∈Mn×n

sym .

According to the two-homogeneity of j̄, we have that

j̄ =
1

2
ρ2.
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Let us further introduce the polar function ρ◦ : Mn×n
sym → [0,∞) of ρ defined

by
ρ◦(τ) := sup

ρ(ξ)≤1
ξ : τ = sup

j̄(ξ)≤ 1
2

ξ : τ, τ ∈Mn×n
sym .

According to [45, Corollary 15.3.1], for the convex conjugate j̄∗ : Mn×n
sym →

[0,∞) of j̄, defined by

j̄∗(τ) := sup
ξ∈Mn×n

sym

{
ξ : τ − j̄(ξ)

}
, τ ∈Mn×n

sym ,

we have

j̄∗ =
1

2
(ρ◦)2.

The following lemma collects some properties of j̄ (as already established
in [10]).

Lemma 2.1. Let ξ ∈ Mn×n
sym and let ξ1, · · · , ξn be the eigenvalues of ξ,

ordered as singular values, |ξ1| ≤ · · · ≤ |ξn|. Then,

(2.2) j̄(ξ) =
1

2
(|ξ|2 − ξ2

1).

Furthermore, for all τ ∈ Λdiv,

j̄∗(τ) = j∗(τ).

Proof. Let ξ = PDP T with P ∈ SO(n) and D = diag(ξ1, . . . , ξn). Then,

j̄(ξ) = sup
τ∈Λdiv

{
D : (P T τP )− 1

2
|P T τP |2

}
= sup

τ ′∈Λdiv

{
D : τ ′ − 1

2
|τ ′|2

}
= j̄(D).

The expression in the brackets is maximized for τ ′ = diag(0, ξ2, . . . , ξn) (this
can be seen in an elementary way by adding a Lagrange multiplier for the
constraint det(τ ′) = 0). Then,

j̄(ξ) =
1

2

(
ξ2

2 + · · ·+ ξ2
n

)
=

1

2
(|ξ|2 − ξ2

1),

so (2.2) follows.
For the second assertion, we assume for τ ∈ Λdiv that it is diagonal (by a

similar argument as above) and compute

j̄∗(τ) = sup
ξ∈Mn×n

sym

{ξ : τ − j̄(ξ)}

= sup
ξ∈Λdiv

{ξ : τ − j(ξ)}

= sup
ξ∈Mn×n

sym

{ξ : τ − j(ξ)}

= j∗(τ),
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where we used that j̄(ξ) = j(ξ) for ξ ∈ Λdiv by (2.2). �

From (2.2) one also gets immediately that there is a c > 0 such that

(2.3) c−1|ξ|2 ≤ j̄(ξ) ≤ c|ξ|2, c−1|ξ| ≤ ρ◦(ξ) ≤ c|ξ|, ξ ∈Mn×n
sym ,

since we may estimate j̄(ξ) ≥ 1
2 |ξn|

2 ≥ 1
2n |ξ|

2) and the upper bound is
obvious. Also,

ρ(ξ) ≤ 1 ⇐⇒ j̄(ξ) ≤ 1

2
⇐⇒ ξ2

2 + · · ·+ ξ2
n ≤ 1.

In the physical cases n = 2 or 3, we can write j̄∗ explicitly by combining
the previous formula (2.2) with the arguments of [3, p. 872]. In this way one
obtains the expressions for j̄∗ and ρ◦ in (1.5) and (1.10), respectively.

Remark 2.2. In the two-dimensional case, it is easy to approximate j̄∗

given by (1.5) by means of quadratic forms. Indeed, for all α ∈ [−1, 1], let
us define the nonnegative (hence convex) quadratic form

qα(τ) :=
1

2
|τ |2 + α det τ, τ ∈M2×2

sym.

For all σ ∈M2×2
sym, we have

(2.4) j̄∗(τ) =
1

2
(|τ1|+ |τ2|)2 = max

α∈{−1,1}
qα(τ).

In the three-dimension case, a similar approximation of j̄∗ is more in-
volved. To this aim, the following algebraic lemma will be employed below
to show that a certain class of quadratic forms is included in the set of the
Λdiv-convex functions.

Lemma 2.3. Let ξ ∈ Mn×n
sym and let ξ1, · · · , ξn be the eigenvalues of ξ,

ordered as singular values, |ξ1| ≤ · · · ≤ |ξn|. Then,

(2.5) ξ2
22 + · · ·+ ξ2

nn ≤ ξ2
2 + · · ·+ ξ2

n.

Proof. This is a general result of linear algebra which can be found in [19]
and [46, Corollary on p. 90]. We also give a direct argument for n = 2 or 3,
which correspond to the physical cases of interest here.

For n = 2, it is well known that the spectral radius of a matrix ξ ∈M2×2
sym

can be obtained by maximizing the Rayleigh quotient

|ξ2|2 = max
|x|=1

(xT ξT ξx) = max
|x|=1

|ξx|2.

Thus, taking x = e2, the second vector of the canonical basis of R2, we get
that ξ2

22 ≤ ξ2
2 , which corresponds to (2.5) in the case n = 2.

For n = 3, we will prove that

sup
|x|=|y|=1
x·y=0

(|ξx|2 + |ξy|2) ≤ ξ2
2 + ξ2

3 ,

then (2.5) will follow by taking x = e2 and y = e3.
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Up to a change of variables in the supremum, we can assume that ξ is
diagonal, ξ = diag(ξ1, ξ2, ξ3). Let f : R3 × R3 → R be defined by

f(x, y) := |ξx|2 + |ξy|2.
We will show that for all x, y ∈ R3, with |x| = |y| = 1 and x · y = 0,

(2.6) f(x, y) ≤ ξ2
2 + ξ2

3 .

We set

x̃ :=

(
0, x2,

√
x2

1 + x2
3

)
and ỹ :=

(
0,−

√
x2

1 + x2
3, x2

)
which satisfy |x̃| = |ỹ| = 1 and x̃ · ỹ = 0. Compute

f(x̃, ỹ)− f(x, y) = ξ2
1(x̃2

1 + ỹ2
1 − x2

1 − y2
1)(2.7)

+ ξ2
2(x̃2

2 + ỹ2
2 − x2

2 − y2
2)(2.8)

+ ξ2
3(x̃2

3 + ỹ2
3 − x2

3 − y2
3)

= (ξ2
2 − ξ2

1)(x̃2
2 + ỹ2

2 − x2
2 − y2

2)(2.9)

+ (ξ2
3 − ξ2

1)(x̃2
3 + ỹ2

3 − x2
3 − y2

3)

= (ξ2
2 − ξ2

1)(x2
1 + x2

3 − y2
2) + (ξ2

3 − ξ2
1)(x2

1 + x2
2 − y2

3)

= (ξ2
2 − ξ2

1)(1− x2
2 − y2

2) + (ξ2
3 − ξ2

1)(1− x2
3 − y2

3),(2.10)

where in the second and in the fourth equalities we used |x| = |y| = |x̃| =
|ỹ| = 1, and in the third equality we used the definition of x̃ and ỹ. Since
by hypothesis ξ2

2 − ξ2
1 ≥ 0 and ξ2

3 − ξ2
1 ≥ 0, the expression in (2.10) is shown

to be nonnegative as soon as we have checked that

(2.11) x2
2 + y2

2 ≤ 1, x2
3 + y2

3 ≤ 1.

If x1 = 0 and y1 = 0, the inequality (2.11) follows trivially since y =
±(0,−x3, x2). Then, without loss of generality, we may assume x1 6= 0.
Writing

y1 = −x2y2 + x3y3

x1

and inserting this expression into |y|2 = 1, we find

(2.12) (x2
1 + x2

2)y2
2 + (2x2x3y3)y2 + (x2

1y
2
3 + x2

3y
2
3 − x2

1) = 0.

Since the second component y2 of the given y ∈ R3 is a solution of the
previous equation, the discriminant ∆ of this equation (with respect to y2)
must be nonnegative, that is, recalling that |x| = 1,

∆ = 4x2
1(1− x2

3 − y2
3) ≥ 0.

This gives the second inequality of (2.11). Writing (2.12) instead as a
quadratic equation for y3, we obtain by an analogous argument that also
1− x2

2 − y2
2 ≥ 0, that is, the first inequality of (2.11). Finally, we observe

f(x̃, ỹ) = ξ2
2 + ξ2

3 .

Then, (2.10) implies (2.6) and the proof of the lemma is finished. �
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The next lemma provides a family of Λdiv-convex quadratic forms, which
includes Tartar’s Λdiv-convex function τ ∈Mn×n

sym 7→ (n− 1)|τ |2 − (tr τ)2.

Lemma 2.4. For ξ ∈ Mn×n
sym such that ρ(ξ) ≤ 1 (which is equivalent to

ξ2
2 + · · ·+ ξ2

n ≤ 1) we define the quadratic form Qξ : Mn×n
sym → R via

Qξ(τ) :=
1

2
|τ |2 − 1

2
(ξ : τ)2, τ ∈Mn×n

sym .

Then Qξ is Λdiv-convex and

j̄∗(τ) =
1

2
sup
ρ(ξ)≤1

(ξ : τ)2 = sup
ρ(ξ)≤1

{
1

2
|τ |2 −Qξ(τ)

}
, τ ∈Mn×n

sym .

Proof. Since for all τ ∈Mn×n
sym we have j̄∗(τ) = 1

2ρ
◦(τ)2, we get

j̄∗(τ) =
1

2
sup
ρ(ξ)≤1

(ξ : τ)2 = sup
ρ(ξ)≤1

{
1

2
|τ |2 −Qξ(τ)

}
, τ ∈Mn×n

sym .

Here, we used ρ(−ξ) = ρ(ξ) to exchange the square and the supremum.
Given ξ ∈ Mn×n

sym such that ρ(ξ) ≤ 1, it remains to show that Qξ is

Λdiv-convex. Let τ ∈ Λdiv, i.e., τ ∈ Mn×n
sym and det τ = 0. By spectral

decomposition, we can write τ = PDP T for some P ∈ SO(n) and D =
diag(τ1, . . . , τn), where τ1, . . . , τn are the eigenvalues of τ , ordered as singular
values, |τ1| ≤ · · · ≤ |τn|. Since τ is singular, τ1 = 0. Setting A := P T ξP ,

Qξ(τ) =
1

2
|D|2 − 1

2
(A : D)2

=
1

2
(|τ2|2 + · · ·+ |τn|2)− 1

2
(A22τ2 + · · ·+Annτn)2

=
1

2
(Zτ̂) · τ̂ ,

where τ̂ := (τ2, τ3, . . . , τn) and

Z :=


1−A2

22 −A22A33 · · · −A22Ann
−A22A33 1−A2

33 · · · −A33Ann
...

...
. . .

...
−A22Ann −A33Ann . . . 1−A2

nn

 = Id−a⊗ a

for

a = (A22, A33, . . . , Ann).

Then, Qξ is nonnegative if and only if all eigenvalues of Z are nonnegative.
The scalar λ ∈ R is an eigenvalue of Z if and only if

0 = det(λ Id−Z) = (−1)n−1 det((1− λ) Id−a⊗ a),

that is, 1 − λ is an eigenvalue of a ⊗ a. Since a ⊗ a has rank one, only
one eigenvalue of a ⊗ a may be non-zero, so the nonnegativity of all λ’s is
equivalent to tr(a⊗ a) ≤ 1.
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By Lemma 2.3, using that ξ and A have the same eigenvalues and that
ρ(ξ) ≤ 1, we obtain that indeed

tr(a⊗ a) = A2
22 + · · ·+A2

nn ≤ ξ2
2 + · · ·+ ξ2

n ≤ 1.

We thus deduce that the quadratic form Qξ is nonnegative on the wave cone
Λdiv, hence that Qξ is Λdiv-convex. �

2.4. The dual of H1 modulo rigid deformations. The following result
is in the spirit of the standard characterization of the dual of the Sobolev
space H1(Ω;Rn), see, e.g., [49, Theorem 4.3.2].

Proposition 2.5. Let Ω ⊂ Rn be a bounded Lipschitz domain. Let g ∈
H−1(Rn;Rn) with supp(g) ⊂ Ω and 〈g, r〉 = 0 for all r ∈ R. Then, there
exists G ∈ L2(Ω;Mn×n

sym ) such that〈
g, v
〉

=

∫
Ω
G : e(v) dx, v ∈ H1(Rn;Rn)

and

‖G‖L2(Ω;Mn×n
sym ) = ‖g‖H−1(Rn;Rn).

Proof. Since Ω has Lipschitz boundary, it is an H1-extension domain. There-
fore, any g ∈ H−1(Rn;Rn) satisfying supp(g) ⊂ Ω and 〈g, r〉 = 0 for all r ∈ R
can be identified with an element of the dual space [H1(Ω;Rn)/R]∗, where
R as before denotes the space of rigid deformations. Using Korn’s inequality
(see [28,40,48]), we can endow H1(Ω;Rn)/R with the norm

‖v‖ := ‖e(v)‖L2(Ω;Mn×n
sym ), v ∈ H1(Ω;Rn)/R,

which is equivalent to the canonical quotient norm.
Let us consider the map P : H1(Ω;Rn)/R → L2(Ω;Mn×n

sym ) defined by

P (v) := e(v), v ∈ H1(Ω;Rn)/R.

Clearly, P defines an isometric isomorphism from H1(Ω;Rn)/R (equipped
with the above norm) to its range E := Im(P ) in L2(Ω;Mn×n

sym ), which is

therefore a closed subspace of L2(Ω;Mn×n
sym ). Seeing g as an element of the

space [H1(Ω;Rn)/R]∗, we define

L := g ◦ P−1

which is an element of the dual space E∗ of E and which satisfies

‖L‖E∗ = ‖g‖[H1(Ω;Rn)/R]∗ .

According to the Hahn–Banach extension theorem, L can be extended to
L̃ ∈ [L2(Ω;Mn×n

sym )]∗ with

‖L̃‖[L2(Ω;Mn×n
sym )]∗ = ‖L‖E∗ .
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Then, since L2(Ω;Mn×n
sym ) is isometrically isomorphic to its dual, there is

G ∈ L2(Ω;Mn×n
sym ) such that

L̃(ξ) =

∫
Ω
G : ξ dx, ξ ∈ L2(Ω;Mn×n

sym )

and

‖G‖L2(Ω;Mn×n
sym ) = ‖L̃‖[L2(Ω;Mn×n

sym )]∗ .

As a consequence, we get for all v ∈ H1(Ω;Rn)/R that〈
g, v
〉

=
〈
g ◦ P−1, e(v)

〉
=
〈
L, e(v)

〉
=
〈
L̃, e(v)

〉
=

∫
Ω
G : e(v) dx

and

‖G‖L2(Ω;Mn×n
sym ) = ‖L̃‖[L2(Ω;Mn×n

sym )]∗

= ‖L‖E∗
= ‖g‖[H1(Ω;Rn)/R]∗

= ‖g‖H−1(Rn;Rn),

which completes the proof of the proposition. �

2.5. Approximation of measures with compact support. In this sec-
tion we will construct regularizations of a given measure supported in Ω
that remain supported in Ω. In contrast, classical mollification would pro-
duce regularizations with support in a set slightly larger than Ω and thus
outside the domain of finiteness of our limit functional E . We adapt the
mollification construction of [23] to the case of measures.

In all of the following we assume that Ω ⊂ Rn is a bounded open set
with C2-boundary. We first show the existence of a transversal field for Ω.
The main point, contrary to [23, Sections 2.1 and 2.2] (see also [27]), is that
the transversal field can be taken to be a gradient. This property will be
instrumental in constructing an approximation of the identity (later denoted
by θδ) whose gradient is a symmetric matrix field.

Lemma 2.6. Let Ω ⊂ Rn be a bounded open set with C2-boundary. There
exists a scalar function k ∈ C2

c(Rn) such that ∇k = ν on ∂Ω, where ν is the
unit outer normal to ∂Ω.

Proof. Let us consider the signed distance function to ∂Ω defined by

d(x) :=

{
−dist(x, ∂Ω) if x ∈ Ω,

dist(x, ∂Ω) if x /∈ Ω.

It is well known (see, e.g., [26, Lemma 14.16]) that d is of class C2 in an open
neighborhood U of ∂Ω and that ∇d = ν on ∂Ω. Let ϕ ∈ C∞c (Rn) be such
that 0 ≤ ϕ ≤ 1 in Rn, supp(ϕ) ⊂ U and ϕ ≡ 1 in an open neighborhood of
∂Ω. Then, k := ϕd ∈ C2

c(Rn) satisfies ∇k = ν on ∂Ω, as required. �
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For all δ ∈ [0, 1] let us define the expansion map θδ : Rn → Rn by

θδ(x) := x+ 3δ∇k(x), x ∈ Rn.
Clearly, we have the following properties for all δ > 0:

(i) θδ ∈ C1(Rn;Rn);
(ii) ∇θδ = Id +3δD2k is Mn×n

sym -valued;
(iii) there exists c > 0 (independent of δ) such that

max
x∈Rn

{
|θδ(x)− x|+ |∇θδ(x)− Id |

}
≤ cδ.

For δ > 0 small, the map θδ is a C1-diffeomorphism from Rn onto its
range. Indeed, let

δ′0 := min
{

(3‖D2k‖∞)−1, 1
}
.

For any δ ∈ (0, δ′0), we have that ∇θδ(x) = Id +3δD2k(x) is invertible for
all x ∈ Rn, while

|x− x′| ≤ 3δ‖D2k‖∞|x− x′|+ |θδ(x)− θδ(x′)|, x, x′ ∈ Rn,
and hence θδ is injective in Rn. The claim then follows from the inverse
function theorem.

Moreover, we have that θδ converges uniformly in Rn to the identity as
δ → 0, as well as ∇θδ, (∇θδ)−1 → Id and det∇θδ → 1 uniformly in Rn.

The next result shows that the map θδ indeed expands Ω into a larger
domain.

Lemma 2.7. Let Ω ⊂ Rn be a bounded open set with C2-boundary. There
exists a δ′′0 > 0 such that for all δ ∈ (0, δ′′0) we have

θδ(∂Ω) +B2δ(0) b Rn \ Ω.

Proof. Let δ′′0 > 0 be so small that for all z ∈ ∂Ω it holds that B3δ(z +
3δν(z)) ⊂ Rn \ Ω and B3δ(z + 3δν(z)) ⊂ {k = d} with ν(z) the unit outer
normal to Ω at z. The first inclusion follows from the so-called uniform outer
sphere condition, which is implied by the C2-regularity of ∂Ω and the ensuing
fact that all scalar curvatures of ∂Ω are bounded (see [26, Section 14.6]).
The second inclusion is a consequence of the fact that k = d in an open
neighborhood of ∂Ω.

Let us now fix z ∈ ∂Ω. Since k = d in an open neighborhood of ∂Ω, we
have θδ(z) = z + 3δ∇d(z). Using that ∇d(z) = ν(z), we get that

θδ(z) = z + 3δν(z),

which shows that θδ(z) +B2δ(0) b Rn \ Ω. �

Set δ0 := min{δ′0, δ′′0} and define our regularization as follows:

Definition 2.8. Let λ ∈ M(Ω;Mn×n
sym ) and δ ∈ (0, δ0). For all x ∈ Rn, we

define

λδ(x) :=
det(∇θδ(x))

δn

∫
Rn
η
(θδ(x)− y

δ

)
dλ(y)(∇θδ(x))−1,
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where η ∈ C∞c (Rn) is a standard mollifier (satisfying η(−x) = η(x) for all
x ∈ Rn, supp(η) ⊂ B1(0) and

∫
Rn η(z) dz = 1).

Clearly, this construction is linear in λ. We next collect the relevant
properties of λδ.

Proposition 2.9. Let Ω ⊂ Rn be a bounded open set with C2-boundary.
The following properties hold:

(i) λδ ∈ Cc(Ω;Mn×n
sym ) for δ ∈ (0, δ0);

(ii) λδ
∗
⇀ λ in M(Rn;Mn×n

sym ) as δ → 0;

(iii) |λδ|(Ω)→ |λ|(Ω) as δ → 0;

(iv) If div λ ∈M(Rn;Rn) then div λδ ∈ Cc(Ω;Rn) and div λδ
∗
⇀ div λ in

M(Rn;Rn) as δ → 0. If further div λ = 0, then also div λδ = 0.
(v) If λ ∈ L1(Ω;Mn×n

sym ), then ‖λδ − λ‖L1(Ω;Mn×n
sym ) → 0 as δ → 0.

Proof. Since ∇θδ(x) = Id +3δD2k(x) ∈ Mn×n
sym for all x ∈ Rn, we observe

that λδ is Mn×n
sym -valued.

Step 1. Concerning (i), since det(∇θδ) ∈ C(Rn) and also (∇θδ)−1 ∈
C(Rn;Mn×n

sym ), it is enough to check that the map

λ̃δ(x) :=
1

δn

∫
Rn
η
(θδ(x)− y

δ

)
dλ(y), x ∈ Rn,

belongs to Cc(Ω;Mn×n
sym ). We first show that λ̃δ is Lipschitz continuous in

Rn. Indeed, for all x, x′ ∈ Rn, we have

λ̃δ(x)− λ̃δ(x′) =
1

δn

∫
Rn

(
η
(θδ(x)− y

δ

)
− η
(θδ(x′)− y

δ

))
dλ(y).

Since η and θδ are uniformly Lipschitz continuous in Rn, we have∣∣∣∣η(θδ(x)− y
δ

)
− η
(θδ(x′)− y

δ

)∣∣∣∣ ≤ c

δ
|x− x′|,

for some constant c > 0, hence,

|λ̃δ(x)− λ̃δ(x′)| ≤ c

δn+1
|x− x′|,

that is, λ̃δ is Lipschitz continuous in Rn and then λ̃δ ∈ C(Rn;Mn×n
sym ).

We next show that λ̃δ has support in Ω. Let εδ := δ/(1 + 3δck), where ck
is the Lipschitz constant of ∇k, and let x ∈ Ω be such that dist(x, ∂Ω) < εδ.
Arguing as in [23, Lemma 4.1], we have

θδ(x) +Bδ(0) ⊂ Rn \ Ω.

Indeed, ∂Ω being compact, there exists a point z ∈ ∂Ω such that |x− z| =
dist(x, ∂Ω) < εδ. Then,

θδ(x) +Bδ(0) = θδ(z) +Bδ(0) + θδ(x)− θδ(z)
= θδ(z) +Bδ(0) + x− z + 3δ[∇k(x)−∇k(z)]
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and, thanks to Lemma 2.7, this set is contained in

θδ(z) +Bδ(0) +Bεδ(1+3δck)(0) ⊂ θδ(z) +B2δ(0) ⊂ Rn \ Ω.

Now, if y ∈ Rn is such that

y − θδ(x)

δ
∈ B1(0),

we have y ∈ θδ(x) +Bδ(0) ⊂ Rn \Ω. We conclude by definition of λ̃δ, using

that supp(η) ⊂ B1(0) and supp(λ) ⊂ Ω, that λ̃δ(x) = 0 for all x ∈ Ω such

that dist(x, ∂Ω) < εδ, and hence λ̃δ ∈ Cc(Ω;Mn×n
sym ).

Step 2. Concerning (ii), for all ϕ ∈ Cc(Rn;Mn×n
sym ), by Fubini’s theorem

and a change of variables we have∫
Ω
λ̃δ(x) : ϕ(x) det(∇θδ(x)) dx

=

∫
Rn
ϕ(x) :

(∫
Rn

det(∇θδ(x))

δn
η
(θδ(x)− y

δ

)
dλ(y)

)
dx

=

∫
Rn

(∫
Rn
ϕ(x)

det(∇θδ(x))

δn
η
(θδ(x)− y

δ

)
dx

)
: dλ(y)

=

∫
Ω

(∫
B1(0)

ϕ
(
θ−1
δ (y + δz)

)
η(z) dz

)
: dλ(y).

As δ → 0 we have that θ−1
δ (y + δz) → y uniformly with respect to (y, z) ∈

Ω×B1(0), and hence we conclude that∫
Ω
λ̃δ(x) : ϕ(x) det(∇θδ(x)) dx→

∫
Ω

(∫
B1(0)

η(z) dz

)
ϕ(y) : dλ(y)

=

∫
Ω
ϕ(y) : dλ(y).

This entails that det(∇θδ)λ̃δ
∗
⇀ λ inM(Rn;Mn×n

sym ). Then, since (∇θδ)−1 →
Id uniformly in Rn, we deduce that λδ = det(∇θδ)λ̃δ(∇θδ)−1 ∗

⇀ λ in
M(Rn;Mn×n

sym ).
Step 3. To prove (iii), we first note that, by lower semicontinuity of the

total variation, we have

|λ|(Ω) ≤ lim inf
δ→0

|λδ|(Ω).

To get the other inequality, we first observe that since ∇θδ = Id +3δD2k,
for all δ ∈ (0, δ0) we have

(∇θδ)−1 =
∞∑
l=0

[−3δD2k]l = Id +Rδ in Ω,
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where Rδ ∈ C(Rn;Mn×n
sym ) with supΩ |Rδ| ≤ Mδ for some M > 0 (indepen-

dent of δ). Thus, for all x ∈ Rn,

λδ(x) =
det(∇θδ(x))

δn

∫
Rn
η
(θδ(x)− y

δ

)
dλ(y)

+
det(∇θδ(x))

δn

∫
Rn
η
(θδ(x)− y

δ

)
dλ(y)Rδ(x).

Taking the total variation on both sides and using Fubini’s theorem as well
as a change of variables,

|λδ|(Ω) ≤ 1 +Mδ

δn

∫
Rn

(∫
Rn
η
(θδ(x)− y

δ

)
|det(∇θδ(x))| d|λ|(y)

)
dx

=
1 +Mδ

δn

∫
Rn

(∫
Rn
η
(θδ(x)− y

δ

)
|det(∇θδ(x))| dx

)
d|λ|(y)

= (1 +Mδ)

∫
Ω

(∫
Rn
η(z) dz

)
d|λ|(y)

= (1 +Mδ)|λ|(Ω).

This implies that

lim sup
δ→0

|λδ|(Ω) ≤ |λ|(Ω),

which proves (iii).
Step 4. Concerning (iv), we first observe that if λ ∈ C∞c (Rn;Mn×n

sym ), then
a change of variables implies that

λδ(x) =

∫
Rn
η(z) det(∇θδ(x))λ(θδ(x) + δz)(∇θδ(x))−1 dz.

Using that ∇θδ is symmetric, it holds that

div(det(∇θδ)∇θ−1
δ ) = div(cof(∇θδ)) = 0

by Cramer’s rule and Piola’s identity, the latter of which is proved, for
instance, in [24, Lemma on p. 462]. Hence, we get

div λδ(x) =

∫
Rn
η(z) det(∇θδ(x))[div λ](θδ(x) + δz) dz

=
det(∇θδ(x))

δn

∫
Rn
η
(θδ(x)− y

δ

)
[div λ](y) dy.

Thus, using a standard approximation of measures (e.g., by usual convolu-
tion), we infer that if λ ∈M(Ω;Mn×n

sym ) with div λ ∈M(Rn;Rn), then

div λδ(x) =
det(∇θδ(x))

δn

∫
Rn
η
(θδ(x)− y

δ

)
d[div λ](y).

Moreover, arguing as in Step 1 shows that div λδ ∈ Cc(Ω;Rn). Owing again
to Fubini’s theorem and a change of variables, we deduce, like in Step 2,

that div λδ
∗
⇀ div λ in M(Rn;Rn). That div λδ = 0 if div λ = 0 is obvious

from the above formula, which concludes the proof of (iv).
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Step 5. Finally, for (v) we observe that if λ ∈ L1(Ω;Mn×n
sym ), then by

a similar argument as in Step 3, ‖λδ‖L1(Ω;Mn×n
sym ) ≤ C‖λ‖L1(Ω;Mn×n

sym ) for all

δ ∈ (0, 1) and a constant C > 0. Let ε > 0 and take g ∈ Cc(Ω;Mn×n
sym ) with

‖λ− g‖L1(Ω;Mn×n
sym ) ≤ ε. Then, using the linearity of the regularization,

‖λδ − λ‖L1(Ω;Mn×n
sym ) ≤ ‖(λ− g)δ‖L1(Ω;Mn×n

sym ) + ‖gδ − g‖L1(Ω;Mn×n
sym )

+ ‖g − λ‖L1(Ω;Mn×n
sym )

≤ (C + 1)‖λ− g‖L1(Ω;Mn×n
sym ) + ‖gδ − g‖L1(Ω;Mn×n

sym )

≤ (C + 1)ε+ ‖gδ − g‖L1(Ω;Mn×n
sym ).

The second term converges to zero as δ ↓ 0 since for g ∈ Cc(Ω;Mn×n
sym )

we have gδ → g uniformly (because ∇θδ, (∇θδ)−1 → Id and det∇θδ → 1
uniformly and also using standard arguments for mollifiers). As ε > 0 was
arbitrary, we thus have shown that ‖λδ − λ‖L1(Ω;Mn×n

sym ) → 0. �

Remark 2.10. Since supp(λδ) ⊂ Ω, a further approximation of λδ by
means of usual convolution would produce a smooth approximation of λ
in C∞c (Ω;Mn×n

sym ) satisfying all the requirements of Proposition 2.9.

Remark 2.11. If µ ∈M1(Ω) and δ ∈ (0, δ0), we can define analogously

µδ(x) :=
det(∇θδ(x))

δn

∫
Rn
η
(θδ(x)− y

δ

)
dµ(y), x ∈ Rn.

Then, we have similarly

(i) µδ ∈ Cc(Ω);
(ii) µδ(Ω) = 1;

(iii) µδ
∗
⇀ µ in M(Rn) as δ → 0.

Indeed, properties (i) and (iii) follow from the same argument than in the
proof of Proposition 2.9. Concerning (ii), using that supp(µδ) ⊂ Ω, Fubini’s
theorem and a change of variables, we get

µδ(Ω) =

∫
Rn

det(∇θδ(x))

δn

(∫
Rn
η
(θδ(x)− y

δ

)
dµ(y)

)
dx

=

∫
Rn

(∫
Rn

det(∇θδ(x))

δn
η
(θδ(x)− y

δ

)
dx

)
dµ(y)

=

∫
Rn

(∫
Rn
η(z) dz

)
dµ(y)

= 1

because µ and ηLn are probability measures. Moreover, as in Remark 2.10,
we can then in turn mollify µδ by usual convolution to get a smooth approx-
imating sequence in C∞c (Ω).
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3. Compactness and lower bound

We first identify the natural topology with respect to which minimizing
sequences of (1.6) are expected to converge. This follows from the fol-
lowing compactness result. Note that the boundedness assumption of the
divergence term will usually be guaranteed by the fact that, in the defini-
tion (1.6) of Cε, the divergence of the competitor stresses are prescribed in
H−1(Rn;Rn). This property will also be instrumental in the proof of the
lower bound in order to apply a compensated compactness argument on the
rescaled stresses

√
εσεµε.

Proposition 3.1. Assume that for all ε > 0 we are given

(σε, µε) ∈ Xε(Ω)

such that

sup
ε>0

∫
Rn
|σε|2 dµε <∞ and sup

ε>0
‖ div(σεµε)‖H−1(Rn;Rn) <∞.

Then, there exist a sequence {εk}k∈N with εk ↓ 0 and (σ, µ) ∈ X(Ω) with
div(σµ) ∈ H−1(Rn;Rn) such that

µεk
∗
⇀ µ in M(Rn),

σεkµεk
∗
⇀ σµ in M(Rn;Mn×n

sym ),

div(σεkµεk) ⇀ div(σµ) in H−1(Rn;Rn),

and {√
εk σεkµεk ⇀ 0 in L2(Rn;Mn×n

sym ),

div(
√
εk σεkµεk)→ 0 in H−1(Rn;Rn).

Proof. Let (σε, µε) ∈ Xε(Ω) be such that∫
Ω

1

2
|σε|2 dµε ≤M, ‖div(σεµε)‖H−1(Rn;Rn) ≤M

for some M > 0. By the definition of Xε(Ω), there exists a set ωε ∈ Aε such
that µε = 1

εL
n ωε ∈ M1(Ω). Moreover, the family of measures {σεµε}ε>0

is uniformly bounded in M(Rn;Mn×n
sym ) according to the Cauchy–Schwarz

inequality since ∫
Ω
|σε| dµε ≤

(∫
Ω
|σε|2 dµε

)1/2

≤ (2M)1/2.

Thus, there is a subsequence {εk}k∈N with εk ↓ 0 and two measures µ ∈
M1(Ω) and λ ∈ M(Ω;Mn×n

sym ) such that µεk
∗
⇀ µ in M(Rn), σεkµεk

∗
⇀ λ in

M(Rn;Mn×n
sym ) and div(σεkµεk) ⇀ div λ in H−1(Rn;Rn).

We will next show that λ is absolutely continuous with respect to µ. In-
deed, for all ϕ ∈ Cc(Rn;Mn×n

sym ), according to the Cauchy–Schwarz inequality,
we infer that∣∣∣∣∫

Ω
σεk : ϕ dµεk

∣∣∣∣ ≤ (∫
Ω
|σεk |

2 dµεk

)1/2(∫
Ω
|ϕ|2 dµεk

)1/2
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≤ (2M)1/2

(∫
Ω
|ϕ|2 dµεk

)1/2

.

Thus, passing to the limit in the previous inequality yields∣∣∣∣∫
Ω
ϕ : dλ

∣∣∣∣ ≤ (2M)1/2

(∫
Ω
|ϕ|2 dµ

)1/2

.

This last inequality actually ensures that λ is absolutely continuous with
respect to µ. The Radon–Nikodým and Riesz representation theorems give
σ ∈ L2(Rn, µ;Mn×n

sym ) such that λ = σµ. We have thus established the

existence of (σ, µ) ∈ X(Ω) with div(σµ) ∈ H−1(Rn;Rn) such that µεk
∗
⇀ µ

in M(Rn), σεkµεk
∗
⇀ σµ in M(Rn;Mn×n

sym ) and div(σεkµεk) ⇀ div(σµ) in

H−1(Rn;Rn).
Let us define the rescaled stress τεk :=

√
εkσεkµεk . Since the sequence

{σεkµεk}k∈N is bounded in L1(Ω;Mn×n
sym ), it follows that

τεk → 0 in L1(Rn;Mn×n
sym ).

On the other hand, since∫
Ω
|τεk |

2 dx = εk

∫
Ω
|σεk |

2
χωεk
ε2
k

dx =

∫
Ω
|σεk |

2 dµεk ≤ 2M,

thus, {τεk}k∈N is bounded in L2(Rn;Mn×n
sym ) and τεk ⇀ 0 in L2(Rn;Mn×n

sym ).

Finally, using that {div(σεkµεk)}k∈N is bounded in H−1(Rn;Rn), we have
that div τεk =

√
εk div(σεkµεk)→ 0 in H−1(Rn;Rn). �

We now derive a lower bound estimate using a similar technique as the
one in [9]. The main argument consists of harnessing Lemma 2.4 by splitting
the original energy density τ 7→ 1

2 |τ |
2 as the sum of a Λdiv-convex quadratic

form Qξ, where ξ ∈ Mn×n
sym with ρ(ξ) ≤ 1, and a function which, after

optimization with respect to all such ξ, precisely gives the right limit energy
density j̄∗. The Λdiv-convex part of this splitting acts on the rescaled stress
τε :=

√
εσεµε which converges weakly to 0 in L2(Rn;Mn×n

sym ) and div τε → 0

strongly in H−1(Rn;Rn). Thanks to a compensated compactness argument,
it can thus be estimated from below by zero in the limit.

Proposition 3.2. Let µ ∈M1(Ω) and {µε}ε>0 be a family in M1(Ω) such

that µε
∗
⇀ µ in M(Rn). Then,

C (µ) ≤ lim inf
ε↓0

Cε(µε).

Proof. If lim infε↓0 Cε(µε) = ∞, then there is nothing to prove. Otherwise,
we can extract a subsequence such that

(3.1) lim
k→∞

Cεk(µεk) = lim inf
ε↓0

Cε(µε) <∞.



28 J.-F. BABADJIAN, F. IURLANO, AND F. RINDLER

To simplify notation, we write from now on µk := µεk . By definition of
Cεk(µk) (and the Direct Method), there exists σk ∈ L2(Rn, µk;Mn×n

sym ) such
that −div(σkµk) = f in D′(Rn;Rn) and

(3.2) Cεk(µk) =

∫
Rn

1

2
|σk|2 dµk.

Thanks to Proposition 3.1 there exists a map σ ∈ L2(Rn, µ;Mn×n
sym ) with

−div(σµ) = f in D′(Rn;Rn) such that, up to a subsequence,

σkµk
∗
⇀ σµ in M(Rn;Mn×n

sym )

and

(3.3)

{√
εk σkµk ⇀ 0 in L2(Rn;Mn×n

sym ),

div(
√
εk σkµk)→ 0 in H−1(Rn;Rn).

We define the positive measure

γk(A) :=

∫
A

1

2
|σk|2 dµk, A ⊂ Ω Borel.

Up to a subsequence, we can assume that γk
∗
⇀ γ in M(Rn) for some

positive measure γ ∈ M+(Ω). Let Ω0 be the set of all points x0 ∈ Ω that
are L2-Lebesgue points of σ with respect to µ, i.e.,

(3.4) lim
ρ→0

1

µ(B%(x0))

∫
B%(x0)

|σ − σ(x0)|2 dµ = 0,

and such that the Radon–Nikodým derivative

(3.5)
dγ

dµ
(x0) = lim

%→0

γ(B%(x0))

µ(B%(x0))

exists (as the above limit) and is finite. From the Besicovitch differentiation
theorem, these properties are satisfied for µ-almost every point x0 in Ω so
that µ(Ω \ Ω0) = 0. Let us fix x0 ∈ Ω0 and let us consider a sequence of
radii {%j}j∈N such that %j ↓ 0 and γ(∂B%j (x0)) = 0 for all j ∈ N. Thus, we
have

γ(B%j (x0)) = lim
k→∞

γk(B%j (x0)).

Denote by σ1(x0), . . . , σn(x0) the eigenvalues of the symmetric matrix
σ(x0) ordered as singular values, |σ1(x0)| ≤ · · · ≤ |σn(x0)|. For every
ξ ∈ Mn×n

sym with ρ(ξ) ≤ 1 we consider the Λdiv-convex quadratic form

Qξ : Mn×n
sym → R introduced in Lemma 2.4, namely

Qξ(τ) :=
1

2
|τ |2 − 1

2
(ξ : τ)2, τ ∈Mn×n

sym .

Since, by (3.3), τk :=
√
εkσkµk ⇀ 0 weakly in L2(Rn;Mn×n

sym ) and div τk → 0

strongly in H−1(Rn;Rn), it follows from the theory of compensated compact-
ness, see, e.g., [44, Theorem 8.30], that for all j ∈ N and all ϕ ∈ C∞c (B%j (x0))
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with 0 ≤ ϕ ≤ 1,

lim inf
k→∞

∫
B%j (x0)

ϕ2Qξ(τk) dx ≥ 0.

Hence,

γ(B%j (x0)) ≥ lim inf
k→∞

∫
B%j (x0)

ϕ2

2
|σk|2 dµk

= lim inf
k→∞

∫
B%j (x0)

ϕ2

2
|τk|2 dx

≥ lim inf
k→∞

∫
B%j (x0)

ϕ2

(
1

2
|τk|2 −Qξ(τk)

)
dx

= lim inf
k→∞

∫
B%j (x0)

ϕ2

(
1

2
|σk|2 −Qξ(σk)

)
dµk

= lim inf
k→∞

∫
B%j (x0)

ϕ2

2
(ξ : σk)

2 dµk.

Let g ∈ Cc(B%j (x0)) be a nonnegative function such that ‖g‖L2(B%j (x0),µ) =

1. Using the Cauchy–Schwarz inequality, we get that∫
B%j (x0)

ϕ2(ξ : σk)
2 dµk ≥

1∫
B%j (x0) |g|2 dµk

(∫
B%j (x0)

gϕ|ξ : σk| dµk

)2

.

Since
∫
B%j (x0) |g|

2 dµk →
∫
B%j (x0) |g|

2 dµ = 1 as k →∞, we obtain that

γ(B%j (x0)) ≥ lim inf
k→∞

1

2

(∫
B%j (x0)

gϕ|ξ : σk| dµk

)2

.

The function W : (x, τ) ∈ B%j (x0) × Mn×n
sym 7→ g(x)ϕ(x)|ξ : τ | ∈ [0,∞)

is continuous, positively 1-homogeneous and convex in its second variable.

Then, setting λk := σkµk
∗
⇀ λ = σµ (see the proof of Proposition 3.1),

we deduce from Reshetnyak’s lower semicontinuity theorem (see, e.g., [4,
Theorem 2.38]) that

lim inf
k→∞

∫
B%j (x0)

gϕ|ξ : σk| dµk = lim inf
k→∞

∫
B%j (x0)

W (x, σk) dµk

= lim inf
k→∞

∫
B%j (x0)

W

(
x,

dλk
dµk

)
dµk

= lim inf
k→∞

∫
B%j (x0)

W

(
x,

dλk
d|λk|

)
d|λk|

≥
∫
B%j (x0)

W

(
x,

dλ

d|λ|

)
d|λ|.
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Furthermore,∫
B%j (x0)

W

(
x,

dλ

d|λ|

)
d|λ| =

∫
B%j (x0)

W

(
x,

dλ

dµ

)
dµ

=

∫
B%j (x0)

W (x, σ) dµ

=

∫
B%j (x0)

gϕ|ξ : σ| dµ,

and thus

γ(B%j (x0)) ≥ 1

2

(∫
B%j (x0)

gϕ|ξ : σ| dµ

)2

.

Passing first to the supremum with respect to all g ∈ Cc(B%j (x0)) with
‖g‖L2(B%j (x0),µ) = 1 in the right-hand side of the previous inequality yields

γ(B%j (x0)) ≥
∫
B%j (x0)

ϕ2

2
(ξ : σ)2 dµ

and then over all ϕ ∈ C∞c (B%j (x0)) with 0 ≤ ϕ ≤ 1 leads to

γ(B%j (x0)) ≥
∫
B%j (x0)

1

2
(ξ : σ)2 dµ

for all j ∈ N and all ξ ∈ Mn×n
sym with ρ(ξ) ≤ 1. Dividing the previous

inequality by µ(B%j (x0)), letting j →∞ and using (3.4)–(3.5) leads to

dγ

dµ
(x0) ≥ 1

2
(ξ : σ(x0))2.

Hence, by Lemma 2.4, taking the supremum over all such ξ, we obtain

dγ

dµ
(x0) ≥ j̄∗(σ(x0)).

Integrating the previous inequality with respect to µ over Rn leads to

(3.6) lim
k→∞

∫
Ω

1

2
|σk|2 dµk = lim

k→∞
γk(Rn) ≥ γ(Rn) ≥

∫
Ω
j̄∗(σ) dµ,

where we used that µ is supported in Ω. Thus, combining (3.1), (3.2)
and (3.6),

lim inf
ε↓0

Cε(µε) ≥ E (σ, µ) ≥ C (µ),

as required. �

Remark 3.3. In the two-dimensional case, there is an alternative way to
proceed by replacing the quadratic approximation Qξ by the more elemen-
tary one

τ ∈M2×2
sym 7→ qα(τ) :=

1

2
|τ |2 + α det τ, α ∈ {−1,+1},
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introduced in Remark 2.2. Indeed, in that case, since τk ⇀ 0 weakly in
L2(B%j (x0);M2×2

sym) and div τk → 0 strongly in H−1(B%j (x0);R2), the theory

of compensated compactness ensures that det τk
∗
⇀ 0 in D′(B%j (x0)), hence

γ(B%j (x0)) ≥ lim
k→∞

∫
B%j (x0)

ϕ2

2

[
|τk|2 + 2α det τk

]
dx

= lim
k→∞

∫
B%j (x0)

ϕ2

2

[
|σk|2 + 2α detσk

]
dµk.

The remaining parts of the proof are identical, applying this time Reshet-
nyak’s lower semicontinuity theorem to the function (x, τ) ∈ B%j (x0) ×
M2×2

sym 7→ g(x)ϕ(x)
√
|τ |2 + 2α det τ ∈ [0,∞), which is continuous, positively

1-homogeneous, and convex in its second variable. We end up with the
inequality

dγ

dµ
(x0) ≥ 1

2
|σ(x0)|2 + α detσ(x0) for α = ±1,

hence, maximizing over α = ±1 and using (2.4),

dγ

dµ
(x0) ≥ j̄∗(σ(x0)).

Remark 3.4. More generally, assume that for some measurable sets Aε ⊂
Ω, {µε = 1

εL
n Aε}ε>0 is a family in M+(Rn) such that µε

∗
⇀ µ in M(Rn)

for some µ ∈ M+(Rn) (Aε does not need to belong to the class Aε, and
µε, µ do not need to be probability measures). Also assume that σε ∈
L2(Rn, µε;Mn×n

sym ) is such that σεµε
∗
⇀ σµ inM(Rn;Mn×n

sym ) and div(σεµε) ⇀

div(σµ) in H−1(Rn;Rn) for some σ ∈ L2(Rn, µ;Mn×n
sym ). Then, the arguments

in this section may be adapted to show that still we have the lower bound

lim inf
ε↓0

∫
Rn

1

2
|σε|2 dµε ≥

∫
Rn
j̄∗(σ) dµ.

4. Relaxation of the Kohn–Strang functional

The objective of this section is to clarify several results about the re-
laxation of the Kohn–Strang functional, which do not seem to be easily
accessible.

Let α > 0, β > 0 and let h : Mn×n
sym → R be Kohn–Strang function defined

by

h(τ) :=

{
α|τ |2 + β if τ 6= 0,

0 if τ = 0,

and let Qdivh be its (symmetric) div-quasiconvexification, defined for τ ∈
Mn×n

sym by

Qdivh(τ) := inf

{∫
(0,1)n

h(ϕ) dx : ϕ ∈ C∞per((0, 1)n;Mn×n
sym ),
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(0,1)n

ϕ dx = τ, divϕ = 0 in Rn
}
.(4.1)

It is remarkable that an explicit expression for Qdiv can be computed
(see [1–3, 29–31]) in terms of the eigenvalues τ1, . . . , τn of a matrix τ ∈
Mn×n

sym , ordered by size as singular values, i.e., |τ1| ≤ · · · ≤ |τn|. Indeed, [3,
Sections 4,7] established that with

ρ̂(τ) :=

√
α

β
ρ◦(τ), τ ∈Mn×n

sym ,

where ρ◦ is defined in (1.10), it holds that

Qdivh(τ) =

{
α|τ |2 + β if ρ̂(τ) ≥ 1,

α|τ |2 + βρ̂(τ)(2− ρ̂(τ)) if ρ̂(τ) ≤ 1.

Then, one may compute, for n = 2,

Qdivh(τ) =

{
α|τ |2 + β if ρ◦(τ) ≥

√
β/α,

2
√
αβρ◦(τ)− 2α|τ1τ2| if ρ◦(τ) <

√
β/α,

and, for n = 3,

Qdivh(τ) =



α|τ |2 + β if ρ◦(τ) ≥
√
β/α,

2
√
αβρ◦(τ)− 2α|τ1τ2| if

{
ρ◦(τ) <

√
β/α,

|τ1|+ |τ2| ≤ |τ3|,
2
√
αβρ◦(τ)

+ α
(

1
2 |τ |

2 − |τ1τ2| − |τ1τ3| − |τ2τ3|
) if

{
ρ◦(τ) <

√
β/α,

|τ1|+ |τ2| > |τ3|.

We first prove that Qdivh is indeed (symmetric) div-quasiconvex. This is
not immediate from standard results like [25, Proposition 3.4] since those
require the function to be at least upper semicontinuous, which our h is not.

Lemma 4.1. The function Qdivh is (symmetric) div-quasiconvex.

Proof. We introduce, for all M > 0, the function hM : Mn×n
sym → R defined

by
hM (τ) := min

{
α|τ |2 + β,M |τ |2

}
, τ ∈Mn×n

sym .

Note that hM is continuous and that it pointwise increases to h as M →
∞. According to [25, Proposition 3.4], it follows that the (symmetric) div-
quasiconvexification of hM given, for all τ ∈Mn×n

sym , by an analogous formula
to (4.1), is (symmetric) div-quasiconvex. Moreover, from the proof of [2,
Theorem 3.1] (see pages 38–39 in loc. cit.) we know that QdivhM ↑ Qdivh
as M → ∞. As a consequence, Qdivh is the supremum of (symmetric)
div-quasiconvex functions and hence it is (symmetric) div-quasiconvex as
well. �

The following proposition is a relaxation result for the Kohn–Strang func-
tional under a soft divergence-constraint. This is not easily found in the
literature and does not follow from the standard relaxation results in the
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context of A-quasiconvexity (see [15, 25]) since the integrand h is not con-
tinuous. We give a complete proof.

Proposition 4.2. Let Ω ⊂ Rn be a bounded open set with Lipschitz bound-
ary. For all σ ∈ L2(Ω;Mn×n

sym ), the following assertions hold:

(i) For all sequences {σk}k∈N ⊂ L2(Ω;Mn×n
sym ) such that σk ⇀ σ in

L2(Ω;Mn×n
sym ) and div σk → div σ in [H1(Ω;Rn)]∗,

lim inf
k→∞

∫
Ω
h(σk) dx ≥

∫
Ω
Qdivh(σ) dx.

(ii) There exists a sequence {σ̄k}k∈N ⊂ L2(Ω;Mn×n
sym ) such that σ̄k ⇀ σ

in L2(Ω;Mn×n
sym ), div σ̄k → div σ in [H1(Ω;Rn)]∗, and

lim
k→∞

∫
Ω
h(σ̄k) dx =

∫
Ω
Qdivh(σ) dx.

Proof. Let B be a large ball in Rn such that Ω ⊂ B. Since Ω is an H1-
extension domain, it follows that any element of [H1(Ω;Rn)]∗ can be identi-
fied with an element of H−1(B;Rn), the dual space of H1

0(B;Rn).
Let O(B) be the family of all open subsets of B. Let us introduce the

functional H : L2(B;Mn×n
sym )×O(B)→ [0,∞), defined by

H(σ;A) :=

∫
A
h(σ) dx,

and its relaxation H : L2(B;Mn×n
sym )×O(B)→ [0,∞), given by

H(σ;A) := inf

{
lim inf
k→∞

H(σk;A) : σk → σ in H−1(A;Mn×n
sym ),

div σk → div σ in H−1(A;Rn)

}
.

According to the integral representation result of [5, Theorem 2.3 & Re-
mark 2.4] (this result is actually stated for non-symmetric matrices, how-
ever, a careful inspection of the proof shows that it remains valid for sym-
metric matrices), there exists a Carathéodory function h̄ : B ×Mn×n

sym → R,
which is (symmetric) div-quasiconvex in the second variable, such that for
all A ∈ O(B),

H(σ;A) =

∫
A
h̄(x, σ) dx, σ ∈ L2(B;Mn×n

sym ).

Let us first show that h̄ is actually independent of the spatial variable
x. Indeed, let x0, y0 ∈ B and % > 0 be such that B%(x0) ∪ B%(y0) ⊂
B and let τ ∈ Mn×n

sym be a fixed matrix. For every sequence {σk}k∈N in

L2(B%(x0);Mn×n
sym ) such that σk → τ in H−1(B%(x0);Mn×n

sym ) and div σk →
div τ = 0 in H−1(B%(x0);Rn), we define

σ̃k(y) := σk( q − y0 + x0) ∈ L2(B%(y0);Mn×n
sym ),
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which satisfies

σ̃k → τ in H−1(B%(y0);Mn×n
sym ), div σ̃k → 0 in H−1(B%(y0);Rn).

Using that the original Kohn–Strang integrand h is spatially independent
and the change of variables y = x− x0 + y0, we get that

H(τ ;B%(y0)) ≤ lim inf
k→∞

∫
B%(y0)

h(σ̃k(y)) dy = lim inf
k→∞

∫
B%(x0)

h(σk(x)) dx.

Passing to the infimum among all minimizing sequences {σk}k∈N as above,
we get

H(τ ;B%(y0)) ≤ H(τ ;B%(x0)).

A similar argument shows that the opposite inequality holds, so that∫
B%(y0)

h̄(x, τ) dx = H(τ ;B%(y0)) = H(τ ;B%(x0)) =

∫
B%(x0)

h̄(x, τ) dx.

Dividing the previous inequality by %n and passing to the upper limit as
%→ 0 (cf. formula (2.9) in [5]) leads to

h̄(x0, τ) = h̄(y0, τ),

proving that h̄ is spatially independent.
We next show that

(4.2) h̄ = Qdivh.

Note that the compact embedding of L2(B;Mn×n
sym ) into H−1(B;Mn×n

sym ) and

the coercivity property H( q;B) ≥ c‖ q‖2
L2(B;Mn×n

sym )
for some constant c > 0,

ensure that

H(σ;B) = inf

{
lim inf
k→∞

H(σk;B) : σk ⇀ σ in L2(B;Mn×n
sym ),

div σk → div σ in H−1(B;Rn)

}
.

First of all, we observe that since H ≤ H, then h̄ ≤ h. Using that h̄ is
(symmetric) div-quasiconvex, the first inequality h̄ ≤ Qdivh follows directly
from (4.1). To prove the converse inequality, we recall that Qdivh is (sym-
metric) div-quasiconvex by Lemma 4.1 and, by the explicit expression above,
Qdivh is also continuous. Then, [25, Theorem 3.7] ensures that

lim inf
k→∞

∫
B
h(σk) dx ≥ lim inf

k→∞

∫
B
Qdivh(σk) dx ≥

∫
B
Qdivh(σ) dx

for any sequence {σk}k∈N in L2(B;Mn×n
sym ) such that σk ⇀ σ in L2(B;Mn×n

sym )

and div σk → div σ in H−1(B;Rn). This shows that∫
B
Qdivh(σ) dx ≤

∫
B
h̄(σ) dx, σ ∈ L2(B;Mn×n

sym ),

and thus Qdivh ≤ h̄.
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To complete the proof of the lower bound inequality, let us consider an ar-
bitrary sequence {σk}k∈N in L2(Ω;Mn×n

sym ) such that σk ⇀ σ in L2(Ω;Mn×n
sym )

and div σk → div σ in [H1(Ω;Rn)]∗. Then, σkχΩ ⇀ σχΩ in L2(B;Mn×n
sym )

and div(σkχΩ)→ div(σχΩ) in H−1(B;Rn), hence (4.2) shows that

lim inf
k→∞

∫
B
h(σkχΩ) dx ≥

∫
B
Qdivh(σχΩ) dx.

Using that h(0) = Qdivh(0) = 0 yields the lower bound

(4.3) lim inf
k→∞

∫
Ω
h(σk) dx ≥

∫
Ω
Qdivh(σ) dx.

For the upper bound, (4.2) ensures the existence of a recovery sequence
{σ̄k}k∈N in L2(B;Mn×n

sym ) such that σ̄k ⇀ σχΩ in L2(B;Mn×n
sym ), div σ̄k →

div(σχΩ) in H−1(B;Rn), and

lim
k→∞

∫
B
h(σ̄k) dx =

∫
B
Qdivh(σχΩ) dx.

In particular, σ̄k ⇀ σ in L2(Ω;Mn×n
sym ), div σ̄k → div σ in [H1(Ω;Rn)]∗, and,

using again that Qdivh(0) = 0,

lim sup
k→∞

∫
Ω
h(σ̄k) dx ≤

∫
Ω
Qdivh(σ) dx.

When combined with (4.3), we have thus shown the existence of a recovery
sequence. �

Remark 4.3. Proving an analogous relaxation result with the hard con-
straint of a prescribed divergence, which was seemingly used implicitly
in [42], in place of the soft constraint of a strongly [H1(Ω;Rn)]∗-converging
divergence, is not straightforward because of the lack of continuity of h. In-
deed, the available results in that direction (see, e.g., [15, Theorem 1.1], [6,
Theorem 2.2] or [5, Theorem 3.3]) all seem to require the continuity of the
integrand.

When the continuity of h is missing, the lower bound remains valid, but
there is an issue in proving the existence of a recovery sequence satisfying
the divergence constraint exactly. Setting f := −div σ, the usual argument
is to correct the recovery sequence {σ̄k}k∈N obtained in Proposition 4.2 by
considering the unique solution vk ∈ H1(Ω;Rn)/R of −div e(vk) = f +
div σ̄k, i.e.,∫

Ω
e(vk) : e(w) dx =

〈
f + div σ̄k, w

〉
, w ∈ H1(Ω;Rn)/R.

Since f+div σ̄k → 0 in [H1(Ω;Rn)]∗, we have that e(vk)→ 0 in L2(Ω;Mn×n
sym ).

Considering next σ̂k := σ̄k+e(vk) ⇀ σ in L2(Ω;Mn×n
sym ), we have −div σ̂k = f

in [H1(Ω;Rn)]∗. The problem now is to ensure that∫
Ω
h(σ̄k) dx and

∫
Ω
h(σ̂k) dx
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have the same limit. This is the place where it seems some form of continuity
property of h is required, which is, however, missing in our situation.

One could also try to approximate h by the continuous functions hM as
in the proof of Proposition 4.2. For hM , we do have a relaxation result with
prescribed divergence-constraint because hM is continuous (see, e.g., [15,
Theorem 1.1] when f = 0). The new difficulty now is that there is a double
limit to be taken as k → ∞ and M → ∞ and it is not clear whether the
limits commute. According to [1–3], this is expected to be true, but we
could not locate any reference proving precisely this result.

The lack of general relaxation result for the Kohn–Strang functional with
prescribed divergence necessitates an alternative approach of the limsup-
inequality in [42]. We consider the particular Kohn–Strang function

hε(τ) :=

{
ε
2 |τ |

2 + 1
2ε if τ 6= 0,

0 if τ = 0,

corresponding to α = ε/2 and β = 1/(2ε). Note that, in that case, we have
that

Qdivhε → ρ◦ pointwise as ε ↓ 0,

where ρ◦ is given by (1.10).

Proposition 4.4. Given a bounded C2-domain Ω in Rn (n = 2, 3), let
f ∈ M(Rn;Rn) ∩ H−1(Rn;Rn) be such that supp(f) ⊂ Ω and 〈f, r〉 = 0
for all r ∈ R. For every λ ∈ M(Ω;Mn×n

sym ) satisfying −div λ = f in

D′(Rn;Rn), there exists a sequence {λε}ε>0 in L2(Ω;Mn×n
sym ) such that λε

∗
⇀

λ in M(Rn;Mn×n
sym ), −div λε → f in H−1(Rn;Rn), and

lim
ε↓0

∫
Ω
hε(λε) dx =

∫
Rn
ρ◦
(

dλ

d|λ|

)
d|λ|.

Proof. By Proposition 2.5 there is an F ∈ L2(Ω;Mn×n
sym ) with −divF = f in

D′(Rn;Rn), i.e.,〈
f, v
〉

=

∫
Ω
F : e(v) dx, v ∈ H1(Rn;Rn)

and
‖F‖L2(Ω;Mn×n

sym ) = ‖f‖H−1(Rn;Rn).

Let λ̄ := λ − F ∈ M(Ω;Mn×n
sym ) and let λ̄δ ∈ Cc(Ω;Mn×n

sym ) be the approxi-

mation of λ̄ given by Proposition 2.9, for which −div λ̄δ = 0 in D′(Rn;Rn).
Define

λδ := λ̄δ + F ∈ L2(Ω;Mn×n
sym ),

for which −div λδ = f in D′(Rn;Rn). Moreover, supp(λδ) ⊂ Ω, λδ
∗
⇀ λ

in M(Rn;Mn×n
sym ) and |λδ|(Ω) → |λ|(Ω). Indeed, |λ|(Ω) ≤ lim infδ↓0 |λδ|(Ω)

follows from the weak* lower semicontinuity of the total variation and

lim sup
δ↓0

|λδ|(Ω) = lim sup
δ↓0

|λ̄δ + FLn|(Ω)
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= lim sup
δ↓0

|λδ − (FLn)δ + FLn|(Ω)

≤ lim
δ↓0
|λδ|(Ω) + lim

δ↓0
‖F − F δ‖L1(Ω;Mn×n

sym )

= |λ|(Ω)

since the regularization of Proposition 2.9 is linear and ‖F−F δ‖L1(Ω;Mn×n
sym ) →

0.
As ρ◦ is positively 1-homogeneous, the Reshetnyak continuity theorem

(see [44, Theorem 10.3] or [4, Theorem 2.39]) thus ensures that

(4.4) lim
δ→0

∫
Ω
ρ◦(λδ) dx =

∫
Ω
ρ◦
(

dλ

d|λ|

)
d|λ|.

On the other hand, since Qdivhε → ρ◦ pointwise as ε ↓ 0, by the dominated
convergence theorem we have

(4.5) lim
ε↓0

∫
Ω
Qdivhε(λδ) dx =

∫
Ω
ρ◦(λδ) dx.

Gathering (4.4), (4.5) and using a diagonalization argument, we can find

δ(ε) ↓ 0 such that λδ(ε)
∗
⇀ λ inM(Rn;Mn×n

sym ), −div λδ(ε) = f in D′(Rn;Rn)
and

lim
ε↓0

∫
Ω
Qdivhε(λδ(ε)) dx =

∫
Ω
ρ◦
(

dλ

d|λ|

)
d|λ|.

Applying now the relaxation result of Proposition 4.2 to the map λδ(ε) ∈
L2(Ω;Mn×n

sym ) for fixed ε > 0, we obtain a sequence {λkε}k∈N in L2(Ω;Mn×n
sym )

such that{
λkε ⇀ λδ(ε) in L2(Ω;Mn×n

sym ) (thus also weakly* in M(Rn;Mn×n
sym )),

−div λkε → f in H−1(Rn;Rn),

as k →∞, and

lim
k→∞

∫
Ω
hε(λ

k
ε) dx =

∫
Ω
Qdivhε(λδ(ε)) dx.

Using again a diagonalization argument, we obtain a sequence k(ε) ↑ ∞
such that with λε := λ

k(ε)
ε it holds that{
λε

∗
⇀ λ in M(Rn;Mn×n

sym ),

−div λε → f in H−1(Rn;Rn),

and

lim
ε↓0

∫
Ω
hε(λε) dx =

∫
Rn
ρ◦
(

dλ

d|λ|

)
d|λ|,

which completes the proof of the proposition. �
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5. Proof of the main result

In this section, we prove the main result, Theorem 1.1. Using the charac-
terization of a minimizer µ∗ of C obtained in [11], we construct a recovery
sequence associated to µ∗. The key idea is to consider a recovery sequence
of the Lagrange-multiplier formulation associated to the measure λ∗ = σ∗µ∗

(where σ∗ is a solution of (1.7)), taking as Lagrange multiplier κ = ρ◦(σ∗).
The crucial fact that makes our strategy work is that κ turns out to be a
constant function (for a minimizer µ∗) thanks to the results of [11].

Proof of Theorem 1.1. Let f ∈ L2(∂Ω;Rn) be such that
∫
∂Ω f · r dHn−1 = 0

for all r ∈ R. We recall that f is identified with an element of H−1(Rn;Rn)∩
M(Rn;Rn). Without loss of generality, we can assume that f 6≡ 0; otherwise
Cε(ε−1Ln ω) = 0 for all ω ∈ Aε and C (µ) = 0 for all µ ∈M1(Ω).

Step 1: Construction of a recovery sequence associated to minimizers of
the limit compliance. Let us consider the following auxiliary minimization
problem:

(5.1) κ := inf
λ

{∫
Rn
ρ◦
(

dλ

d|λ|

)
d|λ| : λ ∈M(Ω;Mn×n

sym ), −div λ = f

}
,

where here and in the following all divergence constraints are understood in
D′(Rn;Rn).

According to Proposition 2.5, the set of competitors λ in (5.1) is not
empty. Applying the Direct Method of the Calculus of Variations together
with Reshetnyak’s lower semicontinuity theorem (see, for instance, [4, The-
orem 2.38]), we find that (5.1) is well-posed and that κ < ∞. Note also
that κ > 0, since otherwise every minimizer λ∗ of (5.1) would be identically
zero, contradicting the divergence-constraint −div λ∗ = f since we are in
the situation where f 6≡ 0.

Since κ < ∞, according to [11, Theorem 2.3] (applied to j̄), the mass
optimization problem (1.8) has a solution µ∗ ∈M1(Ω), i.e.,

(5.2) C (µ∗) = min
M1(Ω)

C ,

where
(5.3)

C (µ) = min
σ

{∫
Rn

1

2
ρ◦(σ)2 dµ : σ ∈ L2(Rn, µ;Mn×n

sym ), − div(σµ) = f

}
and

C (µ∗) =
κ2

2
.

Moreover,

(5.4) κ = min
σ

{∫
Rn
ρ◦(σ) dµ∗ : σ ∈ L1(Rn, µ∗;Mn×n

sym ), −div(σµ∗) = f

}
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and every solution σ∗ ∈ L1(Rn, µ∗;Mn×n
sym ) of (5.4) satisfies

(5.5) ρ◦(σ∗) = κ µ∗-a.e. in Rn.

As a consequence, σ∗ ∈ L∞(Rn, µ∗;Mn×n
sym ) (see (2.3)) is also a minimizer

of (5.3) for µ∗ and λ∗ := σ∗µ∗ is a solution of (5.1).
Step 1a. We first consider the Lagrange multiplier formulation. For

each ε > 0 and mass m ∈ (0, 1), we define the Kohn–Strang function
hmε : Mn×n

sym → R by

hmε (τ) :=


ε

2
|τ |2 +

κ2

2mε
if τ 6= 0,

0 if τ = 0.

Its (symmetric) div-quasiconvex envelope Qdivh
m
ε is explicitly given (see the

beginning of Section 4) for n = 2 by

Qdivh
m
ε (τ) =


ε

2
|τ |2 +

κ2

2mε
if ρ◦(τ) ≥ κ/(ε

√
m),

κ√
m
ρ◦(τ)− ε|τ1τ2| if ρ◦(τ) < κ/(ε

√
m),

and for n = 3 by

Qdivh
m
ε (τ) =



ε

2
|τ |2 +

κ2

2mε
if ρ◦(τ) ≥ κ/(ε

√
m),

κ√
m
ρ◦(τ)− ε|τ1τ2| if

{
ρ◦(τ) < κ/(ε

√
m),

|τ1|+ |τ2| ≤ |τ3|,
κ√
m
ρ◦(τ)

+ ε
2

(
1
2 |τ |

2 − |τ1τ2| − |τ1τ3| − |τ2τ3|
) if

{
ρ◦(τ) < κ/(ε

√
m),

|τ1|+ |τ2| > |τ3|.

According to Proposition 4.4 (with ε′ := ε
√
m/κ), there exists a family of

maps {λmε }ε>0 ⊂ L2(Ω;Mn×n
sym ) such that λmε

∗
⇀ λ∗ inM(Rn;Mn×n

sym ) as ε ↓ 0,

(5.6) lim
ε↓0
‖ − div λmε − f‖H−1(Rn;Rn) = 0,

and

(5.7) lim
ε↓0

∫
Ω
hmε (λmε ) dx =

κ√
m

∫
Ω
ρ◦
(

dλ∗

d|λ∗|

)
d|λ∗| = κ√

m

∫
Ω
ρ◦(σ∗) dµ∗,

where we used the positive one-homogeneity of ρ◦.
Step 1b. Next, we construct a measure µ̃mε ∈ M+(Ω) and a map σ̃mε ∈

L2(Rn, µ̃mε ;Mn×n
sym ) which satisfy the right upper bound inequality, but fail to

fulfil the mass and divergence constraints; this will be rectified in the next
step. To this aim, let us define

ω̃mε :=
{
x ∈ Ω : λmε (x) 6= 0

}
,

µ̃mε :=
1

ε
Ln ω̃mε ∈M+(Rn),

σ̃mε := ελmε ∈ L2(Rn, µ̃ε;Mn×n
sym ),
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which satisfy

(5.8)

∫
Ω

1

2

(
|σ̃mε |2 +

κ2

m

)
dµ̃mε =

∫
Ω
hmε (λmε ) dx ≤ C.

Clearly,

(5.9) σ̃mε µ̃
m
ε = λmε

∗
⇀ λ∗ in M(Rn;Mn×n

sym )

as ε → 0. Moreover, using that κ2/m > 0, the previous energy bound
additionally ensures that the family {µ̃mε }ε>0 is bounded in M(Rn). Up to
a subsequence, we have

(5.10) µ̃mε
∗
⇀ µ̃m in M(Rn)

as ε ↓ 0 for some µ̃m ∈ M+(Ω). Arguing as in the proof of compactness in
Proposition 3.1, we obtain that λ∗ is absolutely continuous with respect to
µ̃m and

λ∗ = σ̃mµ̃m

for some σ̃m ∈ L2(Rn, µ̃m;Mn×n
sym ). The measure µ̃m can be decomposed as

(5.11) µ̃m = θmµ∗ + ν̃m,

where θm ∈ L1(Rn, µ∗) and ν̃m ∈ M+(Rn) is singular with respect to µ∗.
Thus,

σ∗µ∗ = λ∗ = σ̃mµ̃m = σ̃mθmµ∗ + σ̃mν̃m.

Since σ̃mν̃m is singular with respect to µ∗, we conclude σ̃mν̃m = 0. As a
consequence,

(5.12) σ∗ = σ̃mθm µ∗-a.e. in Rn.
Passing to the upper limit as ε ↓ 0 in (5.8) using (5.7), (5.11),

κ2

2m
ν̃m(Rn) +

κ2

2m

∫
Rn
θm dµ∗ + lim sup

ε↓0

∫
Ω

1

2
|σ̃mε |2 dµ̃mε

≤ κ√
m

∫
Rn
ρ◦(σ∗) dµ∗.(5.13)

On the other hand, we can pass to the lower bound via Proposition 3.2 and
Remark 3.4, whose assumptions are satisfied by (5.6), (5.9), and (5.10). This
gives

lim inf
ε↓0

∫
Ω

1

2
|σ̃mε |2 dµ̃mε ≥

∫
Rn

1

2
ρ◦(σ̃m)2 dµ̃m

≥
∫
{θm>0}

ρ◦(σ∗)2

2θm
dµ∗,(5.14)

where for the second inequality we employed (5.11), (5.12). Combining (5.13)
and (5.14), we arrive at

κ2

2m
ν̃m(Rn) +

∫
{θm>0}

1

2θm

(
κθm√
m
− ρ◦(σ∗)

)2

dµ∗ ≤ 0.
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Thus, ν̃m = 0 and, remembering (5.5), θm =
√
m µ∗-a.e. in {θm > 0}.

Using (5.12) together with (5.5) again, leads to ρ◦(σ̃m)θm = ρ◦(σ∗) = κ > 0
µ∗-a.e. in Rn, so that µ∗({θm = 0}) = 0. Summing up, we have shown

θm =
√
m µ∗-a.e., µ̃m =

√
mµ∗, ν̃m = 0.

Inserting this into (5.13) and using (5.5) once more, leads to

(5.15) lim sup
ε↓0

∫
Ω

1

2
|σ̃mε |2 dµ̃mε ≤

∫
Rn

1

2
√
m
ρ◦(σ∗)2 dµ∗.

Since by the uniqueness of the weak* limit, there is no need of extracting

a subsequence, we have thus proved that µ̃mε
∗
⇀
√
mµ∗ in M(Rn) as ε ↓ 0

and that (5.15) holds. Moreover, since all these measures are positive and
have uniformly bounded support, we get µ̃mε (Rn)→

√
m =

√
mµ∗(Rn).

Step 1c. We now modify ω̃mε to make it admissible in the class Aε defined
in (1.3). We first observe that since m ∈ (0, 1), there exists εm > 0 such
that for ε < εm,

Ln(ω̃mε )

ε
≤
√
m+ 1

2
< 1.

Let
Emε := ω̃mε ∪ ∂Ω,

which is a Lebesgue-measurable set satisfying Ln(Emε ) < ε.
Let B denote the collection of open balls in Rn. It is well-known that B

generates the Borel σ-algebra on Rn. We may find a countable collection of
open balls Bk ∈ B, k ∈ N, such that

(5.16) Emε ⊂
∞⋃
k=1

Bk

and

(5.17) Ln
( ∞⋃
k=1

Bk

)
< ε, Ln

( ∞⋃
k=1

Bk \ Emε
)
<
ε2

2
.

Then choose N = N(m, ε) large enough such that for

Umε :=
N⋃
k=1

Bk

the following properties hold:

a) ∂Ω ⊂ Umε (this is possible since {Bk}k∈N is in particular an open
covering of the compact set ∂Ω, from which we can extract a finite
subcovering);

b) Ln(Umε ) < ε (by (5.17));
c) Ln(Emε ∆Umε ) < ε2 and Ln (

⋃
k Bk \ Umε ) < ε2 (by (5.16), (5.17));

d)
∥∥λmε Umε − λmε

∥∥
L2(Rn;Mn×n

sym )
< ε (since λmε is concentrated in Emε

and, by the dominated convergence theorem,
∫⋃

k>N Bk
|λmε |2 dx→ 0

as N →∞);
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e)

∣∣∣∣∫
Umε

|σ̃mε |2
dx

ε
−
∫
Rn
|σ̃mε |2 dµ̃mε

∣∣∣∣ < ε (by a similar argument).

Note that Umε might fail to have a Lipschitz boundary because tangential
balls have an intersection point generating a cusp. However, there are only
finitely many such singular points, so that we can add to the {Bk}1≤k≤N
finitely many small balls centered at these points with arbitrarily small mea-
sure. In that way, we can further assume without loss of generality that the
set Umε has a Lipschitz boundary.

Next, we find an open set V m
ε ⊂ Ω such that

ωmε := (Ω ∩ Umε ) ∪ V m
ε

lies in Aε, that is, ωmε is a connected open set with Lipschitz boundary and

∂Ω ⊂ ∂ωmε , Ln(ωmε ) = ε.

Indeed, we can construct V m
ε as the union of finitely many cylindrical

“struts” to make the set connected and with Lipschitz boundary. This
construction can be achieved with arbitrarily small added volume and by b)
there is a gap between Ln(Umε ) and the target volume ε. The requirement
that ∂Ω ⊂ ∂ωmε holds by construction since ∂Ω ⊂ Umε . We can add addi-
tional mass to ensure the final condition Ln(ωmε ) = ε. Hence, ωmε ∈ Aε is
indeed an admissible shape.

Define

µmε :=
1

ε
Ln ωmε , σmε := σ̃mε Umε = ελmε Umε .

Since {µmε }ε>0 is a family of probability measures supported in Ω, up to a

subsequence, µmε
∗
⇀ µm in M(Rn) as ε → 0 for some µm ∈ M1(Ω). We

observe that for all φ ∈ C0(Rn) with φ ≥ 0 it holds that∫
Rn
φ d(µmε − µ̃mε )

=

∫
Umε

φ d(µmε − µ̃mε )

+

∫
⋃
k Bk\Umε

φ d(µmε − µ̃mε ) +

∫
Rn\

⋃
k Bk

φ d(µmε − µ̃mε )

≥ 1

ε

∫
Umε

(1− χEmε )φ dx− 2

ε
‖φ‖L∞(Rn)Ln

(⋃
k

Bk \ Umε

)

+

∫
ωmε \

⋃
k Bk

1

ε
φ dx

≥ −2ε‖φ‖L∞(Rn)

by c). Thus, since µ̃mε
∗
⇀
√
mµ∗, we have µm ≥

√
mµ∗.

Next, up to a subsequence, µm
∗
⇀ µ̂ in M(Rn) as m → 1 for some

µ̂ ∈M1(Ω) with µ̂ ≥ µ∗. Since µ∗ and µ̂ are both probability measures, we
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deduce that µ̂ = µ∗. We further claim that

lim
m→1

lim
ε↓0

∫
Rn
ϕ dµmε =

∫
Rn
ϕ dµ∗ for all ϕ ∈ C0(Rn),(5.18)

lim
m→1

lim
ε↓0
‖ − div(σmε µ

m
ε )− f‖H−1(Rn;Rn) = 0,(5.19)

lim sup
m→1

lim sup
ε↓0

∫
Ω

1

2
|σmε |2 dµmε ≤

∫
Rn

1

2
ρ◦(σ∗)2 dµ∗.(5.20)

The first condition, (5.18), follows directly from the convergences above.
For (5.19), we estimate for any ψ ∈ H1(Rn;Rn) with ‖ψ‖H1 ≤ 1 as follows:〈
−div(σmε µ

m
ε )− f, ψ

〉
=

〈
−div(λmε Umε )− f, ψ

〉
=

∫
Ω
λmε : ∇ψ dx−

〈
f, ψ

〉
−
∫

Ω\Umε
λmε : ∇ψ dx.

Thus,

sup
‖ψ‖H1≤1

〈
−div(σmε µ

m
ε )− f, ψ

〉
≤ sup
‖ψ‖H1≤1

〈
−div λmε − f, ψ

〉
+ sup
‖ψ‖H1≤1

∣∣∣∣∫
Ω\Umε

λmε · ∇ψ dx

∣∣∣∣
≤
∥∥−div λmε − f

∥∥
H−1(Rn;Rn)

+
∥∥λmε Umε − λmε

∥∥
L2(Rn;Mn×n

sym )

and this converges to zero as ε ↓ 0 by (5.6) and d). Finally, for (5.20), we
observe via e) and (5.15),

lim sup
m→1

lim sup
ε↓0

∫
Ω

1

2
|σmε |2 dµmε = lim sup

m→1
lim sup
ε↓0

∫
Umε

1

2
|σ̃mε |2 dµ̃mε

≤ lim sup
m→1

lim sup
ε↓0

∫
Ω

1

2
|σ̃mε |2 dµ̃mε

≤
∫
Rn

1

2
ρ◦(σ∗)2 dµ∗.

Since M(Rn) is the dual of the separable space C0(Rn), we can apply a
diagonalization argument to show the existence of m(ε) ↑ 1 such that for

ω∗ε := ωm(ε)
ε ∈ Aε,

µ∗ε := µm(ε)
ε =

1

ε
Ln ω∗ε ∈M+(Rn),

σ̂ε := σm(ε)
ε ∈ L2(Rn, µ∗ε;Rn),

we have {
µ∗ε

∗
⇀ µ∗ in M(Rn),

−div(σ̂εµ
∗
ε)→ f in H−1(Rn;Rn),

and

(5.21) lim sup
ε↓0

∫
Ω

1

2
|σ̂ε|2 dµ∗ε ≤

∫
Rn

1

2
ρ◦(σ∗)2 dµ∗ = C (µ∗).
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Step 1d. It finally remains to modify the stress σ̂ε in order to satisfy the
hard divergence-constraint. We first notice that f+div(σ̂εµ

∗
ε) ∈ H−1(Rn;Rn)

has support in ω∗ε (because supp(f) ⊂ ∂Ω ⊂ ∂ω∗ε) and 〈f+div(σ̂εµ
∗
ε), r〉 = 0

for all r ∈ R. Since ω∗ε is a bounded Lipschitz domain, Proposition 2.5
ensures the existence of Fε ∈ L2(ω∗ε ;Mn×n

sym ) such that〈
f + div(σ̂εµ

∗
ε), z

〉
=

∫
ω∗ε

Fε : e(z) dx, z ∈ H1(Rn;Rn)

and
‖Fε‖L2(ω∗ε ;Mn×n

sym ) = ‖f + div(σ̂εµ
∗
ε)‖H−1(Rn;Rn).

We now set
σ∗ε := σ̂ε + εFεχω∗ε ∈ L2(Rn, µ∗ε;Mn×n

sym ).

By construction we have

−div(σ∗εµ
∗
ε) = −div(σ̂εµ

∗
ε)− div(Fεχω∗ε ) = f in D′(Rn;Rn).

Also, ∫
Rn
|εFεχω∗ε |

2 dµ∗ε = ε

∫
ω∗ε

|Fε|2 dx→ 0

and hence, using (5.21),

(5.22) lim sup
ε↓0

∫
Ω

1

2
|σ∗ε |2 dµ∗ε = lim sup

ε↓0

∫
Ω

1

2
|σ̂ε|2 dµ∗ε ≤ C (µ∗).

Step 1e. We are now in position to conclude the upper bound. Indeed,
we have

inf
M1(Ω)

Cε ≤ Cε(µ
∗
ε),

and passing to the limit as ε ↓ 0 using (5.22), we get

(5.23) lim sup
ε↓0

inf
M1(Ω)

Cε ≤ lim sup
ε↓0

Cε(µ
∗
ε) ≤ C (µ∗).

According to the lower bound established in Proposition 3.2, we also have
that

C (µ∗) ≤ lim inf
ε↓0

Cε(µ
∗
ε),

hence, recalling (5.2),

(5.24) lim
ε↓0

Cε(µ
∗
ε) = C (µ∗) = min

M1(Ω)
C .

Step 2: Compactness and lower bound for the compliance. We first notice
that, by (5.23) and (5.24), the infimal value

inf
M1(Ω)

Cε

is finite, and uniformly bounded with respect to ε. Let {αε}ε>0 be such that
αε ↓ 0 and for ε > 0 assume we are given ωε ∈ Aε with

Cε

(
Ln ωε

ε

)
≤ inf

ω∈Aε
Cε

(
Ln ω

ε

)
+ αε.
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Let us define the probability measures µ̄ε := 1
εL

n ωε, which thus satisfy

Cε(µ̄ε) ≤ inf
M1(Ω)

Cε + αε ≤ Cε(µ
∗
ε) + αε.

Extract a subsequence {εk}k∈N with εk ↓ 0 such that µ̄εk
∗
⇀ µ̄ inM(Rn) for

some µ̄ ∈M1(Ω) and

lim
k→∞

Cεk(µ̄εk) = lim inf
ε↓0

Cε(µ̄ε).

Using the lower bound inequality established in Proposition 3.2, we infer
that
(5.25)

lim
ε↓0

Cε(µ
∗
ε) ≥ lim inf

ε↓0
inf
M1(Ω)

Cε ≥ lim inf
ε↓0

Cε(µ̄ε) = lim
k→∞

Cεk(µ̄εk) ≥ C (µ̄).

Step 3: Proof of Theorem 1.1. Combining the information of (5.24)
with (5.25) yields

C (µ̄) ≤ C (µ∗) = min
µ∈M1(Ω)

C (µ),

which shows that µ̄ is a minimizer of (1.8). Next, (5.23), (5.24) and (5.25)
together show that

min
M1(Ω)

C = C (µ̄) = C (µ∗) = lim
ε↓0

Cε(µ
∗
ε) = lim

k→∞
Cεk(µ̄εk) = lim

ε↓0
inf
M1(Ω)

Cε,

which completes the proof of Theorem 1.1. �

Appendix A. Laminations leading to the infinitesimal-mass
integrand

For the purpose of illustration, we now give a typical shape that is opti-
mal for the elastic compliance in the vanishing-mass limit. This construction
corresponds to the Allaire–Kohn laminate of order 2 that was given in [3] as
the optimal microstructure for the Hashin–Shtrikman lower bound. It does
not rely on a separation of scales, but rather on the linear superposition of
single scale laminates with different proportions; see also [14] for a construc-
tion in the high-porosity regime. This construction in particular motivates
the precise form of j̄∗ in (1.5).

We start with the two-dimensional case.

Example A.1. Set Ω := Q = (0, 1)2 and define for α1, α2 ∈ R with |α1| ≤
|α2|,

µ := L2 Q, σ :=

(
α1 0
0 α2

)
.

In particular, div(σµ) = 0 in Q.
Let γ ∈ (0, 1), to be chosen later depending on α1 and α2. Let k(ε) ∈ N

be such that

lim
ε→0

ε

k(ε)
= 0.
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For k ∈ N we define the sets

D1
ε :=

k(ε)−1⋃
i=0

( i

k(ε)
,
i+ γε

k(ε)

)
× (0, 1),

D2
ε := (0, 1)×

k(ε)−1⋃
i=0

( i

k(ε)
,
i+ (1− γ)ε

k(ε)

)
,

Dε := D1
ε ∪D2

ε ,

so that

L2(D1
ε) = γε, L2(D2

ε) = (1− γ)ε, L2(Dε) = ε− γ(1− γ)ε2.

We set

µε :=
1

ε
L2 Dε, σε :=

 α1

1− γ
χD2

ε
0

0
α2

γ
χD1

ε

 .

Then, since χD1
ε

depends only on x1 and χD2
ε

depends only on x2, we have
that

div(σεµε) = 0.

The mass constraint is satisfied up to a perturbation o(ε) because µε(Q) =
L2(Dε) = ε + o(ε). It is nevertheless possible to adjust the definitions
of the sets D1

ε and D2
ε in order to have exactly L2(Dε) = ε in place of

L2(Dε) = ε + o(ε), and also ∂Q ⊂ Dε. However, we prefer to keep the
current definitions to avoid additional technicalities.

It is easy to see that

µε
∗
⇀ µ in M(R2), σεµε

∗
⇀ σµ in M(R2;M2×2

sym)

and that the energy can be computed as

Eε(σε, µε) =

∫
Dε

|σε|2

2ε
dx

=
1

2ε

(
α2

1

(1− γ)2
L2(D2

ε) +
α2

2

γ2
L2(D1

ε)

)
=

1

2

(
α2

1

1− γ
+
α2

2

γ

)
.

Minimizing this expression with respect to γ ∈ (0, 1), we find that the opti-
mal γ is

γ =
|α2|

|α1|+ |α2|
if |α1| 6= 0, while γ := 1− ε if |α1| = 0, and then, for this choice of γ,

lim
ε→0

Eε(σε, µε) =
1

2
(|α1|+ |α2|)2 = j̄∗(σ) =

∫
Q
j̄∗(σ) dµ = E (σ, µ).
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This shows that (σε, µε) is a recovery sequence for (σ, µ) and indeed the
integrand j∗(τ) = 1

2 |τ |
2 relaxes to j̄∗(τ) in the vanishing-mass limit, at least

in the present situation of a constant stress σ.

In the three-dimensional case, we need to distinguish two cases.

Example A.2. Set Ω := Q = (0, 1)3 and define for α1, α2, α3 ∈ R with
0 < |α1| ≤ |α2| ≤ |α3| (if α1 = 0, we are again in the two-dimensional case),

µ := L3 Q, σ :=

α1 0 0
0 α2 0
0 0 α3

 .

In particular, div(σµ) = 0 in Q.

Case I. Assume that
|α3| ≥ |α1|+ |α2|.

Let

(A.1) γ :=
|α2|

|α1|+ |α2|
∈ (0, 1).

For ε > 0 small and k ∈ N we define, with k(ε) defined as in the previous
example,

D1
ε :=

k(ε)−1⋃
i=0

( i

k(ε)
,
i+ γε

k(ε)

)
× (0, 1)2,

D2
ε :=

k(ε)−1⋃
i=0

(0, 1)×
( i

k(ε)
,
i+ (1− γ)ε

k(ε)

)
× (0, 1),

Dε := D1
ε ∪D2

ε .

Then,

L3(D1
ε) = γε, L3(D2

ε) = (1− γ)ε, L3(Dε) = ε− γ(1− γ)ε2.

We set

µε :=
1

ε
L3 Dε, σε :=


α1

1− γ
χD2

ε
0 0

0
α2

γ
χD1

ε
0

0 0 α3χD1
ε∪D2

ε

 ,

which satisfy

µε
∗
⇀ µ in M(R3), σεµε

∗
⇀ σµ in M(R3;M3×3

sym)

and
div(σεµε) = 0.

Now calculate for the energy

Eε(σε, µε) =

∫
Dε

1

2
|σε|2

dx

ε
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=
1

2ε

(
α2

1

(1− γ)2
L3(D2

ε) +
α2

2

γ2
L3(D1

ε) + α2
3L3(D1

ε ∪D2
ε)

)
=

1

2

(
α2

1

1− γ
+
α2

2

γ
+ α2

3

)
+ O(ε)

=
1

2

(
(|α1|+ |α2|)2 + |α3|2

)
+ O(ε)

= j̄∗(σ) + O(ε)

= E (σ, µ) + O(ε).

This justifies the form of j̄∗ in this case.

Case II. We now assume

(A.2) |α3| < |α1|+ |α2|.

Let

γ1 :=
|α2|+ |α3| − |α1|
|α1|+ |α2|+ |α3|

∈ (0, 1),

γ2 :=
|α1|+ |α3| − |α2|
|α1|+ |α2|+ |α3|

∈ (0, 1),

γ3 := 1− γ1 − γ2 =
|α1|+ |α2| − |α3|
|α1|+ |α2|+ |α3|

∈ (0, 1)

and

D1
ε :=

k(ε)−1⋃
i=0

( i

k(ε)
,
i+ γ1ε

k(ε)

)
× (0, 1)2,

D2
ε :=

k(ε)−1⋃
i=0

(0, 1)×
( i

k(ε)
,
i+ γ2ε

k(ε)

)
× (0, 1),

D3
ε :=

k(ε)−1⋃
i=0

(0, 1)2 ×
( i

k(ε)
,
i+ γ3ε

k(ε)

)
,

Dε := D1
ε ∪D2

ε ∪D3
ε .

One computes, for 1 ≤ i 6= j ≤ 3,

L3(Di
ε) = γiε, L3(Di

ε ∩Dj
ε) = γiγjε

2, L3(D1
ε ∩D2

ε ∩D3
ε) = γ1γ2γ3ε

3,

and thus

L3(Di
ε ∪Dj

ε) = (γi + γj)ε− γiγjε2,

L3(Dε) = ε−
(
γ1γ2 + γ2γ3 + γ1γ3

)
ε2 + 2γ1γ2γ3ε

3.

Set

µε :=
1

ε
L3 Dε
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and

σε :=


α1

1− γ1
χD2

ε∪D3
ε

0 0

0
α2

1− γ2
χD1

ε∪D3
ε

0

0 0
α3

1− γ3
χD1

ε∪D2
ε

 ,

which satisfy

µε
∗
⇀ µ in M(R3), σεµε

∗
⇀ σµ in M(R3;M3×3

sym)

and
div(σεµε) = 0.

Then, the energy is now given by

Eε(σε, µε) =

∫
Dε

1

2
|σε|2

dx

ε

=
1

2ε

(
α2

1

(1− γ1)2
L3(D2

ε ∪D3
ε) +

α2
2

(1− γ2)2
L3(D1

ε ∪D3
ε)

+
α2

3

(1− γ3)2
L3(D1

ε ∪D2
ε)

)
=

1

2

(
α2

1

1− γ1
+

α2
2

1− γ2
+

α2
3

1− γ3

)
+ O(ε)

=
1

4

(
|α1|+ |α2|+ |α3|

)2
+ O(ε)

= j̄∗(σ) + O(ε)

= E (σ, µ) + O(ε).

so again we have established the form of j̄∗ in the present case. We finally
note that if equality holds in (A.2), then the constructions of Case II is the
same as the one in Case I; correspondingly, in this situation also the two
cases in the expression (1.5) for j̄∗(σ) agree.

References

[1] G. Allaire, Shape optimization by the homogenization method, vol. 146 of Applied
Mathematical Sciences, Springer, 2002.

[2] G. Allaire, E. Bonnetier, G. Francfort, and F. Jouve, Shape optimization by
the homogenization method, Numer. Math., 76 (1997), pp. 27–68.

[3] G. Allaire and R. V. Kohn, Optimal design for minimum weight and compliance
in plane stress using extremal microstructures, European J. Mech. A Solids, 12 (1993),
pp. 839–878.

[4] L. Ambrosio, N. Fusco, and D. Pallara, Functions of bounded variation and free-
discontinuity problems, Oxford Mathematical Monographs, Oxford University Press,
2000.

[5] N. Ansini, G. Dal Maso, and C. I. Zeppieri, New results on Γ-limits of integral
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Jacques-Louis Lions, F-75005 Paris, France

E-mail address: iurlano@ljll.math.upmc.fr

(F. Rindler) Mathematics Institute, University of Warwick, Coventry CV4
7AL, UK.

E-mail address: F.Rindler@warwick.ac.uk


	1. Introduction
	1.1. Main results
	1.2. Relation to Michell truss theory
	1.3. Acknowledgements

	2. Preliminaries
	2.1. Notation
	2.2. Compensated compactness
	2.3. Convex analysis
	2.4. The dual of H1 modulo rigid deformations
	2.5. Approximation of measures with compact support

	3. Compactness and lower bound
	4. Relaxation of the Kohn–Strang functional
	5. Proof of the main result
	Appendix A. Laminations leading to the infinitesimal-mass integrand
	References

